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0. Introduction

In this paper we study some properties of tensor categories that arise in 2-dimensional conformal and 3-dimensional topological quantum field theory—so-called modular tensor categories. By definition, these categories are braided tensor categories with duality which are semisimple, have a finite number of simple objects and satisfy some non-degeneracy condition. Our main example of such a category is the reduced category of representations of a quantum group $U_q \mathfrak{g}$ in the case when $q$ is a root of unity (see [AP], [GK]).

The main property of such categories is that we can introduce a natural projective action of the mapping class group of any 2-dimensional surface with marked points on appropriate spaces of morphisms in this category (see [Tu]). This property explains the name “modular tensor category” and is crucial for establishing a relation with 3-dimensional quantum field theory and, in particular, for the construction of invariants of 3-manifolds (Reshetikhin-Turaev invariants).

In particular, for the torus with one puncture we get a projective action of the modular group $SL_2(\mathbb{Z})$ on any space of morphisms $\text{Hom}(H,U)$, where $U$ is any simple object and $H$ is a special object which is an analogue of the regular representation (see [Lyu]). In the case $U = \mathbb{C}$ this action is well known: it is the action of a modular group on the characters of a corresponding affine Lie algebra. We study this action for arbitrary representation $U$; in particular, we show that this action is unitary with respect to a natural inner product on the space of intertwining operators.

In the special case $\mathfrak{g} = \mathfrak{sl}_n$ and $U$ a symmetric power of fundamental representation, this is closely related with Macdonald’s theory. It was shown in the paper [EK3] (though we didn’t use the word “S-matrix” there) that in this case the matrix coefficients of the matrix $S$ are some special values of Macdonald’s polynomials of type $A_{n-1}$. Thus, the properties of $S$-matrix immediately yield a number of identities for values of Macdonald’s polynomials at roots of 1. In this case, the action of modular group is closely related with the difference Fourier transform defined in a recent paper of Cherednik ([Ch]). In particular, this shows that for $\mathfrak{g} = \mathfrak{sl}_2$...
all matrix elements of the $S$-matrix can be written in terms of $q$-ultraspherical polynomials.

Unfortunately, a large part of this paper has to be devoted to recalling known facts about modular tensor categories and quantum groups at roots of unity; though these results are well known to experts, they are scattered in numerous papers, and some parts are not written anywhere at all. Thus, Sections 1 and 3 and a large part of Section 6 are expository.

The paper is organized as follows. In Section 1 we recall basic facts about modular tensor categories (MTC), in particular, the action of modular group and various symmetries of this action. In Section 2 we define an inner product on the space of intertwiners in modular tensor categories with some additional properties (hermitian MTC’s), and prove that the action of modular group is unitary with respect to this inner product.

In Section 3 we recall, following Andersen, the construction of MTC from representations of quantum groups at roots of unity. In Section 4 we show that this category can be endowed with a natural hermitian structure.

Section 5 is devoted to a special case of the constructions above; namely, we let $g = \mathfrak{sl}_n$ and take $U$ to be a symmetric power of fundamental representation. We show that in this case the $S$-matrix can be written in terms of values of Macdonald’s polynomials of type $A_{n-1}$ at roots of unity, which gives many identities for these special values. These expressions coincide with Cherednik’s formulas for difference Fourier transform.

Sections 6 and 7 are devoted to further study of MTC’s coming from quantum groups at roots of unity. In particular, we describe the Grothendieck ring of these categories (which is not new); we also give another description of the hermitian structure on them.

In subsequent papers we will apply the same construction to the modular tensor category arising from the affine Lie algebras, in which case it will give a modular invariant inner product on the space of conformal blocks.

\section{Modular tensor categories}

In this section we review the main definitions relating to modular tensor categories. This section is completely expository and does not contain any new results. We start with a quick introduction to the notion of a ribbon category, introduced by Reshetikhin and Turaev ([RT1], [RT2]); we refer the reader to recent books by Kassel ([Kas]) and Turaev ([Tu]) for detailed exposition.

\textbf{Ribbon categories and graphs.} A \textit{ribbon category} is an additive category $C$ with the following additional structures:

1. A bifunctor $\otimes : C \times C \to C$ along with functorial associativity and commutativity isomorphisms:

\[ a_{V_1, V_2, V_3} : (V_1 \otimes V_2) \otimes V_3 \to V_1 \otimes (V_2 \otimes V_3), \]

\[ \tilde{R}_{V, W} : V \otimes W \to W \otimes V. \]

2. A unit object $1 \in \text{Obj} C$ along with isomorphisms $1 \otimes V \to V, V \otimes 1 \to V$. 

3. A notion of dual: for every object \( V \) we have a (left) dual \( V^\ast \) and homomorphisms

\[
e_V : V^\ast \otimes V \rightarrow 1,
\]

\[
i_V : 1 \rightarrow V \otimes V^\ast.
\]

4. Balancing, or a system of twists, i.e. functorial isomorphisms \( \theta_V : V \rightarrow V \), satisfying the compatibility condition

\[
\theta_{V \otimes W} = \hat{R}_{W,V} \hat{R}_{V,W} (\theta_V \otimes \theta_W).
\]

These structures have to obey a number of properties, the list of which can be found in [Kas]. Using them, one can define functorial isomorphisms \( \delta_V : V \rightarrow V^{\ast\ast} \) which are compatible with tensor products and unit objects. This, in particular, implies that for every \( V \) we also have the right dual \( \ast V \), which is canonically isomorphic to the left dual, and homomorphisms

\[
V \otimes \ast V \rightarrow 1,
\]

\[
1 \rightarrow \ast V \otimes V.
\]

In another terminology, ribbon categories are called braided monoidal rigid balanced categories (these words refer to the data we introduced in items 1–4 above, respectively).

Unless otherwise specified, we will assume that our category is abelian. We will also use the following theorem, due to Mac Lane: each ribbon category is equivalent to a strict one, i.e. such a category in which \((V_1 \otimes V_2) \otimes V_3 = V_1 \otimes (V_2 \otimes V_3)\) (not only isomorphic but is the same object!), and associativity morphism is the identity morphism; proof of this fact can be found in [Mac]. Unless otherwise specified, we only consider strict categories, and thus we can write tensor products of many objects without bothering about the parentheses.

Ribbon tensor categories admit a nice pictorial representation: if we have a directed tangle with braids labeled by objects of \( \mathcal{C} \) and coupons labeled by morphisms, then we can assign to such a tangle a morphism in category \( \mathcal{C} \) by certain rules—see [RT1], [RT2], [Tu] or [Kas]. The theorem proved by Reshetikhin and Turaev says that this morphism only depends on the isotopy class of the tangle; thus, we can prove identities about morphisms by manipulating with corresponding tangles. Also, note that if we replace a label \( V \) of a certain braid by \( V^\ast \) and reverse the direction of this braid, then we get the same morphism (up to canonical isomorphisms \( V \simeq V^{\ast\ast} \)).

For technical reasons, we will draw lines instead of ribbons; the only problem with that is that when establishing isotopy of graphs one must be careful to count the twists. Examples of tangles and corresponding operators and some identities are shown in Figure 1. Note that the operators act “from bottom to top”, even though the arrows are oriented downwards.
Let us additionally assume that our category is *semisimple*, i.e.

1. It is defined over some field \( \mathbb{K} \): all the spaces of homomorphisms are finite-dimensional vector spaces over \( \mathbb{K} \).
2. Isomorphism classes of simple objects in \( \mathcal{C} \) are indexed by elements of some set \( I \); we will use the notation \( X_i, i \in I \), for the corresponding simple objects, choosing the indexing so that \( X_0 = 1 \). This implies that we have an involution \( * : I \to I \) such that
   \[
   X_i^* \simeq X_{i^*};
   \]
   in particular, \( 0^* = 0 \).
3. “Schur’s Lemma”:
   \[
   \text{Hom}(X_i, X_j) = \begin{cases} 
   \mathbb{K}, & i = j, \\
   0, & i \neq j.
   \end{cases}
   \]
4. Every object is completely reducible: every \( V \in \text{Obj} \mathcal{C} \) can be written in the form
   \[
   V = \bigoplus_{i \in I} N_i X_i,
   \]
   where \( N_i \in \mathbb{Z}_+ \), and the sum is finite (i.e., almost all \( N_i = 0 \)).

*Remark.* In fact, these axioms are abundant: for example, \( \text{Hom}(X_i, X_j) = 0 \) for \( i \neq j \) can be deduced from other axioms, see [Tu].
Semisimplicity is a very restrictive requirement; it implies a lot of properties. For example, we can define the multiplicity coefficients $N_{ij}^k$ by
\[(1.1)\quad X_i \otimes X_j = \bigoplus N_{ij}^k X_k,\]
and then we have the following obvious properties:
\[(1.2)\quad N_{ij}^k = \dim \Hom(X_i \otimes X_j, X_k) = \dim \Hom(X_i \otimes X_j \otimes X_k^*, 1),\]
\[N_{ij}^k = N_{ji}^{k*} = N_{i^* j^*}^{k*},\]
\[N_{ij}^0 = \delta_{ij^*}.\]

For an object $V \in \text{Obj } C$ we define its dimension $\dim V \in \mathbb{K}$ by the following picture:
\[(1.3)\quad \dim V = \bigcirc V\]

More generally, for a morphism $f \in \Hom(V, V)$ we define its trace $\text{Tr } f$ by the following picture:
\[\text{Tr } f = \bigcirc \downarrow 1 \bigcirc V\]

When the objects of a category are vector spaces over some field, the dimension and trace defined above are usually called “quantum dimension” (respectively, “quantum trace”) to distinguish from ordinary dimension and trace.

**Lemma 1.1.**
1. $\dim V^* = \dim V$, $\dim 1 = 1$.
2. $\dim V \otimes W = \dim V \cdot \dim W$.

**Action of modular group.** As before, we assume that we have a semisimple ribbon category $C$ with simple objects $X_i, i \in I$. Define the numbers $s_{ij} \in \mathbb{K}$ by the following picture:
\[(1.4)\quad s_{ij} = \bigcirc i \bigcirc j\]

(From now on, we will often label strands of tangles by the indices $i \in I$ meaning $X_i$.)

**Proposition 1.2.**
\[(1.5)\quad s_{ij} = s_{ji} = s_{i^* j^*} = s_{j^* i^*},\]
\[s_{i0} = \dim X_i.\]
Definition 1.3. A semisimple ribbon category $\mathcal{C}$ is called \textit{modular} if it satisfies the following properties:

1. It has only a finite number of simple objects: $|I| < \infty$.
2. The matrix $s = (s_{ij})_{i,j \in I}$, where $s_{ij}$ is defined by (1.4), is invertible.

We will give an example of a modular category later.

Remark. In fact, many authors (for example, Turaev) impose weaker conditions, not necessarily requiring semisimplicity in our sense. We are only interested in the simplest case; thus the above definition is absolutely sufficient for our purposes. We refer the reader to [Ke] for a discussion of the non-semisimple case.

Proposition 1.4. \textit{In a modular category, we have $\dim X_i \neq 0$ and}

\begin{equation}
\begin{array}{c}
\textcircled{1} \hspace{2cm} \textcircled{2} \\
\end{array}
\end{equation}

The name “modular” is justified by the fact that in this case we can define a projective action of the modular group $SL_2(\mathbb{Z})$ on certain objects in our category, which we will show below. To the best of my knowledge, this construction first appeared (in rather vague terms) in papers of Moore and Seiberg ([MS2], [MS4]); later it was formalized by Lyubashenko ([Lyu]) and others. Our exposition follows the book of Turaev.

The appearance of modular group in tensor categories may seem mysterious; however, there is a simple geometrical explanation, based on the fact that to each modular tensor category one can associate a 2+1-dimensional Topological Quantum Field Theory. This also shows that in fact we have an action of the mapping class group of any closed oriented 2-dimensional surface on the appropriate objects in MTC. This is the key idea of the book [Tu].

From now on, let us adopt the following convention: if some (closed) strand on a picture is left unlabeled, then we assume summation over all labels $i \in I$, each taken with the weight $\dim X_i$. Then we have the following propositions, proof of which (not too difficult) can be found in [Tu].

Let us define the numbers $\theta_i \in \mathbb{K}$ by

\begin{equation}
\theta_{X_i} = \theta_i \text{Id}_{X_i};
\end{equation}

then it is easy to see that $\theta_i = \theta_i^*, \theta_0 = 1$.

Proposition 1.5. \textit{We have the following identities:}

\begin{equation}
\begin{array}{c}
\theta_i = \theta_i^+ \theta_i^-
\end{array}
\end{equation}
where

\begin{equation}
\label{1.8}
p^\pm = \sum_{i \in I} \theta_i^{\pm 1} (\dim X_i)^2.
\end{equation}

Also,

\begin{equation}
\label{1.9}
i = p^+ p^- \delta_{i,0}.
\end{equation}

Corollary 1.6. 1.

\begin{equation}
\label{1.10}
i = p^+ p^- \frac{\delta_{ij}}{\dim X_i}
\end{equation}

2.

\begin{equation}
\label{1.11}
p^+ p^- = \sum (\dim X_i)^2.
\end{equation}

Define the matrices \( t = (t_{ij}) \) and \( c = (c_{ij}) \) ("charge conjugation matrix") by

\begin{equation}
\label{1.12}
t_{ij} = \delta_{ij} \theta_i, \\
\quad c_{ij} = \delta_{ij}^*.
\end{equation}

Then it is easy to deduce from Proposition 1.5 the following theorem:

**Theorem 1.7.** The matrices \( s, t \) defined above satisfy the following relations:

\begin{equation}
\label{1.13}
\begin{aligned}
s^2 &= p^+ p^- c, \\
(st)^3 &= p^+ s^2, \\
s^2 t &= ts^2,
\end{aligned}
\end{equation}

where \( p^\pm \) are defined by (1.8).

It is convenient to renormalize these matrices. Namely, let us assume that the following fractional powers exist in \( \mathbb{K} \):

\begin{equation}
\label{1.14}
\begin{aligned}
D &= \sqrt[p^+ p^-]{\sum_{i \in I} (\dim X_i)^2}, \\
\zeta &= (p^+/p^-)^{1/6}
\end{aligned}
\end{equation}

(we choose the roots so that \( D \zeta^3 = p^+ \)). It follows from non-degeneracy of \( s \) that \( D, \zeta \neq 0 \).
Define renormalized matrices
\[ \tilde{s} = \frac{s}{D}, \quad \tilde{t} = \frac{t}{\zeta}. \]
(1.15)
Then Theorem 1.7 is rewritten in the following form:
\[ \tilde{s}^2 = c, \]
\[ (\tilde{s}\tilde{t})^3 = \tilde{s}^2, \]
\[ \tilde{s}^2 \tilde{t} = \tilde{t} \tilde{s}^2. \]
(1.16)
Since \( c^2 = 1 \), this shows that \( \tilde{s}, \tilde{t} \) give a representation of the modular group \( SL_2(\mathbb{Z}) \). Recall that \( SL_2(\mathbb{Z}) \) is generated by the elements
\[ S = \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix}, \quad T = \begin{pmatrix} 1 & 1 \\ 0 & 1 \end{pmatrix} \]
satisfying the defining relations \((ST)^3 = S^2, S^2T = TS^2, S^4 = 1\).
Now, let us define the following object in \( C \): \( H = \bigoplus_{i \in I} X_i \otimes X_i^\ast \).
(1.17)
We assume that we have fixed isomorphisms \( X_i^\ast \simeq X_i \) as in (1.1), and thus we can also write \( H \) as \( \bigoplus X_i \otimes X_i^\ast \) or \( \bigoplus X_i^\ast \otimes X_i \). Note that since \((X_i \otimes X_i^\ast)^\ast \simeq X_i \otimes X_i^\ast \), we have an isomorphism \( H \simeq H^\ast \).

**Definition 1.8.** Define \( S, T, C \in \text{End } H \) as follows:
\[ S = \bigoplus S_{ij}, \quad S_{ij} : X_j \otimes X_j^\ast \rightarrow X_i \otimes X_i^\ast, \]
and similarly for \( T, C \), where \( S_{ij}, T_{ij}, C_{ij} \) are given by:
(1.18)

![Diagram](image)

**Theorem 1.9.** The morphisms \( S, T, C \) defined above satisfy the following relations:
\[ S^2 = C, \]
\[ S^4 = C^2 = \theta_H^{-1}, \]
\[ (ST)^3 = S^2, \]
\[ S^2T = TS^2. \]
(1.19)

**Proof.** Follows from Proposition 1.5 and Corollary 1.6. \( \square \)

We cannot say that \( S, T \) give a projective representation of the modular group in \( H \), since \( \theta_H \) is not a constant. However, it is true if we restrict them to an isotypic component of \( H \). Equivalently, let us fix a simple object \( U \) in our category and consider the space
\[ \text{Hom}(H, U) = \bigoplus \text{Hom}(X_i \otimes X_i^\ast, U). \]
This is a vector space over \( K \), and \( \theta_H|_{\text{Hom}(H, U)} = \theta_U \text{Id}_{\text{Hom}(H, U)} \).
Theorem 1.10. Define the maps $S_U, T_U : \text{Hom}(H,U) \to \text{Hom}(H,U)$ by
\[
S_U : \Phi \mapsto \Phi S,
\]
\[
T_U : \Phi \mapsto \Phi T.
\]
(1.20)

Then $S_U, T_U$ satisfy the following relations:
\[
S_U^4 = \theta_U^{-1},
\]
\[
T_U S_U^2 = S_U^2 T_U,
\]
\[
(S_U T_U)^3 = S_U^2,
\]
(1.21)

and thus give a projective representation of the group $SL_2(\mathbb{Z})$ in $\text{Hom}(H,U)$.

Example. Let $U = 1$ be the unit object in $\mathcal{C}$. Then we have a canonical identification $\text{Hom}(X_i^* \otimes X_i, 1) \simeq \mathbb{K}$, and thus we have a canonical basis $\chi_i \in \text{Hom}(H, 1)$. In this case, the action of the modular group defined in Theorem 1.10 in the basis $\chi_i$ is given by $\tilde{s}, \tilde{t}$ defined by (1.15).

The following result, which is a reformulation of a theorem of Vafa, is also worth mentioning here (though we won’t use it):

Theorem 1.11. In any modular tensor category (regardless of the base field) the numbers $\theta_i, \zeta$ (see (1.6), (1.14)) are roots of unity.

This theorem was proved by Vafa (see [Vaf]) in the context of conformal field theory. However, his proof only uses some relation in the mapping class group of unpunctured sphere and the action of $SL_2(\mathbb{Z})$. Both groups act in arbitrary modular tensor category: the action of $SL_2(\mathbb{Z})$ was discussed above, and the action of the mapping class group can be defined as well (see [Tu, V.4]). Thus, the same proof is valid in arbitrary MTC. Note that for MTC’s coming from Conformal Field Theory, we have $\zeta = e^{2\pi ic/24}$, where $c$ is the central charge of the action of Virasoro algebra, and the theorem above implies that $c$ is rational, which is why these theories are called rational.

Hermitian categories. We will also need the notion of hermitian category: this definition and all the properties we are citing are due to Turaev (see [Tu]). Let us assume that $\mathcal{C}$ is a ribbon category which is defined over the ground field $\mathbb{K}$ equipped with an involution $x \mapsto \tilde{x}$; our basic examples of such an involution will be $\mathbb{K} = \mathbb{C}$ with usual complex conjugation, and $\mathbb{K} = \mathbb{C}(q), \bar{q} = q^{-1}$. We say that $\mathcal{C}$ is hermitian if for every pair of objects $V, W$ we have an involutive map $\overline{\cdot} : \text{Hom}(V, W) \to \text{Hom}(V^*, W^*)$ such that $\overline{f + g} = \bar{f} + \bar{g}, \overline{\alpha f} = \bar{\alpha} \bar{f}$ for any $\alpha \in \mathbb{K}$. $\overline{fg} = \bar{f} \bar{g}, \overline{V \otimes g} = \bar{g} \bar{V}$, and $\text{Id}_V = \text{Id}_{V^*}$. Note that since we have a canonical identification $\text{Hom}(V^*, W^*) \simeq \text{Hom}(W, V)$, we could as well consider $\bar{f}$ as an element of $\text{Hom}(W, V)$. This involution must satisfy certain compatibility properties, namely:
\[
\overline{\theta_V} = \theta_{V^*}^{-1},
\]
\[
\overline{R_{V,W}} = (\overline{R_{V^*, W^*}})^{-1},
\]
\[
\overline{e_V} = e_V (1 \otimes \delta_V^{-1}) : \tilde{V}^* \otimes \tilde{V}^{**} \to 1,
\]
(1.22)

where $e_V$ is the canonical morphism $V^* \otimes V \to 1$. Then it can be shown that geometrically this involution corresponds to reflection: if $f$ is a morphism corresponding to the ribbon graph $\Gamma$, then $\bar{f}$ corresponds to the graph $\Gamma^\ast$ obtained by
reflection of \( \Gamma \) in the plane \( x = 1 \) (we assume that the graph is drawn in the projection to \( x, y \)-plane) and changing each label \( V \) to \( V^* \). Note that this operation changes the orientation of \( \mathbb{R}^3 \).

If \( \mathcal{C} \) is a hermitian modular category, then it follows from the above geometric interpretation of bar conjugation that we have the following identities:

\[
\begin{align*}
\overline{s_{ij}} &= s_{ij^*}, \\
\overline{\theta_i} &= \theta_i^{-1}.
\end{align*}
\]

Thus,

\[
\begin{align*}
\dim V &= \dim V, \\
p^+ &= p^-, \\
p^- &= p^+.
\end{align*}
\]

Therefore, \( p^+p^- \) is "real" and \( p^+/p^- \) is "unitary": \( p^+p^- = p^+p^-, p^+/p^- = (p^+/p^-)^{-1} \). We assume that \( D \) and \( \zeta \) (see (1.14)) can also be chosen "real" and "unitary" respectively:

\[
\begin{align*}
\overline{D} &= D, \\
\overline{\zeta} &= \zeta^{-1}.
\end{align*}
\]

Obviously, it is so if \( K = \mathbb{C} \), since in this case \( D^2 = \sum (\dim X_i)^2 \in \mathbb{R}_+ \), and \( |\zeta| = 1 \).

**Proposition 1.12.** The matrices \( \tilde{s}, \tilde{t} \in \text{Mat}_{|I|}(\mathbb{K}) \) are "unitary", i.e. satisfy

\[
\begin{align*}
XX^* &= \text{Id}_H.
\end{align*}
\]

**Proof.** Obvious from (1.16), (1.23). \( \square \)

Similar statement holds in a more general case:

**Proposition 1.13.** The operators \( S, T \in \text{End} H \) satisfy the following properties:

\[
\begin{align*}
\overline{S} &= SC^{-1}, \\
\overline{T} &= T^{-1}.
\end{align*}
\]

Thus, both \( S \) and \( T \) satisfy

\[
XX^* = \text{Id}_H.
\]

**Proof.** It is obvious for \( T \); as for \( S \), we need to prove that \( (SC^{-1})_{ij} \) is given by the following picture:

\[
(SC^{-1})_{ij} = \frac{\dim X_j}{D}
\]

which easily follows from the definitions. \( \square \)

In the next chapter we will show how Proposition 1.13 can be interpreted as "unitarity" with respect to a certain inner product in \( H \).
INNER PRODUCT IN MODULAR TENSOR CATEGORIES

2. INNER PRODUCT ON MORPHISMS

In this section we define an inner product on spaces of morphisms in a hermitian MTC; this definition is due to Turaev. We also show that the action of modular group defined in Section 1 is unitary with respect to this action; the same applies to associativity and commutativity isomorphisms (when rewritten in terms of Hom spaces). These results are new.

As before, we assume that \( C \) is a modular category; we keep all the notations and conventions of Section 1.

**Definition 2.1.** Let \( V, W \) be objects from \( C \). Assume that \( \dim V \neq 0, \dim W \neq 0 \) and that there exist \( \sqrt{\dim V}, \sqrt{\dim W} \) in \( K \). Define the pairing

\[
\text{Hom}(V, W) \otimes \text{Hom}(V^*, W^*) \to K
\]

as follows: if \( \Phi_1 \in \text{Hom}(V, W) \), \( \Phi_2 \in \text{Hom}(V^*, W^*) \), then let

\[
\langle \Phi_1, \Phi_2 \rangle = \frac{1}{(\dim V \dim W)^{1/2}} \Phi_1 \Phi_2^W
\]

(2.1)

Obviously, this pairing is symmetric.

**Examples.**
1. Let \( V = W \). Then \( \langle \text{Id}_V, \text{Id}_V^* \rangle = 1 \) (this justifies the choice of normalization in Definition 2.1).
2. Consider intertwiners of the form \( \Phi_1 : X_i \otimes X_j \to X_k \), \( \Phi_2 : X_j^* \otimes X_i^* \to X_k^* \). Then Definition 2.1 allows one to define a pairing between them provided that we have chosen identifications \( X_i^* \simeq X_i^* \), etc. Note that in this case the dimension \( \dim(X_i \otimes X_j \otimes X_k^*) \) is non-zero automatically.

If \( C \) is a hermitian category, then we define a “hermitian” inner product on \( \text{Hom}(V, W) \) by

\[
\langle \Phi_1, \Phi_2 \rangle = \langle \Phi_1, \Phi_2^* \rangle;
\]

as usual, we will denote \( ||\Phi||^2 = \langle \Phi, \Phi \rangle \). It is easy to see that this inner product satisfies the usual relations

\[
\langle \alpha \Phi_1, \Phi_2 \rangle = \alpha \langle \Phi_1, \Phi_2 \rangle, \quad \alpha \in K,
\]

\[
\langle \Phi_2, \Phi_1 \rangle = \langle \Phi_1, \Phi_2 \rangle.
\]

**Lemma 2.2 ([Tu]).** In a hermitian modular category, the inner product given by (2.2) is non-degenerate.

**Remark.** Obviously, the definition of the pairing (and thus, of the inner product) works as well in a ribbon category without the assumption of modularity; however, in this case it is not always true that this inner product is non-degenerate.

**Lemma 2.3.** Let \( \Phi_1, \Phi'_1 : V_1 \otimes V_2 \to X_i \), \( \Phi_2, \Phi'_2 : X_i \otimes V_3 \to U \) be morphisms in a hermitian modular category, and let \( \Psi = \Phi_2(\Phi_1 \otimes 1), \Psi' = \Phi'_2(\Phi'_1 \otimes 1) \in \text{Hom}(V_1 \otimes V_2 \otimes V_3, U) \). Then

\[
\langle \Psi, \Psi' \rangle = \langle \Phi_1, \Phi'_1 \rangle \langle \Phi_2, \Phi'_2 \rangle.
\]

(2.3)
Proof. The proof follows from the identity

\[
\Phi \Phi = \left( \frac{\dim V_1 \dim V_2}{\dim X_i} \right)^{1/2} (\Phi_1, \Phi'_1) \]

We can rewrite commutativity and associativity isomorphisms in terms of Hom spaces, which gives us isomorphisms

\[
\tilde{R} : \text{Hom}(V_1 \otimes V_2, U) \to \text{Hom}(V_2 \otimes V_1, U),
\]

\[
\alpha : \bigoplus_{i \in I} \text{Hom}(V_1 \otimes V_2, X_i) \otimes \text{Hom}(X_i \otimes V_3, U) \to \bigoplus_{i \in I} \text{Hom}(V_1 \otimes X_i, U) \otimes \text{Hom}(V_2 \otimes V_3, X_i).
\]

Theorem 2.4. In a hermitian modular tensor category, the associativity and commutativity isomorphisms (2.4) are unitary, i.e. preserve the inner product (2.2). The same is true for the isomorphism \(\text{Hom}(V_1 \otimes V_2, V_3) \simeq \text{Hom}(V_1 \otimes V_2 \otimes V_3, 1)\).

Proof. Unitarity of associativity isomorphism follows from Lemma 2.3; unitarity of commutativity follows from the following picture:

Unitarity of the last isomorphism is obvious.

In particular, (2.2) gives a natural inner product on each space \(\text{Hom}(X_i \otimes X_i^*, U)\), and thus—by taking the direct sum over all \(i\)—on \(\text{Hom}(H, U)\). (Note that because of the normalizations, the inner product \((\Phi_1, \Phi_2)\) depends on whether we consider \(\Phi_1, \Phi_2\) as intertwiners \(X_i \otimes X_i^* \to U\) or \(H \to U\). We will always use the former choice, i.e. consider \(\Phi\) as morphisms \(X_i \otimes X_i^* \to U\).)

Theorem 2.5. Let \(U\) be an irreducible object. Then the inner product in the space \(\text{Hom}(H, U)\) defined by (2.2) is invariant under the projective action of the modular group on \(\text{Hom}(H, U)\), which was defined in Theorem 1.10.
Proof. In view of the identities $S_U S_U = 1, T_U T_U = 1$ (Proposition 1.13), it suffices to show that $(\Phi_1 S, \Phi_2) = (\Phi_1, \Phi_2 S)$, or, equivalently, $(\Phi_1 S, \Phi_2) = (\Phi_1, \Phi_2 S)$, and similarly for $T$. For $T$ this is obvious; for $S$, it follows from the following picture:

\[ \qed \]

3. Quantum groups at roots of unity

In this section we recall the known results on construction of modular categories from representations of quantum groups at roots of unity, following the papers of Andersen ([A], [AP]) (which, in turn, are based on the work of Lusztig ([L1]–[L4], see also [L5])), and Gelfand-Kazhdan ([GK]). Again, this section is completely expository.

General facts on quantum groups. Here we give the main definitions from the theory of quantum groups; they are well known, and we refer the reader to the original papers by Drinfeld and Jimbo or to Lusztig’s book [L5] for details, giving here the bare minimum—mostly to fix notations.

Let $\mathfrak{g}$ be a simple Lie algebra over $\mathbb{C}$. We use the standard notations for the Cartan subalgebra, roots, weights etc.; we also denote by $\theta$ the highest root of $\mathfrak{g}$. We denote by $(\ ,\ )$ invariant bilinear form in $\mathfrak{h}$ normalized so that $(\theta, \theta) = 2$, and by $(\ ,\ )' = m(\ ,\ )$ the form normalized so that $(\alpha, \alpha)' = 2$ for short roots; equivalently, it is specified by the conditions $d_i = (\alpha_i, \alpha_i)'/2 \in \mathbb{Z}_+, \gcd d_i = 1$. Thus, $m = 1$ for simply-laced root systems, $m = 2$ for root systems of $B, C, F$ types and $m = 3$ for $G_2$.

By definition, the corresponding quantum group $U_q \mathfrak{g}$ is an algebra over the field $\mathbb{C}_q = \mathbb{C}(q^{1/2N})$, where $N = |P/Q|$ (fractional powers are necessary to define braiding) with generators $e_i, f_i, q^h, h \in \frac{1}{2}Q^\vee \subset \mathfrak{h}, i = 1, \ldots, r$, and relations

\begin{align}
q^0 &= 1, & q^{a+b} &= q^a q^b, \\
q^h f_i q^{-h} &= q^{-(h, \alpha_i)} f_i, \\
q^h e_i q^{-h} &= q^{(h, \alpha_i)} e_i, \\
[e_i, f_j] &= \delta_{ij} q^{d_i h_i} - q^{-d_i h_i}/q^{d_i} - q^{-d_i},
\end{align}

(3.1)
\[
\sum_{n=0}^{1-a_{ij}} \frac{(-1)^n}{n_i! [1 - a_{ij} - n_i]!} e_i^n e_j c_i^{1-a_{ij}-n} = 0,
\]

(3.2)

\[
\sum_{n=0}^{1-a_{ij}} \frac{(-1)^n}{n_i! [1 - a_{ij} - n_i]!} f_i^n f_j c_i^{1-a_{ij}-n} = 0,
\]

(3.3)

where \( h_i = \alpha_i \in \mathfrak{h} \) and

\[ [n]_i = \frac{q^{nd_i} - q^{-nd_i}}{q^{d_i} - q^{-d_i}} \quad \text{and} \quad [n]_i! = [1]_i \cdots [n]_i. \]

This is a Hopf algebra with the following comultiplication, counit and antipode:

\[
\Delta e_i = e_i \otimes q^{d_i h_i/2} + q^{-d_i h_i/2} \otimes e_i, \quad \Delta f_i = f_i \otimes q^{d_i h_i/2} + q^{-d_i h_i/2} \otimes f_i,
\]

\[
\Delta q^h = q^h \otimes q^h, \quad \epsilon(q^h) = 1, \epsilon(e_i) = \epsilon(f_i) = 0, S(e_i) = -q^{d_i} e_i, S(f_i) = -q^{-d_i} f_i, S(q^h) = q^{-h}.
\]

As is well-known, this algebra is quasitriangular: there exists a “universal R-matrix” \( R \) which is an element of a certain completion of \( U_q \mathfrak{g} \otimes U_q \mathfrak{g} \) such that for every pair of finite-dimensional representations \( V, W \) the operator

\[
\hat{R}_{V,W} = P \circ \pi_V \otimes \pi_W(R) : V \otimes W \to W \otimes V
\]

is an isomorphism of representations. Here \( P \) is the transposition: \( P v \otimes w = w \otimes v \).

Also, it is known that \( R \) has the following form:

\[
R = q^\sum_{i=1}^n a_i \otimes a_i^\ast, \quad R^\ast \in U^+ \hat{\otimes} U^-,
\]

\[ (\epsilon \otimes 1)(R^\ast) = (1 \otimes \epsilon)(R^\ast) = 1 \otimes 1, \]

where \( a_i \) is an orthonormal basis in \( \mathfrak{h} \) with respect to \( (, )' \). As we said, \( R \) does not lie in the tensor square of \( U_q \mathfrak{g} \) but in a certain completion of it; however, for any pair of finite-dimensional representations \( V, W \) of \( U_q \mathfrak{g} \) the operator \( \pi_V \otimes \pi_W(R) \) is well-defined (this is where we need fractional powers of \( q \) in the definition of \( C_q \)).

**Remark.** This definition differs from Lusztig’s one by a slightly different choice of generators and, more importantly, by the change \( v = q^{-1} \).

We recall (see [Kas], [Tu]) that the category \( \text{Rep} \ U_q \mathfrak{g} \) of finite-dimensional representations of \( U_q \mathfrak{g} \) is a semisimple ribbon category (in the sense of definitions of Section 1) defined over \( C_q \). Its simple objects are irreducible highest-weight modules \( V_\lambda, \lambda \in P^+ \). Note that if \( \lambda \in P^+ \), then \( V_\lambda^\ast \cong V_{\lambda^\ast} \), where \( \lambda^\ast = -w_0(\lambda) \), \( w_0 \) being the longest element of the Weyl group \( W \). In this category, the balancing map is such that \( \theta_{V_\lambda} = q^{(\lambda, \lambda + 2\rho)} \), and the isomorphism \( \delta_V : V \to V^\ast \) is given by \( q^{2\rho} \), where \( \rho \) is considered as an element of \( \mathfrak{h} \) using the identification given by \( (, )' \); thus, \( q^{2\rho} v = q^{2(\rho, \lambda)'} v \) if \( v \) has weight \( \lambda \). This implies that the quantum dimension of a module is given by \( \dim_q V = Tr_V(q^{2\rho}) \). In particular, if \( V_\lambda \) is irreducible, then \( \dim_q V_\lambda = \chi_\lambda(q^{2\rho}) \), where \( \chi_\lambda \in C[P] \) is the character of \( V_\lambda \), and we use the following convention: for \( f = \sum a_\lambda e_\lambda \in C_q[P] \) we let

\[
f(q^\mu) = \sum a_\lambda q^{(\lambda, \mu)'.}
\]

(3.7)

It follows from the Weyl formula that

\[
\dim_q V_\lambda = \chi_\lambda(q^{2\rho}) = \sum_{w \in W} (-1)^{l(w)} q^{2l(\rho, w(\lambda + \rho))'} = \frac{\delta(q^{2(\lambda + \rho)})}{\delta(q^{2\rho})}.
\]

(3.8)
where $\delta$ is the Weyl denominator:
\begin{equation}
\delta = \sum_{W} (-1)^{l(w)} e^{w(\rho)} = \prod_{\alpha \in R^+} (e^{\alpha/2} - e^{-\alpha/2}).
\end{equation}

**Representations of $U_q\mathfrak{g}$ at roots of unity and the category $\mathcal{C}(\mathfrak{g}, \kappa)$.** Let $A = \mathbb{Z}[q^{1/2N}, q^{-1/2N}]$, and let $U$ be the $A$-subalgebra of $U_q\mathfrak{g}$ generated by $e_i^n/[n]!$, $f_i^n/[n]!$, $q^h$ (see [L2]). For an arbitrary non-zero number $\varepsilon \in \mathbb{C}$ define
\begin{equation}
U_\varepsilon = U \otimes_A \mathbb{C},
\end{equation}
where $\mathbb{C}$ is endowed with an $A$-module structure by $q \mapsto \varepsilon$.

Our goal is to construct a certain subquotient of the category of finite-dimensional representations of $U_\varepsilon$ in the case when $\varepsilon$ is a root of unity:
\begin{equation}
\varepsilon = e^{\pi i/m\kappa},
\end{equation}
where $m$ is as before and $\kappa \in \mathbb{Z}_+$. In this paper we always assume that $\kappa \geq h^\vee$, where $h^\vee$ is the dual Coxeter number for $\mathfrak{g}$. By definition, we let $\varepsilon^a = e^{\pi a i/m\kappa}$ for $a \in \mathbb{R}^* \mathbb{Z}$, and as before, for $f = \sum a_\lambda e^\lambda \in \mathbb{C}[P]$ we let
\begin{equation}
f(\varepsilon^a) = \sum_{\lambda} a_{\lambda} e^{(\lambda,\mu')/\kappa} = \sum_{\lambda} a_{\lambda} e^{\pi i(\lambda,\mu')/\kappa}.
\end{equation}

Recall (see [L1]) that due to the fact that $U_\varepsilon$ contains divided powers, we have a notion of weight subspace, and weight subspaces are indexed by $P$ (not by $P/2\kappa P$). Let $Rep U_\varepsilon$ be the category of finite-dimensional representations of $U_\varepsilon$ with weight decomposition.

**Theorem 3.1.** $Rep U_\varepsilon$ has a natural structure of ribbon category over $\mathbb{C}$.

*Proof.* This follows from a general result due to Lusztig ([L5, Chapter 32]); we refer the reader to [KL4, §37] for details.

Let $V_\lambda$ be the irreducible finite-dimensional module over $U_q\mathfrak{g}$ with highest weight $\lambda \in P^+$, and let $v_\lambda$ be the highest weight vector in it. $V_\lambda$ admits a $U$-structure: we can consider $U$-submodule $Uv_\lambda \subset V_\lambda$. Thus, we can define a module over $U_\varepsilon$ which we denote by $V_\lambda^\varepsilon$ (sometimes we will also denote it by $V_\lambda$):
\begin{equation}
V_\lambda^\varepsilon = (Uv_\lambda) \otimes_A \mathbb{C}.
\end{equation}

These modules are usually called Weyl modules and are not necessarily irreducible (see below).

Define the open and closed alcoves $C, \overline{C}$ by
\begin{equation}
C = \{ \lambda \in P^+ | (\lambda + \rho, \theta^\vee) < \kappa \},
\end{equation}
\begin{equation}
\overline{C} = \{ \lambda \in P | (\lambda + \rho, \alpha_i^\vee) \geq 0, (\lambda + \rho, \theta^\vee) \leq \kappa \}.
\end{equation}

Note that $C$ is preserved by the involution $\lambda \mapsto \lambda^* = -w_0(\lambda)$.

We will denote by $\Gamma$ the affine wall of $\overline{C}$:
\begin{equation}
\Gamma = \{ \lambda \in h^* | (\lambda + \rho, \theta^\vee) = \kappa \}.
\end{equation}

Note that $\overline{C}$ is the fundamental domain for the shifted action of the affine Weyl group $\widetilde{W}$ of level $\kappa$. Recall that the shifted action is defined by $w.\lambda = w(\lambda + \rho) - \rho$, and $\widetilde{W} = W \times \kappa Q^\vee$, where $Q^\vee$ is considered as a lattice in $h^*$ using the identification $h \simeq h^*$ given by the form $(,)$; under this identification $Q^\vee \subset Q$.

Now we can formulate the main result on the reducibility of Weyl modules:
Lemma 3.2. For $\lambda \in \overline{C} \cap P^+$, the Weyl modules $V_\lambda$ are irreducible.

In general, Weyl modules are not irreducible. However, it is easy to see that for every $\lambda \in P^+$ there exists a unique irreducible highest-weight module $L_\lambda$, and that every irreducible module in $\text{Rep} \ U_\varepsilon$ is of the form $L_\lambda, \lambda \in P^+$. Thus, every module from $\text{Rep} \ U_\varepsilon$ has a composition series with factors of the form $L_\lambda$. In particular, the same is true for $V_\lambda$, and the multiplicities (conjecturally) express in terms of Kazhdan–Lusztig polynomials associated with the affine Weyl group $\tilde{W}$ (see [L6, Section 9]).

Our goal is to extract from this highly non-trivial category of representations some semisimple part. This was first done by Reshetikhin and Turaev in the case $g = \mathfrak{sl}_2$ and by Andersen ([A], [AP]) in the general case. We briefly sketch the main steps here.

Let us call a module $V \in \text{Rep} \ U_\varepsilon$ tilting if both $V$ and $V^*$ have a composition series with the factors isomorphic to $V_\lambda$. Let $\mathcal{T}$ be the full subcategory of $\text{Rep} \ U_\varepsilon$ consisting of tilting modules. This category is closed under taking dual representations (obvious) and under tensor product (see [A], [AP]), and thus is a ribbon category. Note that in particular the modules $V_\lambda, \lambda \in \mathbb{C}$, are tilting.

However, the category of tilting modules is still too large, and thus we need further reduce it. This is done by factorization over negligible modules. For every finite-dimensional module $V$ over $U_\varepsilon$ we define its dimension $\dim_\varepsilon V$ by the same formula as for $U_q g$; in particular, for the highest-weight module $V_\varepsilon \lambda$ we have $\dim_\varepsilon V_\varepsilon \lambda = \chi_\lambda(\varepsilon^{2\rho})$. Simple calculation gives the following result:

Lemma 3.3. Let $\lambda \in P^+$. Then

$$\dim_\varepsilon V_\lambda = 0 \iff (\lambda + \rho, \alpha) \in \mathbb{Z} \alpha \text{ for some } \alpha \in R^+. $$

In particular, if $\lambda \in C$, then $\dim_\varepsilon V_\lambda \neq 0$, and if $\lambda \in \Gamma \cap P^+$, then $\dim_\varepsilon V_\lambda = 0$ (recall that $\Gamma$ denotes the affine wall of $C$).

Let us call a tilting module $V$ negligible if for every $f \in \text{End} V$ we have $\text{Tr}_\varepsilon(f) = 0$. The following simple lemma describes the properties of negligible modules:

Lemma 3.4 ([A]). 1. An indecomposable module $V \in \text{Rep} \ U_\varepsilon$ is negligible iff $\dim_\varepsilon V = 0$.

2. $V$ is negligible iff $V^*$ is negligible.

3. If $\lambda \in C$, then $V_\lambda$ is not a direct summand of a negligible module; equivalently, for every $\lambda \in C$ and a negligible module $Z$ the composition

$$V_\lambda \xrightarrow{f} Z \xrightarrow{g} V_\lambda$$

is equal to zero for any morphisms $f, g$.

4. If $V$ is a negligible module, then $V \otimes V'$ is negligible for any $V' \in \text{Rep} \ U_\varepsilon$.

The following key theorem is due to Andersen:

Theorem 3.5. Every tilting module $V$ can be written in the form

$$V = \left( \bigoplus_{\lambda \in C} n_\lambda V_\lambda \right) \oplus Z$$

for some negligible tilting module $Z$ and uniquely defined non-negative integers $n_\lambda$. 
In particular, this theorem implies that for $\lambda, \mu \in C$ we can write

\[(3.16) \quad V_\lambda \otimes V_\mu = \left( \bigoplus_{\nu \in C} N_{\lambda \mu}^\nu V_\nu \right) \oplus Z,\]

for some $N_{\lambda \mu}^\nu \in \mathbb{Z}_+$ and $Z$ as above.

In the case $g = \mathfrak{sl}_2$ this theorem was proved by Reshetikhin and Turaev.

This theorem allows us to define the modular category with simple objects $V_\lambda, \lambda \in C$, as follows. Recall that $T$ is the full subcategory of tilting modules in $\text{Rep} U_\varepsilon$. Let $T^{\neg\theta} \subset T$ be the full subcategory of negligible tilting modules. We want to define the quotient category $\mathcal{C} = T / T^{\neg\theta}$; this construction is due to [GK], and we briefly sketch it below.

Let $V_1, V_2 \in T$. We call a morphism $f : V_1 \to V_2$ negligible if it can be presented in the form $f = gh$ for some $h : V_1 \to Z, g : Z \to V_2$, where $Z$ is a negligible module. We denote negligible morphisms from $V$ to $W$ by $\text{Hom}^{\neg\theta}(V, W)$.

**Definition 3.6.** The quotient category $\mathcal{C}(g, \kappa) = \mathcal{C}$ is defined as follows:

\[\text{Ob} \mathcal{C} = \text{Ob} T,\]
\[\text{Hom}_\mathcal{C}(V, W) = \text{Hom}_{U_\varepsilon}(V, W) / \text{Hom}^{\neg\theta}_{U_\varepsilon}(V, W).\]

It follows from Lemma 3.4 that if $f$ is a negligible morphism, then for any morphism $g$ the composition $fg$ is also negligible; the same applies to $gf, f^*$ and $f \otimes g$. Therefore, compositions, tensor products and duals of morphisms are well-defined and thus $\mathcal{C}(g, \kappa)$ is a ribbon category. Obviously, in this category every negligible module is isomorphic to the zero module. Thus, Theorem 3.5 implies that every object in $\mathcal{C}$ is isomorphic to a direct sum

\[V = \bigoplus_{\lambda \in C} n_\lambda V_\lambda\]

for some unique collection of non-negative integers $n_\lambda$. In particular, we have the following isomorphism in $\mathcal{C}$:

\[(3.17) \quad V_\lambda \otimes V_\mu \cong \bigoplus_{\nu \in C} N_{\lambda \mu}^\nu V_\nu,\]

where the numbers $N_{\lambda \mu}^\nu$ are the same as in (3.16).

**Warning:** in general, $N_{\lambda \mu}^\nu \neq \dim \text{Hom}_{U_\varepsilon}(V_\lambda \otimes V_\mu, V_\nu)$. Instead, we have the following result:

**Lemma 3.7.** Let $\lambda, \mu, \nu \in C$. Then

\[\text{Hom}_{U_\varepsilon g}(V_\lambda \otimes V_\mu, V_\nu)^{\ast} = \text{"Hom}_{U_\varepsilon}(V_\lambda^c \otimes V_\mu^c, V_\nu^c).\]

The equality should be understood in the following sense: we can define some intertwining operators $\Phi_i$ which are defined over $A = \mathbb{Z}[q^{1/2N}]$ such that $\Phi_i$, considered as intertwining operators over $C_q$ (respectively, over $\mathbb{C}$), form a basis in $\text{Hom}_{U_\varepsilon g}(V_\lambda \otimes V_\mu, V_\nu)$ (respectively, in $\text{Hom}_{U_\varepsilon}(V_\lambda^c \otimes V_\mu^c, V_\nu^c)$) — compare with definition (3.13) of $V_\lambda^c$.

**Proof:** It follows from the fact that one can write an explicit formula for such an intertwiner involving only the inverse of the Shapovalov form (see, for example, [EK3]). Since Shapovalov form is non-degenerate in both $V_\lambda$ (as a matrix with entries from $C_q$) and in $V_\lambda^c$ (as a matrix with complex entries), this proves the lemma.
\(\mathcal{C}(\mathfrak{g}, \propto)\) as a modular category. Let us summarize the properties of the category \(\mathcal{C}\):

**Proposition 3.8.** 1. The category \(\mathcal{C}(\mathfrak{g}, \propto)\) is semisimple, and its simple objects are precisely \(\{V_\lambda\}_{\lambda \in \mathcal{C}}\).

2. For any object \(V \in \mathcal{C}(\mathfrak{g}, \propto)\) we have \(\dim_c V \in \mathbb{R}_{>0}\).

3. This category has a natural structure of ribbon category, inherited from \(\text{Rep} U_\varepsilon\).

4. The matrices \(s_{ij}, t_{ij}\) defined by (1.4), (1.12) for the category \(\mathcal{C}(\mathfrak{g}, \propto)\) are given by

\[
\begin{align*}
    s_{i\mu} &= \delta_{i\mu} \varepsilon^{(\lambda, \lambda+2\rho)'}, \\
    t_{\lambda\mu} &= \chi_\lambda(\varepsilon^{-2(\mu+\rho)}) \dim_c V^\varepsilon_{\mu} = \sum_{w \in W} (-1)^{l(w)} \varepsilon^{-2(w(\lambda+\rho), \mu+\rho)} \delta(\varepsilon^{-2\rho})
\end{align*}
\]

where \(\chi_\lambda \in \mathbb{C}[P]^W\) is the character of the module \(V_\lambda\), \(\delta\) is the Weyl denominator and we use convention (3.12).

**Proof.** (1) was already discussed; (2) follows from the Weyl formula for \(\dim_c V_\lambda\) and (1); (3) is obvious. Formula (3.18) is also very well known and can be deduced from the diagonal part of the \(R\)-matrix (see, for example, arguments in [EK3]). \(\square\)

**Theorem 3.9.** The matrix \(s\) defined by (3.18) is non-degenerate, and thus \(\mathcal{C}(\mathfrak{g}, \propto)\) is a modular category. Also, in this case the numbers \(D = \sqrt{p^+ p^-} = \sqrt{\sum (\dim_c V_\lambda)^2}\), \(\zeta = (p^+/p^-)^{1/6}\) (cf. (1.14)) are given by

\[
D = \sqrt{|P/\propto Q^\vee|} = \frac{\sqrt{|P/\propto Q^\vee|}}{\prod_{\alpha \in R^+} 2 \sin \frac{(\alpha, \rho)}{\varepsilon} \pi},
\]

\[
\zeta = \varepsilon^{\frac{\varepsilon h_\rho^\vee}{2h}} = e^{2\pi i/24}, \quad c = \frac{(\propto - h^\vee)}{\varepsilon} \dim \mathfrak{g}.
\]

Here \(Q^\vee\) is considered as a sublattice in \(Q\) via the identification \(\mathfrak{h} \simeq \mathfrak{h}^*\) given by \((\cdot, \cdot)\).

**Proof.** This follows from the results of Kac and Peterson (see below) and the “strange formula of Freudental-de Vries” (see [Kac, 12.1.8]):

\[
\dim \mathfrak{g} = \frac{(\rho, \rho)}{2h^\vee}.
\]

We will give an elementary proof of the identity \(s^2 = D^2 c\), where \(D\) is given by (3.19) in Section 6. The formula for \(\zeta\) can be proved similarly. \(\square\)

Note that (3.19) implies the following formula for the renormalized \(s, t\) matrices:

\[
\tilde{s}_{i\mu} = i^{\left|P^R/\propto Q^\vee\right|} - 1/2 \sum_{w \in W} (-1)^{l(w)} \varepsilon^{-2i(w(\lambda+\rho), \mu+\rho)/\varepsilon},
\]

\[
\tilde{t}_{\lambda\mu} = e^{2\pi i \left(\frac{\lambda(\lambda+2\rho)}{\varepsilon^2} - \frac{\pi}{\varepsilon}\right)},
\]

where \(c\) is given by (3.19).

The same formulas have appeared as the matrices of modular transformations of the characters of integrable modules over affine Lie algebra of level \(k = \propto - h^\vee\) (Kac-Peterson formula, see [Kac, Section 13.8]). In this case the number \(c\) is interpreted as the central charge of the Virasoro algebra. We will discuss the relation between affine Lie algebras and quantum groups in forthcoming papers.
Remark 3.10. In fact, the results of this section are valid in a more general case. Namely, assume that \( \kappa \) is a rational number: \( |\kappa| = p/q, p, q \geq 1, (p, q) = 1 \). Then all the results above except for Theorem 3.9 are valid with appropriate changes indicated below. However, if \( q \) is not relatively prime with \( |P/Q\vee| \), then the matrix \( s \) may be singular and thus \( C \) is not a modular category; however, it is still a semisimple ribbon category with a finite number of simple objects.

1. Assume that \((m, q) = 1\). Then the alcove \( C \) must be taken to be

\[
C = \{ \lambda \in P^+ | (\lambda + \rho, \theta \vee) < p \} = \{ \lambda \in P^+ | (\lambda + \rho, \alpha) < p \text{ for all } \alpha \in R^+ \},
\]

and we must consider the action of affine Weyl group of level \( p \) rather than \( \kappa \):

\[
\tilde{W} = W \ltimes pQ^\vee.
\]

2. Assume that \( q \) is divisible by \( m \). In this case we must take

\[
C = \{ \lambda \in P^+ | (\lambda + \rho, \alpha \vee) < p \text{ for all } \alpha \in R^+ \} = \{ \lambda \in P^+ | (\lambda + \rho, \phi \vee) < p \},
\]

where \( \phi \in R^+ \) is such that \( \phi \vee \) is the highest root of \( R^\vee \), and the Weyl group \( \tilde{W} \) should be replaced by the Weyl group \( \tilde{W}^3 = W \ltimes pQ \), which is the affine Weyl group corresponding to \( R^\vee \). In this case the order of \( \varepsilon \) is relatively prime to \( m \).

This case was considered in earlier papers of Andersen et al., and for prime \( p \) it is related with representations of algebraic groups in characteristic \( p \).

4. HERMITIAN STRUCTURE ON \( C(\mathfrak{g}, \kappa) \)

In this section we define a hermitian structure on the category \( C(\mathfrak{g}, \kappa) \) in the sense of Section 1. To the best of my knowledge, these results are new; however, they are closely related with the results of Wenzl (see [We]) who considered unitarity of corresponding representations of the Hecke and Birman-Wenzl algebras.

This hermitian structure does not rely on the fact that \( q \) is a root of unity. Therefore, in this section we consider the more general case: \( U_q \mathfrak{g} \) is regarded as an algebra over \( \mathbb{C}_q \) with the conjugation \( \text{conj} \) in \( \mathbb{C}_q \) which extends complex conjugation on \( \mathbb{C} \) by \( q^a = q^{-a}, a \in \frac{1}{2N} \mathbb{Z} \).

As we will show, this hermitian structure is essentially equivalent to defining an invariant hermitian form on representations of \( U_q \mathfrak{g} \) satisfying certain conditions. To do it, we first need to define a \(*\)-algebra structure (that is, a certain involution) on \( U_q \mathfrak{g} \).

Recall that the involution \( \lambda \mapsto -w_0(\lambda) \), where \( w_0 \) is the longest element of the Weyl group, preserves the set of simple roots. Thus, we have an involution \( \vee : [1, \ldots, r] \mapsto [1, \ldots, r] \) such that \( \alpha_i \vee = -w_0(\alpha_i) \).

Lemma 4.1. There exists a unique antilinear algebra automorphism \( \omega : U_q \mathfrak{g} \rightarrow U_q \mathfrak{g} \) such that

\[
\omega : e_i \mapsto e_i \vee,
\]

\[
f_i \mapsto f_i \vee,
\]

\[
q^h \mapsto q^{w_0(h)},
\]

\[
q \mapsto q^{-1}.
\]
The \( \omega \) so defined is a coalgebra antiautomorphism and satisfies
\[
\omega^2 = 1, \quad S\omega = \omega S^{-1}, \quad \omega(\mathcal{R}) = R^{-1},
\]
where \( \omega \) is extended to \( U_q\mathfrak{g}^{\otimes 2} \) by \( \omega(a \otimes b) = \omega(a) \otimes \omega(b) \).

Proof. Let \( x \in C \) be hermitian category over the field \( \mathbb{C} \).

\( \text{Theorem 4.2.} \) Let \( f_i = f_i \) and \( q^0 = q^{-h} \) (this is slightly different from the definition of bar involution in [L5] due to a different choice of generators). One easily checks that this is a coalgebra antiautomorphism, satisfying \( \overline{\mathcal{S}}x = S^{-1}\overline{x} \) and \( \overline{\mathcal{R}} = R^{-1} \). Composing it with the \( (\mathbb{C}_q, -\text{linear}) \) involution \( e_i \mapsto e_i^\vee, f_i \mapsto f_i^\vee, \) \( q^\theta \mapsto q^{-w_0(h)} \), which obviously preserves all structures of \( U_q\mathfrak{g} \), we get \( \omega \). \( \square \)

Now, for every module \( V \) over \( U_q\mathfrak{g} \) we define the new module \( V^\omega \) as follows: as a set (and moreover, as an \( \mathbb{R} \)-vector space) \( V^\omega \) coincides with \( V \), and the action of \( U_q\mathfrak{g} \) is defined by \( \pi_{V^\omega}(x) = \pi(\omega x) \). It is easy to see that if \( V = V^\lambda \), \( \lambda \in \mathbb{P}^+ \), then \( V^\omega \cong V^\lambda \). For a vector \( v \in V \) we will write \( v^\omega \) to denote the same vector considered as an element of \( V^\omega \); similarly, if \( \Phi \in \text{Hom}_{U_q\mathfrak{g}}(V, W) \), then \( \Phi \) is also an intertwiner regarded as a map \( V^\omega \to W^\omega \); we will denote it by \( \Phi^\omega \).

It follows from the fact that \( \omega \) is coalgebra antiautomorphism that the map \( (v \otimes w)^\omega \mapsto w^\omega \otimes v^\omega \) is an isomorphism \( (V \otimes W)^\omega \cong W^\omega \otimes V^\omega \).

In particular, this implies that if \( \tilde{R}_{V,W} : V \otimes W \to W \otimes V \) is the commutativity isomorphism defined above, then
\[
(4.2) \quad \tilde{R}_{V^\omega,W^\omega} = (\tilde{R}_{V \otimes W \otimes },^{-1} : W^\omega \otimes V^\omega \to V^\omega \otimes W^\omega.
\]

Now, since \( V^\omega_\lambda \cong V^\lambda^* \), we can identify \( V^\omega_\lambda \cong (V_\lambda)^* \). In other words, there is a unique up to a constant \( U_q\mathfrak{g} \)-homomorphism \( V^\omega_\lambda \otimes V_\lambda \to \mathbb{C}_q \), or a non-degenerate hermitian form \( H \) in \( V_\lambda \) such that
\[
H(xv, v') = H(v, x^*v'),
\]
where \( x^* = S\omega(x) \). This form can be chosen so that it satisfies the usual symmetry condition \( H(v, w) = H(w, v) \). Note that, contrary to usual convention, this form is antilinear in the first argument and linear in the second.

As we said above, this form is defined uniquely up to a non-zero complex factor, and there is no canonical choice of this form. Note, however, that this form cannot be positive definite: if \( v \in V[\lambda], v' \in V[\lambda'] \), then \( H(v, v') = 0 \) unless \( \lambda = w_0(\lambda') \); in particular, \( H(v, v) = 0 \) unless \( v \in V[0] \).

Since every module is completely reducible, we can choose an identification \( V^\omega \cong V^* \) for every \( V \). Moreover, we can do it in such a way that this is compatible with tensor product and duality, i.e. the identification \( (V \otimes W)^\omega \cong (V \otimes W)^* \) coincides with the composition \( (V \otimes W)^\omega \cong W^\omega \otimes V^\omega \cong V^* \otimes V^* \cong (V \otimes W)^* \), and the identification \( V = V^\omega \cong (V^*)^\omega \cong V^{**} \) coincides with \( \delta_V \).

Thus, if \( \Phi \) is an intertwiner \( V \to W \), then \( \Phi^\omega \) can also be considered as an intertwiner \( V^* \to W^* \), which gives us the following result:

\textbf{Theorem 4.2.} The map \( \Phi \mapsto \Phi^\omega \) defined above endows \( \text{Rep } U_q\mathfrak{g} \) with a structure of hermitian category over the field \( \mathbb{C}_q \) with respect to the above defined complex conjugation on \( \mathbb{C}_q \).
Proof. We have to check consistency relations (1.22). It follows from (4.2) that 
\( \overline{R_{V,W}} = (R_{V',W'})^{-1} \); the relation \( \overline{\theta} = \theta^{-1} \) is obvious since \( \theta \) has eigenvalues
\( q^{(\lambda, \lambda + 2\rho)^t} \), and the commutation relation with \( e_V \) follows from compatibility with duality (see above) and symmetry of \( H \).

Remark. This result can be slightly generalized. Namely, if we have a central element \( Z \) such that \( \Delta Z = Z \otimes Z, S(Z) = Z^{-1} \), and \( Z^2 = 1 \), then we can modify the definition of hermitian structure by choosing the isomorphism \( V^\omega \cong V \) to be given by \( v \mapsto Zv \) and replacing the symmetry condition for \( H \) by \( H(v_2, v_1) = H(Zv_1, v_2) \).

One easily checks that Theorem 4.2 remains valid. If we are only interested in inner products on the spaces of morphisms between tensor products of irreducibles, then up to \pm 1 these hermitian structures give the same answer.

The conjugation \( \omega \) works as well if we replace \( q \) by a root of unity \( \varepsilon \). Moreover, it is easy to see that \( \omega \) preserves Weyl (and thus, tilting) modules and that a morphism \( \Phi \) is negligible iff \( \Phi^\omega \) is negligible. Obviously, \( V^\omega_\lambda \cong V^\lambda_\omega \) if \( \lambda \in C \); thus, the construction above defines a structure of hermitian category on \( C(g, \infty) \).

Having defined the hermitian structure, we can define inner product on intertwiners \( \text{Hom}_{C(g, \infty)}(V, W) \). In fact, the construction above gives even more: it gives an inner product on a larger space \( \text{Hom}_{U_\varepsilon}(V, W) \) if \( V, W \) are modules over \( U_\varepsilon \).

Recall that by definition we have
\[
\text{Hom}_{C(g, \infty)}(V, W) = \text{Hom}_{U_\varepsilon}(V, W)/\text{Hom}_{U_\varepsilon}^\text{neg}(V, W),
\]
where \( \text{Hom}_{U_\varepsilon}^\text{neg} \) is the space of negligible morphisms.

Lemma 4.3. Let \( \lambda, \mu, \nu \in C \). Then \( \Phi \in \text{Hom}_{U_\varepsilon}(V^\xi_\lambda \otimes V^\xi_\mu, V^\xi_\nu) \) is negligible iff \( \Phi \) is in the kernel of the inner product \( (, ) \) defined by (2.2).

Proof. If \( \Phi \) is negligible, then \( (\Phi, \Phi') \) can be rewritten as a trace of some operator in a negligible module \( Z \), and thus is equal to zero. Vice versa, assume that \( \Phi \) lies in the kernel of this inner product. Since the inner product of intertwiners in \( C(g, \infty) \) is non-degenerate (Theorem 2.2), this shows that \( \Phi = 0 \) as a homomorphism in \( C(g, \infty) \), and thus, by definition, \( \Phi \) is negligible.

Finally, let us consider the inner product on the spaces \( \text{Hom}(V, V \otimes U) \). It turns out that in this case the inner product on intertwiners coincides with the inner product on so-called generalized characters (see [EK1]–[EK3]), definition of which we briefly recall below. The arguments below work for both categories \( C(g, \infty) \) (over \( \mathbb{C} \)) and for \( \text{Rep} U_\varepsilon g \) (over \( \mathbb{C}_q \)); for simplicity, we will formulate all results for \( C(g, \infty) \).

For an intertwiner \( \Phi \in \text{Hom}_{U_\varepsilon}(V, V \otimes U) \) define the corresponding generalized character \( \chi_\Phi \in \mathbb{C}[P] \otimes U[0] \) by
\[
\chi_\Phi = \sum_{\lambda \in P} \text{Tr}_{V \downarrow \lambda}(\Phi).
\]

Equivalently, we can consider \( \chi_\Phi \) as a function on \( \mathfrak{h} \) by letting \( e^\lambda(h) = e^{(\lambda, h)} \); then the above definition is equivalent to
\[
\chi_\Phi(h) = \text{Tr}_V(\Phi e^h).
\]

Let us define the following involution on \( \mathbb{C}[P] \):
\[
\sum a_\lambda e^\lambda = \sum \overline{a_\lambda} e^{-w_0(\lambda)}.
\]
Then one can define the following inner product on $\mathbb{C}[P] \otimes U[0]$:

$$\langle \chi_1, \chi_2 \rangle_1 = \frac{(-1)^{|R^+|}}{|W|} \langle \chi_1 \otimes \overline{\chi_2} \rangle_U \delta \bar{\delta}^0_0$$

(4.5)

(the subscript 1 will be explained later when we generalize this inner product introducing $(\cdot, \cdot)_k$). Here $\delta$ is Weyl denominator (3.9), $(\cdot \otimes \cdot)_U : \mathbb{C}[P] \otimes U[0] \otimes U[0] \rightarrow \mathbb{C}[P]$ is composition of the hermitian form $H : U \otimes U \rightarrow \mathbb{C}$ discussed above and multiplication in $\mathbb{C}[P]$, and

$$\left[ \sum a_\lambda e^{\lambda} \right]_0 = a_0.$$  

(4.6)

Then we have the following theorem which is the hermitian analogue of a statement proved in [EK2]:

**Theorem 4.4.** Assume that $V$ is an irreducible representation of $U_\varepsilon$. Let $\Phi_1, \Phi_2 \in \text{Hom}_{U_\varepsilon}(V, V \otimes U)$, and let $\chi_1, \chi_2 \in \mathbb{C}[P] \otimes U[0]$ be the corresponding generalized characters. Then

$$\langle \Phi_1, \Phi_2 \rangle = \frac{1}{\sqrt{\dim U}} \langle \chi_1, \chi_2 \rangle_1.$$  

(4.7)

**Proof.** The proof repeats that of [EK2] with minor changes and is based on the identity $(\chi_1 \otimes \overline{\chi_2})_U = \chi_\Psi$, where the intertwiner $\Psi : V \otimes V^* \rightarrow V \otimes V^*$ is given by

\[
\Psi = \Phi_1 \Phi_2
\]

This along with the well-known identity $[\chi_\lambda \delta \bar{\delta}]_0^0 = \delta_{\lambda,0} (-1)^{|R^+|} |W|$ proves the theorem. \( \square \)

5. Macdonald’s theory

In this section we consider an example of the action of modular group in the modular tensor category obtained from quantum groups at roots of unity. Namely, we consider $\mathfrak{g} = \mathfrak{sl}_n$ and $U$, a symmetric power of fundamental representation. We will show that in this case the $S$-matrix can be written in terms of Macdonald’s polynomials of type $A_{n-1}$, and deduce from this certain identities for values of these polynomials at roots of unity.

Even though in this case one can write explicitly $\rho, h^\vee$, we will use the general notations as far as possible.

As in Section 3, we consider the reduced category $\mathcal{C}(\mathfrak{sl}_n, \kappa)$, based on representations of $U_\varepsilon$, where $\varepsilon = e^{\pi i / \kappa}$. Let us fix a positive integer $k$ and assume that $\kappa$ has the following form:

$$\kappa = K + kh^\vee, \quad K \in \mathbb{Z}_+.$$  

(5.1)
Define
\[
C_K = \{ \lambda \in P^+ | \langle \lambda, \theta^\vee \rangle \leq K \}.
\]
Equivalently, we can rewrite this condition as follows: for any \( \alpha \in R^+ \),
\[
\langle \lambda + k \rho, \alpha^\vee \rangle < \kappa - (k - 1).
\]
Note that \( C_K \) is non-empty and \( \lambda \in C_K \iff \lambda^* \in C_K \).

**Example.** For \( k = 1 \), this coincides with the domain \( C \) we defined in Section 3.

Let \( U = V_{(k-1)n+1} \), where \( \omega_1 \) is the first fundamental weight; in other words, \( U \) is the deformation of the module \( S^{(k-1)n+C^n} \), where \( C^n \) is the fundamental representation of \( \mathfrak{sl}_n \). Note that due to Lemma 3.2, \( U \) is an irreducible module over \( U_\epsilon \). It will be extremely important for us that \( U[0] \) is one-dimensional; we fix some non-zero vector \( u_0 \in U[0] \), which allows us to identify \( U[0] \simeq \mathbb{C} : u_0 \mapsto 1 \).

**Theorem 5.1.** Let \( \mu \in C \). Then
\[
\dim \text{Hom}_{\mathbb{C}(sl_n, \mathbb{C})}(V_\mu, V_\mu \otimes U) = \begin{cases} 
1, & \mu = \lambda + (k-1)\rho \text{ for some } \lambda \in C_K, \\
0, & \text{otherwise}.
\end{cases}
\]

Note that \( \lambda \in C_K \) implies \( \mu = \lambda + (k-1)\rho \in C \), so \( V_{\lambda+(k-1)\rho} \) is irreducible over \( U_\epsilon \).

We will prove this theorem later.

From now on, for simplicity let us denote \( \lambda^k = \lambda + (k-1)\rho \).

As before, let us denote \( H = \bigoplus_{\mu \in C} V_\mu^* \otimes V_\mu \). Theorem 5.1 allows us to choose a basis in \( \text{Hom}(H, U) \). Indeed, we have canonical isomorphism \( \text{Hom}(V_{\mu}^* \otimes V_{\mu}, U) \simeq \text{Hom}(V_{\mu}^*, V_{\mu} \otimes U) \). For \( \lambda \in C_K \), let \( \Phi_\lambda : V_{\lambda} \rightarrow V_{\lambda_{\epsilon}} \otimes U \) be an intertwiner such that \( \Phi(v_{\lambda}) = v_{\lambda_{\epsilon}} \otimes u_0 + \ldots \). It follows from Theorem 5.1 that such an intertwiner exists and is unique and that
\[
\text{Hom}(H, U) \simeq \bigoplus_{\lambda \in C} \text{Hom}(V_{\lambda}, V_{\lambda} \otimes U) = \bigoplus_{\lambda \in C_K} \mathbb{C}\Phi_\lambda.
\]

The main result of this section is that in this basis the action of the matrix \( S_U \) defined in Theorem 1.10 is given by the values of Macdonald’s polynomials at special points.

Recall that Macdonald’s polynomials \( P_{\lambda}^{q, q^k} \) (where \( k \) is the same positive integer that we used at the beginning of this section) are the elements of \( \mathbb{C}(q)[P]^W \) which are defined by the following conditions (see [M1], [M2]):

1. \( P_\lambda = e^\lambda + \text{lower order terms} \).
2. \( (P_\lambda, P_\mu)_k = 0 \) if \( \lambda \neq \mu \), where
\[
(f, g)_k = \frac{(-1)^{|k||R^+|}}{|W|} [f \check{g} \delta_k]_{|0|}.
\]

Here
\[
\delta_k = \prod_{i=0}^{k-1} \prod_{\alpha \in R^+} (e^{\alpha/2} - q^{-2i} e^{-\alpha/2}),
\]
and all other notations are as in Section 4 with complex conjugation in \( \mathbb{C} \) extended to \( \mathbb{C}(q) \) by \( \check{q} = q^{-1} \).
Remark. This definition, as well as the complex conjugation on $\mathbb{C}(q)[P]$, differs from the definition in both original Macdonald’s papers and [EK1]–[EK3], which use the $\mathbb{C}(q)$-linear inner product rather than hermitian. However, it is easy to check that this definition is in fact equivalent to the original one, which relies on the identity

$$P_{\lambda}^{-q^{-1},q^{-k}} = P_{\lambda}^{q,q^k}$$

(see [M1]).

We use the same notations as we did in [EK2]; thus, what we denote by $P_{\lambda}^{q,q^k}$, in the original notations of Macdonald would be $P_{\lambda}(x; q^2, q^{2k})$.

From now on, we will drop the superscript $q,q^k$ and denote Macdonald’s polynomials simply $P_{\lambda}$. The following properties of these polynomials can be easily deduced from the definition:

$$P_{\lambda} = P_{\lambda}^*, \quad P_{\lambda}(q^{\mu}) = P_{\lambda}^*(q^{\mu}) = P_{\lambda}(q^{-\mu}) = P_{\lambda}(q^{\mu^*})$$

(5.5)

Here $-\cdot$ is the involution in $\mathbb{C}_q$ (in the second line) and in $\mathbb{C}_q[P]$ (in the first line) which was defined in Section 4.

Our arguments will be based on the relation between Macdonald’s polynomials of type $A$ and representations of $U_q\mathfrak{sl}_n$. We recall the main facts here, following the papers [EK2], [EK3]; note, however, that the quantum group used in these papers differs from the one used here by substitution $q \leftrightarrow q^{-1}$.

For the moment, we consider representations of $U_q\mathfrak{sl}_n$ for a generic $q$, i.e. over the field $\mathbb{C}_q = \mathbb{C}(q^{1/2^n})$. Let $k, U, u_0$ be the same as above. Then we have the following results (see [EK2], [EK3]):

1. $$\dim \text{Hom}_{U_q\mathfrak{sl}_n}(V_{\mu}, V_{\mu} \otimes U) = \begin{cases} 1, & \mu = \lambda + (k-1)\rho \text{ for some } \lambda \in P_+, \\ 0, & \text{otherwise.} \end{cases}$$

We fix an intertwiner $\Phi_{\lambda} : V_{\lambda^k} \rightarrow V_{\lambda^k} \otimes U$ such that $\Phi_{\lambda} v_{\lambda^k} = v_{\lambda^k} \otimes u_0 + \ldots$.

2. Let $\varphi_{\lambda} \in \mathbb{C}(q)[P] \otimes U[0]$ be the generalized character of $\Phi_{\lambda}$ (see (3.14)). Then

$$P_{\lambda} = \frac{\varphi_{\lambda}}{\varphi_0},$$

(5.6)

$$\varphi_0 = \prod_{\alpha \in R^+} \prod_{i=1}^{k-1} (e^{\alpha/2} - q^{-2i} e^{-\alpha/2}) \cdot u_0.$$

3. $$\left(\Phi_{\lambda}, \Phi_{\lambda}\right) = \frac{(-1)^{(k-1)|R^+|}}{\sqrt{\dim_q U}} (u_0, u_0) (P_{\lambda}, P_{\lambda})_k,$$

where

$$\left(\Phi_{\lambda}, \Phi_{\lambda}\right) = \prod_{\alpha \in R^+} \prod_{i=1}^{k-1} \frac{[(\alpha, \lambda + k\rho) + i]}{[(\alpha, \lambda + k\rho) - i]}.$$

(5.7)

This identity is a reformulation of famous Macdonald’s inner product identities in our case, i.e. for hermitian rather than bilinear inner product.

Now we can come back to Theorem 5.1.
Proof of Theorem 5.1. It follows from Lemma 3.7 that \( \dim \text{Hom}_C(V_\mu, V_\mu \otimes U) \leq 1 \), and it can be non-zero only if \( \mu = \lambda + (k - 1)\rho, \lambda \in P^+ \). It follows from Lemma 4.3 that this dimension is equal to one iff \( (\Phi_\lambda, \Phi_\lambda) \neq 0 \), where \( \Phi_\lambda \) is the corresponding intertwiner for \( U_\epsilon \). On the other hand, formula (5.7) shows that \( (\Phi_\lambda, \Phi_\lambda) \neq 0 \iff \lambda \in C_K \).

Note that the proof used a highly non-trivial result—an explicit formula for the norm \( (\Phi_\lambda, \Phi_\lambda) \) (Macdonald’s inner product formula).

Now, let us come back to the case of roots of unity. Let \( \lambda \in C_K \), and let \( \Phi_\lambda \in \text{Hom}_C(\mathfrak{g}, \kappa) (V_\lambda^k \otimes V_\lambda^k, U) \) be as before.

Theorem 5.2. Let \( \lambda \in C_K \). Then \( P_\lambda \) is well defined at \( q = \varepsilon \) (i.e., its coefficients, which are rational functions of \( q \), are well-defined at \( q = \varepsilon \)).

Proof. This follows from the fact that Macdonald’s polynomials can be written in terms of generalized characters (see (5.6)) and Lemma 3.7.

Now comes the crucial step.

Lemma 5.3. We have the following identity in the category \( C(\mathfrak{sl}_n, \kappa) \):

\[
\Phi_{\mu}^k(U) = \varphi_{\mu}^\varepsilon(\varepsilon^{-2(\lambda+k\rho)}) \Phi_\lambda,
\]

where \( \varphi_{\mu}^\varepsilon \) is the element of \( \mathbb{C}[P] \) which is obtained by substituting \( q = \varepsilon \) in the expression for \( \varphi_\lambda \) and identifying \( U[0] \simeq \mathbb{C} : u_0 \mapsto 1 \).

Proof. For the case when \( q \) is indeterminate, it was proved in [EK3]; it is easy to see that in fact all the arguments can be carried out in the case \( q = \varepsilon \) as well.

This immediately implies the following theorem:

Theorem 5.4. Let \( \mathfrak{g} = \mathfrak{sl}_n \), and let \( U, \Phi_\lambda, \lambda \in C_K \) be as above. Then the action of the modular group in \( \text{Hom}(H, U) \) in this basis is given by the matrices \( T_U = (T_{\lambda \mu}), T_U = (T_{\lambda \mu}), \) where

\[
T_{\lambda \mu} = \delta_{\lambda \mu} \varepsilon^{(\lambda+k\rho, \lambda+k\rho)} P_\lambda^\varepsilon(\varepsilon^{-2(\lambda+k\rho)}),
\]

\[
S_{\lambda \mu} = d_{\lambda} \varepsilon^{(\lambda+k\rho)} P_\lambda^\varepsilon(\varepsilon^{-2(\lambda+k\rho)}),
\]

where \( P_\lambda^\varepsilon \) is Macdonald’s polynomial \( P_\lambda^{q,\rho} \) calculated at \( q = \varepsilon \), and

\[
d_{\lambda} = \frac{i^{n(n-1)/2}}{\sqrt{n} \varepsilon^{(n-1)/2}} \prod_{\alpha \in R^+} \prod_{i=0}^{k-1} (\varepsilon^{-(\alpha, \lambda+k\rho)} - \varepsilon^{-2i+(\alpha, \lambda+k\rho)}).
\]
Proof. Formula for $T$ is obvious from formula (3.19) for $\zeta$ and $(\lambda^k, \lambda^k + 2\rho) = (\lambda + k\rho, \lambda + k\rho) - (\rho, \rho)$. It follows from the definition of $S$ and Lemma 5.3 that $S_{\lambda\mu}$ is given by formula (5.8) with

$$d_\lambda = \frac{\dim V_{\lambda^k}}{D} \varphi_0(e^{-2(\lambda + k\rho)})$$

(as before, we consider $\varphi_0$ as scalar-valued). Substituting in this expression the Weyl formula for $\dim V_{\lambda^k}$, expression (3.19) for $D$ and formula (5.6) for $\varphi_0$, we see that

$$d_\lambda = \frac{|\mathcal{R}^+|}{|\mathcal{P}|} \prod_{\alpha \in \mathcal{R}^+} \prod_{i=0}^{k-1} (e^{-\langle\alpha, \lambda + k\rho\rangle} - e^{-2i\langle\alpha, \lambda + k\rho\rangle}).$$

Since for $\mathfrak{sl}_n$ we have $|\mathcal{P}| = n, |\mathcal{R}^+| = n(n-1)/2$, and the rank is $n-1$, we get formula (5.9).

Similar formulas for the action of $SL_2(\mathbb{Z})$ in terms of the values of Macdonald’s polynomials were obtained by Cherednik ([Ch]) in the study of difference Fourier transform.

Example. Consider the case $\mathfrak{g} = \mathfrak{sl}_2$. Then every irreducible finite-dimensional representation has the form $V_{(k-1)\omega_1}$ for some choice of $k$, and thus, in this case Theorem 5.4 gives all matrix coefficients of the action of the modular group in $H$, which in this case are written in terms of $q$-ultraspherical polynomials (=Macdonald’s polynomials for $\mathfrak{sl}_2$). In particular, this shows that the $S$-matrix can be written in terms of basic hypergeometric functions with parameter $q$ taken to be a root of unity (see [AI] for expressions of $q$-ultraspherical polynomials in terms of basic hypergeometric functions).

Explicit calculation, using symmetry properties (5.5) of Macdonald’s polynomials, gives the following symmetries of the $S$-matrix:

$$S_{\lambda\mu} = S_{\lambda^\ast \mu^\ast},$$

$$S_{\lambda\mu} = (-1)^{(k-1)n(n-1)/2} e^{n(n-1)k(k-1)/2} S_{\lambda^\ast \mu^\ast}.$$

Also, it is easy to calculate the action of the matrix $C$ in the basis $\Phi_\lambda$. As before, let us assume that we have chosen identifications $V_{\lambda^\ast} \simeq V_{\lambda}^\ast$ as in (1.1). Then we have the following theorem:

**Theorem 5.5.**

$$\Phi_\lambda C^{-1} = (-1)^{(k-1)n(n-1)/2} e^{n(n-1)k(k-1)/2} \Phi_{\lambda^\ast}.$$

Proof. Let $v_{\lambda^k}$ be the highest-weight vector in $V_{\lambda^k}$, and $v_{\lambda^k}^\ast$ the lowest weight vector in $V_{\lambda^k}^\ast$ such that $\langle v_{\lambda^k}^\ast, v_{\lambda^k} \rangle = 1$. Also, let $w_{\lambda^k}$ be the lowest weight vector in $V_{\lambda^k}$, and $w_{\lambda^k}^\ast$ the highest weight vector in $V_{\lambda^k}^\ast$ such that $\langle w_{\lambda^k}^\ast, w_{\lambda^k} \rangle = 1$. Then by definition $\Phi_\lambda (v_{\lambda^k} \otimes v_{\lambda^k}) = u_0$, and it follows from (5.6) and symmetry of Macdonald’s polynomials that

$$\Phi_\lambda (w_{\lambda^k} \otimes w_{\lambda^k}) = u_0(-1)^{(k-1)n(n-1)/2} e^{n(n-1)k(k-1)/2}.$$
INNER PRODUCT IN MODULAR TENSOR CATEGORIES

It follows from formula (3.6) for universal $R$-matrix that
\[ \Phi_{\lambda}C^{-1} : V_{\lambda} \otimes V_{\lambda}^* \rightarrow U, \]
\[ v_{\lambda} \otimes v_{\lambda}^* \mapsto \theta_{\lambda} \varepsilon^{-(\lambda^*, \lambda)} \Phi_{\lambda}(v_{\lambda} \otimes v_{\lambda}) = \varepsilon^{(\lambda^*, \lambda_0)} u_0. \]

On the other hand, if we identify $V_{\lambda} \simeq (V_{\lambda^*})^*$, $V_{\lambda}^* \simeq V_{\lambda^*}$ and denote by $\langle , \rangle$ the canonical pairing $(V_{\lambda^*})^* \otimes V_{\lambda^*} \rightarrow \mathbb{C}$, then
\[ \langle v_{\lambda}, v_{\lambda}^* \rangle = \varepsilon^{(\lambda^*, \lambda_0)}. \]

Therefore, similarly to what we discussed before,
\[ \Phi_{\lambda^*}(v_{\lambda} \otimes v_{\lambda}^*) = (-1)^{(k-1)n(n-1)/2} \varepsilon^{-n(n-1)k(k-1)/2} \varepsilon^{(\lambda^*, \lambda_0)} u_0. \]

Comparing these expressions, we get the statement of the theorem. \( \square \)

Remark. Note that since $\theta_U = \varepsilon^{n(n-1)k(k-1)}$, which is verified by direct computation, we again see that $C^2 = \theta_U^{-1}$.

Now we can rewrite the results about the action of modular group which were proved in a purely abstract setting in Sections 1 and 2 to this case, which results in identities for Macdonald’s polynomials:

**Theorem 5.6.** For $\lambda, \mu \in C_K$,
\[ (5.12) \quad S_{\lambda \mu}(P_{\lambda}, P_{\lambda})_k = S_{\mu \lambda}(P_{\mu}, P_{\mu})_k. \]

**Proof.** This is nothing but the condition of unitarity of the matrix $S$ with respect to the inner product on intertwiners (Theorem 2.5). Indeed, the unitarity condition can be rewritten as follows: $\langle \Phi_{\mu} S, \Phi_{\lambda} \rangle = (\Phi_{\mu}, \Phi_{\lambda} C^{-1} S)$, which is equivalent to
\[ S_{\lambda \mu}(\Phi_{\lambda}, \Phi_{\lambda}) = (-1)^{(k-1)n(n-1)/2} \varepsilon^{-n(n-1)k(k-1)/2} \delta_{\lambda \mu}. \]

Using symmetry properties (5.10), we get the statement of the theorem. \( \square \)

Using expressions for the $S$-matrix given in Theorem 5.4, we can rewrite this result as follows:
\[ (5.13) \quad P_{\lambda}^*(\varepsilon^{-(\mu+k \rho)})(P_{\mu}, P_{\mu})_k d_{\mu} = P_{\lambda}^*(\varepsilon^{-(\lambda+k \rho)})(P_{\lambda}, P_{\lambda})_k d_{\lambda}, \]
which is precisely the symmetry identity for Macdonald’s polynomials of type $A$ (see [EK3]). One can check that in fact all our arguments work for general $q$, i.e. one can avoid using the fact that the category is modular; essentially, this is the same proof that was given in [EK3], only now it has a clear interpretation.

Other identities, which only apply to modular categories and thus do not generalize to the case of indeterminate $q$ can be obtained from the relations in the modular group. This gives the following purely combinatorial theorem:

**Theorem 5.7.** Let $S = (S_{\lambda \mu}), T = (T_{\lambda \mu}), \lambda, \mu \in C_K$ be the matrices given by (5.8), (5.9). Then
\[ (5.14) \quad S^2 = (-1)^{(k-1)n(n-1)/2} \varepsilon^{-n(n-1)k(k-1)/2} \delta_{\lambda \mu}, \]
\[ (ST)^3 = S^2. \]
These are certain identities for Macdonald’s polynomials at roots of unity, which were not known before and which would be very difficult to prove by combinatorial methods. Again, similar (and even more general) identities have been recently obtained by Cherednik ([Ch]) in the study of difference Fourier transform related with double affine Hecke algebras.

6. Characters and the Grothendieck ring

In this section we again return to the consideration of the category $C(g, \kappa)$ for arbitrary $g$ and describe its Grothendieck ring. We also give an elementary proof of the fact that the matrix $s_{\lambda\mu}$ defined by (3.18) is non-singular, and calculate its square. Results of this section are not new, but I was unable to locate them in the literature, so for the sake of completeness they are included here.

Recall (see Section 3) that we have fixed $\kappa \in \mathbb{Z}^+$ such that $\kappa \geq h^\vee$, and we have defined the open and closed alcoves

$$C = \{ \lambda \in P^+ | \langle \lambda + \rho, \theta^\vee \rangle < \kappa \},$$

$$\bar{C} = \{ \lambda \in P | \langle \lambda + \rho, \alpha_i^\vee \rangle \geq 0, \langle \lambda + \rho, \theta^\vee \rangle \leq \kappa \}.$$

We have also defined the affine Weyl group $\tilde{W} = W \ltimes \kappa Q^\vee$ and its shifted action on $h^*$ by

$$w.\lambda = w(\lambda + \rho) - \rho.$$

Then, as is well-known, we have the following statements:

1. $\bar{C}$ is the fundamental domain for the shifted action of $\tilde{W}$.
2. Every $\lambda \in C$ is regular with respect to the shifted action of $\tilde{W}$: $w.\lambda = \lambda$ iff $w = 1$.
3. For every $f \in C[P]^W, \mu \in P, w \in \tilde{W}$ we have

$$f(e^{2w(\mu)}) = f(e^{2\mu}).$$

It fact, the last statement can be reversed: if $\lambda, \mu \in P$ are such that $f(e^{2\lambda}) = f(e^{2\mu})$ for all $f \in C[P]^W$, then $\lambda = w(\mu)$ for some $w \in \tilde{W}$; however, we won’t use this result.

For every $\lambda \in P$ define $\chi_{\lambda} \in C[P]^W$ by

$$(6.1) \quad \chi_{\lambda} = \sum_{w} (-1)^{|w|} e^{w(\lambda + \rho)} \delta,$$

where $\delta$ is Weyl denominator (3.9). For $\lambda \in P^+$, $\chi_{\lambda}$ is the character of the module $V_{\lambda}$.

Now let $\varepsilon = e^{\pi i / m \kappa}$. Recall that we denote

$$\dim_\varepsilon V_{\lambda} = \text{Tr}_{V_{\lambda}}(e^{2\rho}) = \chi_{\lambda}(e^{2\rho}) = \chi_{\lambda}(e^{-2\rho}).$$

It is easy to see that $\dim_\varepsilon V_{\lambda} = 0$ for $\lambda \in \bar{C} \setminus C$, and $\dim_\varepsilon V_{\lambda} \neq 0$ for $\lambda \in C$.

\footnote{For example, it is mentioned as unknown for exceptional Lie algebras in [Tu, XI.6.4].}
For \( \lambda, \mu \in P \), define the numbers \( s_{\lambda\mu} \in \mathbb{C} \) by

\[
s_{\lambda\mu} = \sum_{w \in W} (-1)^{l(w)} \varepsilon^{-2(w(\lambda + \rho), \mu + \rho)'} \delta(\varepsilon^{-2\rho}).
\]  

(6.2)

If \( \lambda, \mu \in C \), this can also be rewritten as follows:

\[
s_{\lambda\mu} = \chi_{\lambda}(\varepsilon^{-2(\mu + \rho)}) \dim_{\varepsilon} V_{\mu}.
\]

Lemma 6.1.

\[
s_{\lambda\mu} = s_{\mu\lambda},
\]  

(6.3)

\[
s_{\lambda\mu} = (-1)^{l(w)} s_{w, \mu} \quad \text{for any } w \in \tilde{W},
\]

\[
s_{\lambda\mu} = 0 \quad \text{if } \lambda \in \bar{C} \setminus C.
\]

Theorem 6.2. Let \( s = (s_{\lambda\mu})_{\lambda, \mu \in C} \). Then

\[
s^2 = D^2 c,
\]  

where \( c_{\lambda\nu} = \delta_{\lambda\nu} \) and

\[
D^2 = |P/\varepsilon Q^\vee| \prod_{\alpha \in R^+} \left( 2 \sin \left( \frac{\alpha, \rho}{\varepsilon} \right) \pi \right)^{-2}
\]

\[
= |P/\varepsilon Q^\vee| (-1)^{|R^+|} \delta^{-2}(\varepsilon^{-2\rho}).
\]  

(6.4)

Proof. Let \( \lambda, \mu \in C \). Then

\[
\sum_{\mu \in C} s_{\lambda\mu}s_{\mu\nu} = \sum_{\mu \in C} s_{\lambda\mu}s_{\mu\nu} = \sum_{\mu \in P/\varepsilon Q^\vee} s_{\lambda\mu}s_{\mu\nu}
\]

\[
= \frac{1}{|W|} \sum_{\mu \in P/\varepsilon Q^\vee} s_{\lambda\mu}s_{\mu\nu}
\]

\[
= \frac{1}{|W|\delta^2(\varepsilon^{-2\rho})} \sum_{\mu \in P/\varepsilon Q^\vee} \sum_{w, w' \in \varepsilon Q^\vee} (-1)^{l(ww')} \varepsilon^{-2(\mu + \rho, w(\lambda + \rho) + w'(\nu + \rho))'}.
\]

For any \( a \in P \) we have

\[
\sum_{\mu \in P/\varepsilon Q^\vee} \varepsilon^{2(\mu + \rho, a)'} = \begin{cases} 0, & a \notin \varepsilon Q^\vee, \\ |P/\varepsilon Q^\vee|, & a \in \varepsilon Q^\vee. \end{cases}
\]

Since \( \lambda, \nu \in C \), it follows from the fact that \( C \) is the fundamental domain for the action of \( \tilde{W} \) that \( w(\lambda + \rho) + w' (\nu + \rho) \in \varepsilon Q^\vee \) is only possible if \( \lambda = \nu^*, w w' = w_0 \), the longest element in \( W \). Thus,

\[
\sum_{\mu \in C} s_{\lambda\mu}s_{\mu\nu} = \delta_{\lambda\nu^*} |P/\varepsilon Q^\vee| (-1)^{|R^+|} \delta^{-2}(\varepsilon^{-2\rho}).
\]

Corollary 6.3. The matrix \( s \) defined by (6.2) is non-singular.
In a similar way, one can prove the identity \( D\zeta^3t^{-1}st^{-1} = st_s \), where \( D \) is as above and \( \zeta \) is given by (3.19); this requires calculation of \( \sum_{\mu} \zeta^{2(\mu,\mu+\rho)} \).

Now denote by \( K \) the Grothendieck ring of the category \( \mathcal{C}(\mathfrak{g}, \varkappa) \), and by \( K_C = K \otimes_{\mathbb{Z}} \mathbb{C} \) its complexification. Let \( F(C) \) be the ring of all complex-valued functions on \( C \). For every \( V \in \text{Rep}_U \varepsilon \) denote by \( f_V \in F(C) \) the function given by

\[
f_V(\mu) = \frac{1}{\dim_\mathbb{C} V_\mu} \chi_\mu(\varepsilon^{-2(\mu+\rho)}).
\]

**Lemma 6.4.** If \( V \) is negligible, then \( f_V = 0 \) on \( C \).

**Proof.** It follows from the following identity:

\[
f_V(\mu) = \frac{1}{\dim_\mathbb{C} V_\mu} \chi_\mu(\varepsilon^{-2(\mu+\rho)}).
\]

**Corollary.** The map \( V \mapsto f_V \) is a well-defined ring homomorphism \( K \to F(C) \).

**Theorem 6.5.** The map \( V \mapsto f_V \) is an isomorphism \( K_C \cong F(C) \).

**Proof.** It suffices to prove that

\[
\det (\chi_{\lambda}(\varepsilon^{-2(\lambda+\rho)}))_{\lambda,\mu \in C} \neq 0,
\]

which follows from non-singularity of the matrix \( s \) (Corollary 6.3).

**Corollary 6.6.**

\[
K_C \cong \mathbb{C}[P]^W / \mathcal{I},
\]

where the ideal \( \mathcal{I} \) is spanned as a vector space by the elements of the form \( \chi_\lambda + \chi_{s\Gamma \lambda}, \lambda \in P \), where \( s_\Gamma \) is the reflection with respect to the affine wall \( \Gamma \) (see (3.15)).

**Remark.** It can be shown (see [F]) that for \( \varkappa \) large enough there is a stronger result: \( \mathcal{I} \) is generated as an ideal by \( \chi_\lambda, \lambda \in \Gamma \cap P^+ \). In particular, this is always so for \( g = \mathfrak{sl}_n \).

7. More on Hermitian Structure in \( \mathcal{C}(\mathfrak{g}, \varkappa) \)

In this section we give another description of the hermitian structure in \( \mathcal{C}(\mathfrak{g}, \varkappa) \). It will be used in the future papers to establish relation with affine Lie algebras. Also, it allows us to define the inner product on the spaces of intertwiners uniquely up to a constant from \( \mathbb{R}_+ \) (not from \( \mathbb{C}^\times \), as we did in Section 4); thus, it makes sense to discuss whether this inner product is positive definite.

Recall that the key ingredient of the definition of hermitian structure was definition of an involution \( \omega \) on \( U_q \mathfrak{g} \), which allowed us to define for every module \( V \) a module \( V^\omega \), and isomorphisms \( V^\omega \cong V^* \).

Here is another description of the same involution. As before, we begin with consideration of generic \( q \), i.e. of the quantum group over the field \( \mathbb{C}_q \).
Let the compact involution $\omega_c$ be the antilinear algebra automorphism $U_qg \rightarrow U_qg$ defined by
\begin{align}
\omega_c : e_i &\mapsto -q^{-d_i} f_i, \\
f_i &\mapsto -q^{d_i} e_i, \\
q^h &\mapsto q^h, \\
q &\mapsto q^{-1}.
\end{align}

(7.1)

One easily checks that $\omega_c$ is also a coalgebra automorphism and $\omega_cS = S\omega_c$, $\omega_c(R) = R^{-1}$, $\omega_c^2 = S^2$.

Similarly to the constructions of Section 4, for every $U_qg$-module $V$ and homomorphism $\Phi$ we can define $V^{\omega_c}$ and $\Phi^{\omega_c}$. Again, for an irreducible highest-weight module $V_\lambda$ we have a (non-canonical) isomorphism $V_\lambda^{\omega_c} \simeq V_\lambda^*$; due to complete reducibility, the same is true for an arbitrary module $V$.

However, to use this involution to define a hermitian structure we must define isomorphisms $(V^*)^{\omega_c} \simeq (V^{\omega_c})^*$, $(V \otimes W)^{\omega_c} \simeq W^{\omega_c} \otimes V^{\omega_c}$ satisfying compatibility conditions (1.22).

The isomorphism $(V^*)^{\omega_c} \simeq (V^{\omega_c})^*$ is trivial: as vector spaces both coincide with $V^*$, and this identification is an isomorphism of representations, which follows from the fact that $\omega_c$ commutes with $S$. As for the second isomorphism, it is less obvious: since $\omega_c$ is an automorphism (and not an antiautomorphism) of coalgebra structure, the map $(v \otimes w)^{\omega_c} \mapsto w^{\omega_c} \otimes v^{\omega_c}$ is not a morphism of representations. Instead, define the isomorphism by
\begin{align}
(v \otimes w)^{\omega_c} &\mapsto R_{V^{\omega_c} \otimes W^{\omega_c}}(v^{\omega_c} \otimes w^{\omega_c}).
\end{align}

(7.2)

Finally, let us normalize the identification $V_\lambda^{\omega_c} \simeq V_\lambda^*$. Such an identification is equivalent to defining a pairing $V_\lambda^{\omega_c} \otimes V_\lambda \rightarrow \mathbb{C}$ or, equivalently, a non-degenerate hermitian form $(,)_c$ on $V_\lambda$ satisfying
\begin{align}
(xv, v')_c = (v, S\omega_c^{-1}(x)v').
\end{align}

(7.3)

As before, this form is antilinear in the first argument and linear in the second.

Such a form is unique up to a constant. Let us fix this constant by the condition
\begin{align}
(v_\lambda, v_\lambda)_c = q^{(\lambda, \lambda + 2\rho)/2};
\end{align}

(7.4)

then
\begin{align}
(v_1, v_2)_c = (v_2, v_1)_c.
\end{align}

Now we can define the identification $V^{\omega_c} \simeq V^*$ for all $V$ so that this agrees with tensor products and duality.

**Theorem 7.1.** The so-defined functor $*$ defines a structure of a hermitian modular category on $\mathcal{C}(g, \infty)$.

It turns out that this structure is equivalent to the one defined in Section 4. The proof is based on the use of the longest element of the quantum Weyl group, which was studied in [KR], [LS], [L7]. We reformulate the results of these papers in the following theorem:

**Theorem 7.2.** There exists an element $\Omega$ in a certain completion of $U_qg$ satisfying the following properties:
1. $\Omega$ acts in every finite-dimensional $U_qg$-module, and $\Omega V[\lambda] \subset V[w_0(\lambda)]$. 
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2. \[
\begin{align*}
\Omega f_i \Omega^{-1} &= -q^d e_{iv}, \\
\Omega e_i \Omega^{-1} &= -q^{-d} f_{iv}, \\
\Omega q^h \Omega^{-1} &= q^{w_0(h)}.
\end{align*}
\] (7.5)

3. \[\Delta(\Omega) = R^{-1}(\Omega \otimes \Omega).\]

4. \[\Omega^2 = Z\theta^{-1},\] where \(\theta\) is the universal twist shown in Figure 1a (recall that \(\theta\) is a central element such that \(\theta|_{\mathfrak{V}_\lambda} = q(\lambda, \lambda + 2\rho)' \text{Id}\)), and \(Z\) is a central element satisfying \(\Delta Z = Z \otimes Z\) and \(Z^2 = 1\).

This definition differs from the one in [KR] by \(\Omega \rightarrow \Omega \cdot q^2\rho\).

**Remark 7.3.** It is convenient to think of \(\Omega\) as represented by the following ribbon graph:

```
  V
 / \  /  /
Ω   Ω
```

Such a graph is not allowed in the original formalism developed by Reshetikhin and Turaev (and indeed, \(\Omega\) is not an intertwining operator); however, this becomes possible after suitable extension of the formalism.

Comparing (7.5) with the definition of \(\omega\) in Lemma 4.1 we see that

\[\omega(x) = \Omega \cdot \omega_c(x) \Omega^{-1}.\] (7.6)

Now we can come back to defining the isomorphisms \(V^\omega \simeq V^*\). Such an isomorphism is equivalent to defining a pairing \(V^\omega \otimes V \rightarrow \mathbb{C}_q\), or a non-degenerate hermitian form on \(V\) such that

\[H(xv, v') = H(v, S\omega(x)v').\] (7.7)

Similarly, recall that we have defined a non-degenerate hermitian form \((, )_c\) on \(V\) satisfying

\[(xv, v')_c = (v, S\omega_c^{-1}(x)v')_c.\]

In fact, given any of these forms we can define the other:

**Lemma 7.4.** If a hermitian form \((, )_c\) on \(V\) satisfies condition (7.3), then the form

\[H(v, v') = (\Omega^{-1}v, v')_c\] (7.8)

satisfies condition (7.7), and vice versa. Also, \(H(v, v') = H'(Zv', v)\) iff \((, )_c\) satisfies \((v, v')_c = (\theta v', v)_c\), where \(Z\) is as in Theorem 7.2.

**Proof.** The proof is obvious from (7.6) and \(S\omega_c^{-1}(\Omega) = \Omega^{-1}\), which can be proved using the construction of \(\Omega\) and explicit calculation for \(\mathfrak{sl}_2\). \(\square\)

Recall (see remark after Theorem 4.2) that for every central element \(Z\) with some additional properties we can define a structure of hermitian category on \(C(\mathfrak{g}, \kappa)\). In particular, we can take \(Z\) to be as in Theorem 7.2.
Theorem 7.5. The system of maps

$$\Omega^{-1} : V^\omega \to V^{\omega_c}$$

$$v^\omega \mapsto (\Omega^{-1}v)^{\omega_c}$$

is an isomorphism of functors $\omega$ and $\omega_c$. This isomorphism gives rise to equivalence of hermitian structures on $C(\mathfrak{g}, \kappa)$ defined in Section 4 (with $Z$ chosen as in Theorem 7.2) and the one defined in Theorem 7.1: in particular, the inner products on spaces of homomorphisms defined by these hermitian structures as in (2.2) coincide.

Note that the condition $(v_\lambda, v_\lambda)_c = q^{(\lambda, \lambda + 2\rho)/2}$ defines the form $(\ , \ )_c$ on $V_\lambda$ uniquely up to a constant from $\mathbb{R}_{>0}$ (which is due to ambiguity in the choice of the highest-weight vector), and thus gives us a way to define the form $H$ uniquely up to a constant from $\mathbb{R}_{>0}$: before, we could only define it up to a constant from $\mathbb{R}$ by the symmetry condition. Therefore, we can define the inner product on every space of intertwiners $\text{Hom}_{U_e}(V_\lambda, V_\mu \otimes V_\nu)$ uniquely up to a real positive factor.

So far, all the results are valid both for generic $q$ and for roots of unity. Now, let us assume that $q = e^{\pi i/m \kappa}$, as in Section 3.

Conjecture 7.6. The inner product on $\text{Hom}_{C(\mathfrak{g}, \kappa)}(V_\lambda, V_\mu \otimes V_\nu)$ so defined is positive definite.

In the simplest case $\mathfrak{g} = \mathfrak{sl}_2$ this can be checked directly. In the general case, the answer is not known.
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