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1. Introduction

The purpose of this paper is to develop a new approach to certain approximation and factorization problems for matrix-valued functions. The approach is based on studying properties of maximizing vectors of Hankel operators with matrix-valued symbols and on the solution of the so-called recovery problem for unitary-valued matrix functions. In the case of scalar functions such problems were studied in detail in [PK]. It turns out however, that the case of matrix functions is considerably more complicated than the scalar case.

In this paper we solve the recovery problem with the help of Hankel operators. This solution also allows us to give a new approach to Wiener-Hopf factorization problems and obtain some new results. Another application we consider here is the problem of finding a superoptimal analytic approximation to a matrix function on the unit circle. We improve earlier results on hereditary properties of such approximations (see [PY1]) and on continuity properties of the operator of superoptimal approximation (see [PY3]).

Recall that for a bounded \( m \times n \) matrix-function \( \Phi \) on the unit circle \( \mathbb{T} \) the Hankel operator \( H_\Phi \) is defined on the Hardy class \( H^2(\mathbb{C}^n) \) of \( \mathbb{C}^n \)-valued functions by

\[
H_\Phi f = P_- \Phi f, \quad f \in H^2(\mathbb{C}^n),
\]

where \( P_- \) is the orthogonal projection from \( L^2(\mathbb{C}^m) \) onto \( H^2(\mathbb{C}^m) \) defined \( L^2(\mathbb{C}^m) \oplus H^2(\mathbb{C}^m) \).

The Toeplitz operator \( T_\Phi : H^2(\mathbb{C}^n) \to H^2(\mathbb{C}^m) \) is defined by

\[
T_\Phi f = P_+ \Phi f, \quad f \in H^2(\mathbb{C}^n),
\]

where \( P_+ \) is the orthogonal projection from \( L^2(\mathbb{C}^m) \) onto \( H^2(\mathbb{C}^m) \).

We denote by \( \mathbb{M}_{m,n} \) the space of \( m \times n \) complex matrices. If \( X \) is a function space, for a matrix-valued (or a vector-valued) function \( f \) we write \( f \in X \) if all entries of \( f \) are in \( X \). In case we want to specify the size of the matrix-valued (or vector-valued) function, we write \( f \in X(\mathbb{M}_{m,n}) \) (or \( f \in X(\mathbb{C}^n)) \).

The recovery problem for unitary-valued functions can be stated in the following way. Let \( U \) be an \( n \times n \) unitary-valued function. Let \( X \) be a space of functions on \( \mathbb{T} \). Suppose we know that \( P_- U \in X \). The problem is: for which spaces \( X \) can we conclude under certain natural assumptions on \( U \) that \( U \in X \)?
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Certainly, without any additional assumption on $U$ the condition $P-U \in X$ does not imply any nontrivial conclusion. For example, if $U$ is in $H^\infty$, then $P-U = 0$ but we cannot say anything nontrivial about $U$. The problem becomes reasonable if we assume that the Toeplitz operator $T_U : H^2(\mathbb{C}^n) \to H^2(\mathbb{C}^n)$ is Fredholm or if we assume that $T_U$ has dense range in $H^2(\mathbb{C}^n)$.

In [PK] the recovery problem was considered for scalar unimodular functions (i.e., for functions $u$ satisfying $|u(\zeta)| = 1$ a.e. on $\mathbb{T}$). Three big classes of function spaces $X$ were found in [PK] for which the recovery problem has an affirmative solution under the above natural assumptions on $u$. See also [To] where other classes of function spaces were found.

The first class of function spaces found in [PK] consists of the so-called $R$-spaces, i.e., function spaces which can be described in terms of rational approximation in $BMO$ (see §3). The second class introduced in [PK] was the class of Banach spaces satisfying the axioms (A1)–(A4) (see §3) which consists only of separable Banach spaces. To be able to work with nonseparable spaces a third class of function spaces was introduced in [PK] which consists of spaces satisfying the axioms (B1)–(B3) (see §3).

In §7 we explain how to solve the recovery problem for $R$-spaces (implicitly this was done in [Pe2]). Then we give a solution of the recovery problem for function spaces satisfying (A1)–(A4). We also solve the recovery problem for function spaces satisfying (B1)–(B3) and an additional axiom (B4) (see §3).

To solve the recovery problem for spaces satisfying (A1)–(A4) or (B1)–(B4) we study in §6 properties of maximizing vectors of Hankel operators with matrix-valued symbols.

As an application of the above results we consider the heredity problem for superoptimal approximation by analytic matrix functions. It is well known and easy to see that unlike the scalar case a continuous matrix function generically has infinitely many best approximations by analytic functions. Recall that for a bounded $m \times n$ matrix function $\Phi$ on $\mathbb{T}$ a superoptimal approximation can be defined as follows. Let $\Omega_0$ be the set of best approximations:

$$\Omega_0 = \{Q \in H^\infty : Q \text{ minimizes } \operatorname{ess sup}_{\zeta \in \mathbb{T}} \| \Phi(\zeta) - Q(\zeta) \| \}.$$

Define inductively the sets $\Omega_j$ by

$$\Omega_j = \{Q \in \Omega_{j-1} : Q \text{ minimizes } \operatorname{ess sup}_{\zeta \in \mathbb{T}} s_j(\Phi(\zeta) - Q(\zeta)) \}$$

(for a matrix (or an operator) $A$ the $j$th singular value $s_j(A)$, $j \geq 0$, is the distance from $A$ to the set of matrices (operators) of rank at most $j$, $s_0(A) \overset{\text{def}}{=} \| A \|$).

Elements of $\Omega_{\min\{m, n\} - 1}$ are called superoptimal approximations of $\Phi$ by analytic functions (or superoptimal solutions of Nehari’s problem). Put

$$t_j \overset{\text{def}}{=} \operatorname{ess sup}_{\zeta \in \mathbb{T}} s_j(\Phi(\zeta) - Q(\zeta)), \quad Q \in \Omega_j.$$

The numbers $t_j$, $0 \leq j \leq \min\{m, n\} - 1$, are called the superoptimal singular values.

It was shown in [PY1] that for a continuous matrix function $\Phi$ on $\mathbb{T}$ there exists a unique superoptimal approximation $Q$ by analytic functions and

$$s_j(\Phi(\zeta) - Q(\zeta)) = t_j, \quad \text{a.e. on } \mathbb{T}$$
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In the scalar case \(A = A^{(1,1)}\) is the operator of best approximation by analytic functions. Its hereditary properties were studied in [CJ], [PK], [To] (see also [Pe3] and [Pe4] for continuity and boundedness properties of \(A\)). It was observed in [PK] that under natural assumptions a function space \(X\) is hereditary for \(A\) (i.e., \(AX \subset X\)) if and only if the recovery problem for unimodular functions is solvable in \(X\). Therefore \(X\) is hereditary for the operator of best approximation by analytic functions if \(X\) is an \(\mathcal{R}\)-space, \(X\) satisfies (A1)–(A4), or \(X\) satisfies (B1)–(B3).

In the matrix case heredity properties of the operator \(A^{(m,n)}\) of superoptimal approximation were studied in [PY1]. It was shown in [PY1] that if \(X\) satisfies one of the three above conditions and

\[
T_\varphi f \in X \quad \text{for any } \varphi \in H^\infty \text{ and any } f \in X_+,
\]

then \(X\) is hereditary for \(A^{(m,n)}\) for any positive integers \(m\) and \(n\). Throughout the paper for a function space \(X\), \(X \subset L^1\), we use the following notation:

\[
X_+ \overset{\text{def}}{=} \{ f \in X : \hat{f}(j) = 0, \text{ for } j < 0 \}, \quad X_- \overset{\text{def}}{=} \{ f \in X : \hat{f}(j) = 0, \text{ for } j \geq 0 \}.
\]

The condition (1.1) does not seem to be satisfactory since it excludes such important spaces like the space \(\mathcal{F} \ell^1\) of functions with absolutely converging Fourier series.

In this paper we give another approach to the heredity problem which allows us to get rid of the condition (1.1). The approach is based on properties of maximizing vectors of Hankel operators and on the solution of the recovery problem for unitary-valued functions. Using this approach we show in §9 that if \(X\) is a function space satisfying the axioms (A1)–(A4) or (B1)–(B4), then \(X\) is hereditary for the operator \(A^{(m,n)}\) of superoptimal approximation by analytic functions. Note that \(\mathcal{R}\)-spaces satisfy (1.1) and it was shown in [PY1] that \(\mathcal{R}\)-spaces are hereditary for \(A^{(m,n)}\).

As we have already mentioned before, our method of solving the recovery problem also brings a new approach to Wiener–Hopf factorizations for \(n \times n\) matrix functions in a function space \(X\). Recall that if \(\Phi\) is a matrix function in \(L^\infty(\mathbb{M}_{n,n})\) such that the Toeplitz operator \(T_\Phi\) is Fredholm, then by Simonenko’s theorem [S], \(\Phi\) admits the factorization

\[
\Phi = \Psi_2^* \Lambda \Psi_1,
\]

where \(\Psi_1, \Psi_1^{-1}, \Psi_2, \Psi_2^{-1} \in H^2(\mathbb{M}_{n,n})\) and \(\Lambda\) is a diagonal matrix of the form

\[
\Lambda = \text{diag}\{z^{d_1}, z^{d_2}, \ldots, z^{d_n}\}, \quad d_1, d_2, \ldots, d_n \in \mathbb{Z}
\]

(see also [LS]). The dimensions of \(\text{Ker } T_\Phi\) and \(\text{Ker } T_\Phi^*\) are given by

\[
\dim \text{Ker } T_\Phi = -\sum_{\{j : d_j < 0\}} d_j, \quad \dim \text{Ker } T_\Phi^* = \sum_{\{j : d_j > 0\}} d_j.
\]

Now let \(X\) be a function space such that \(X \subset C(\mathbb{T})\), and let \(\Phi\) be an \(n \times n\) function invertible in \(X(\mathbb{M}_{n,n})\). We say that \(\Phi\) has a Wiener–Hopf factorization in \(X\) if \(\Phi\) has a representation of the form (1.2), where \(\Psi_1\) and \(\Psi_2\) are invertible matrix functions in \(X_+\).
Classical results by Plemelj, Muskhelishvili and Vekua solve the Wiener–Hopf factorization problem in Hölder classes $\Lambda_\alpha$, $0 < \alpha < 1$ (see [M], [V]). In [GK] the Wiener–Hopf factorization problem was solved in the space $\mathcal{F}^d$. In [G] it was shown that under conditions similar to the axioms (A1)–(A4) each invertible matrix function in $\Lambda$ has a Wiener–Hopf factorization in $X$. Budjanu and Gohberg [BG1] considered the general case when the algebra $X$ is not necessarily separable. In [BG2] they prove that the Wiener–Hopf factorization problem is solvable for nonseparable Banach algebras $X$ under certain natural conditions, one of which is that all Hankel operators $H_\varphi : X_+ \to X_-$ with scalar symbols $\varphi$ in $X$ are compact (see also [CG]). However, those papers did not discuss general conditions under which the above compactness condition holds. In [BG2] this compactness property was established only for the Hölder classes $\Lambda_\alpha$ with $0 < \alpha < \infty$, $\alpha \not\in \mathbb{Z}$, which gives another proof that each invertible matrix function in $\Lambda_\alpha(M_{n,n})$ has a Wiener–Hopf factorization in $\Lambda_\alpha$.

In §3 we prove that if $X$ is a function space satisfying (B1)–(B4), then for any $\varphi \in X$ the Hankel operator $H_\varphi : X_+ \to X_-$ is compact. We give in §3 many examples of nonseparable classical function spaces satisfying (B1)–(B4).

We give a new approach to prove the Wiener–Hopf factorization property in $X$. It is based on studying properties of maximizing vectors of Hankel operators with matrix-valued symbols in $X$. In §4 we consider the special case of Wiener–Hopf factorizations when the function $\Phi$ is positive definite (so-called Wiener–Masani factorizations). In this case the factor $\Lambda$ in (1.2) is identically equal to $I$. The proof given in §4 is standard. It is included for the sake of completeness.

Using the results of §4 we consider in §5 isometric-outer factorizations of matrix functions in a function space $X$. The results obtained in §5 allow us to reduce in §8 the general Wiener–Hopf factorization problem to the case of unitary-valued functions.

The Wiener–Hopf factorization problem for unitary-valued functions in $X$ is solved in §7 together with the recovery problem. In fact we obtain an even stronger result. We prove that a unitary-valued function $U$ has a Wiener–Hopf factorization in $X$ if we require only that the Toeplitz operator $T_U : H^2(\mathbb{C}^n) \to H^2(\mathbb{C}^n)$ is Fredholm and $\mathbb{P}_U \in X$.

To study properties of maximizing vectors of Hankel operators with matrix-valued symbols we use general results on symmetric operators on Banach spaces equipped with an inner product (see §2). These results are based on the approach given in [L].

To conclude the introduction we recall definitions of certain Banach spaces of functions on $\mathbb{T}$.

The Besov class $B_{p,p}^s = B_{p,p}^s$ for $1 \leq p \leq \infty$ and $s > 0$ can be defined as the space of functions $f$ for which $$\{2^{[n]s} \| f * W_n \|_{L^p} \}_{n \in \mathbb{Z}} \in \ell^p(\mathbb{Z}),$$ where the trigonometric polynomials $W_n$ can be defined as follows. If $n > 0$, $\hat{W}_n$ is a linear function on $[2^{n-1}, 2^n] \cap \mathbb{Z}$ and $[2^n, 2^{n+1}] \cap \mathbb{Z}$, $\hat{W}_n(2^n) = 1$, and $\hat{W}_n(k) = 0$ for $k \not\in (2^{n-1}, 2^{n+1})$. If $n < 0$, then $$W_n := \overline{W_{-n}}, \quad W_0(\zeta) := \overline{\zeta + 1}.$$

The Hölder–Zygmund classes $\Lambda_\alpha$, $0 < \alpha < \infty$, can be defined as $\Lambda_\alpha = B_{\infty}^\alpha$. 
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The space $BMO$ of functions of bounded mean oscillation can be defined as

$$BMO = \{f + \tilde{g} : f, g \in L^\infty\},$$
where $\tilde{g}$ is the harmonic conjugate of $g$.

The space $VMO$ of functions of vanishing mean oscillation is the closure of the set of trigonometric polynomials in $BMO$, and can be defined as

$$VMO = \{f + \tilde{g} : f, g \in C(T)\}.$$

2. Symmetric operators on Banach spaces with an inner product

Let $B$ be a complex Banach space with norm $\|\cdot\|_B$ which is also equipped with an inner product $(\cdot, \cdot)_\triangledown$ continuous in the norm of $B$. It induces a new norm in $B$:

$$\|x\|_\triangledown \triangleq \frac{1}{2} (x, x)_\triangledown^{1/2}, \quad x \in B.$$

Suppose that $T$ is a bounded linear operator on $B$ and $T$ is symmetric with respect to the inner product $(\cdot, \cdot)_\triangledown$, i.e.,

$$(Tx, y)_\triangledown = (x, Ty)_\triangledown, \quad x, y \in B.$$

Then $T$ is bounded with respect to the inner product norm $\|\cdot\|_\triangledown$ (see [L], Theorem I).

Denote by $H_\triangledown$ the completion of $B$ with respect to the norm $\|\cdot\|_\triangledown$. Clearly, $H_\triangledown$ is a Hilbert space and we can identify $B$ with a dense subset of $H_\triangledown$. The operator $T$ extends to $H_\triangledown$ by continuity. We denote this extension by $T_\triangledown$. Consider the spectra $\sigma(T)$ and $\sigma(T_\triangledown)$ of the operators $T$ on $B$ and $T_\triangledown$ on $H_\triangledown$. Then

$$\sigma(T_\triangledown) \subset \sigma(T)$$

(see [L], Theorem II).

Clearly, every eigenvector of $T$ is an eigenvector of $T_\triangledown$. We need the following fact.

**Lemma 2.1.** Let $\lambda$ be an eigenvalue of $T$. Suppose that $\text{Range}(T - \lambda I)$ is closed and $\dim \text{Ker}(T - \lambda I) = \text{codim} \text{Range}(T - \lambda I)$. Then

$$\text{Ker}(T - \lambda I) = \text{Ker}(T_\triangledown - \lambda I).$$

(2.1)

In [L] Theorem III is stated which asserts that (2.1) holds without any assumption on $\text{Range}(T - \lambda I)$. However, the proof given in [L] does use the assumptions of Lemma 2.1.

**Corollary 2.2.** Let $\lambda$ be an eigenvalue of $T$. Suppose that there is a compact operator $K$ on $B$ such that the operator $T - \lambda I - K$ is invertible on $B$. Then (2.1) holds.

**Proof.** Without loss of generality we may assume that $\lambda = 0$. Put $R = T - K$. We have

$$T = R(R^{-1} K + I) = (KR^{-1} + I) R.$$

Clearly, $\text{Ker} T = \text{Ker}(R^{-1} K + I)$ and $\text{Range} T = \text{Range}(KR^{-1} + I)$. Since $R^{-1} K$ and $KR^{-1}$ are compact it follows that $\text{Range}(KR^{-1} + I)$ is closed and

$$\text{codim} \text{Range}(KR^{-1} + I) = \dim \text{Ker}(KR^{-1} + I) = \dim \text{Ker}(RKR^{-1} + R).$$
On the other hand 
\[ \dim \ker (R^{-1}K + I) = \dim \ker (R^{-1}K + I)R = \dim \ker (RK R^{-1} + R), \]
which completes the proof. \(\square\)

**Corollary 2.3.** Suppose that \(T\) is a compact operator on \(B\) and \(\lambda \neq 0\). Then (2.1) holds.

3. Function spaces and best analytic approximation

In [PK] three big classes of function spaces were found that are invariant under the operator \(A\) of best approximation by analytic functions (see also earlier results in [CJ]). Recall that the operator \(A\) is defined on the class \(VMO\) of functions of vanishing mean oscillation as follows.

Let \(\varphi \in VMO\). Then there exists a unique function \(f\) in \(BMOA\) such that \(\varphi - f \in L^\infty(T)\) and 
\[ \|\varphi - f\|_\infty = \inf \{\|\varphi - g\|_\infty : g \in BMOA, \varphi - g \in L^\infty\} = \|H_\varphi\|. \]

We define the operator \(A\) by \(A\varphi \overset{\text{def}}{=} f\).

The first class found in [PK] is the class of \(R\)-spaces, i.e., function spaces which can be described in terms of rational approximations in \(BMO\). To be more precise, a space \(X\) of functions on \(T\) is called an \(R\)-space if there is an ideal sequence space \(E \subset c_0\) (i.e., a linear sequence space with the property 
\[ \{x_n\}_{n \geq 0} \in E, \quad |y_n| \leq |x_n|, n \geq 0 \Rightarrow \{y_n\}_{n \geq 0} \in E \]
such that \(\varphi \in X\) if and only if \(\varphi \in BMO\) and 
\[ \{\text{dist}_{BMO}(\varphi, R_n)\}_{n \geq 0} \in E. \]

Here \(R_n\) is the class of rational functions of degree at most \(n\) with poles outside \(T\), i.e.,
\[ R_n = \{\frac{p}{q} \in L^\infty(T) : p, q \text{ are polynomials }, \deg p \leq n, \deg q \leq n\}. \]

It follows from the Nehari theorem and from the Adamyan–Arov–Krein theorem (see, e.g., [N] or [PK]) that for a linear \(R\)-space \(X\) defined by (3.1) a function \(\varphi \in BMO\) belongs to \(X\) if and only if 
\[ \{s_n(H_\varphi)\}_{n \geq 0} \in E, \quad \{s_n(H_{\overline{\varphi}})\}_{n \geq 0} \in E \]
(see [PK]).

It was shown in [PK] that if \(X\) is a linear \(R\)-space, then \(AX \subset X\).

If \(X\) is a Banach (or a quasi-Banach) \(R\)-space (i.e., the corresponding ideal space \(E\) is equipped with a norm (or a quasi-norm) satisfying 
\[ |x_n| \leq |y_n|, n \geq 0 \Rightarrow \|\{x_n\}_{n \geq 0}\|_E \leq \|\{y_n\}_{n \geq 0}\|_E, \]
and \(\|\varphi\|_X\) is equivalent to \(\|\{\text{dist}_{BMO}(\varphi, R_n)\}_{n \geq 0}\|_E\), then the operator \(A\) is bounded on \(X\), i.e.,
\[ \|A\varphi\|_X \leq \text{const} \|\varphi\|_X, \quad \varphi \in X \]
(see [PK]).

The spaces \(VMO\) and the Besov spaces \(B_p^{1/p}, 0 < p < \infty\), are \(R\)-spaces (see [PK], [Pe1]).

The second class of function spaces described in [PK] is the class of function spaces satisfying the following axioms:
(A1) If \( f \in X \), then \( \tilde{f} \in X \) and \( \mathbb{P}_+ f \in X \);
(A2) \( X \) is a Banach algebra with respect to pointwise multiplication;
(A3) the set of trigonometric polynomials is dense in \( X \);
(A4) every complex homomorphism on \( X \) is of the form \( f \mapsto f(\zeta) \) for some \( \zeta \in \mathbb{T} \).

Recall that a complex homomorphism is a nonzero multiplicative linear functional.

It was shown in [PK] that if \( X \) satisfies (A1)–(A4), then \( \mathcal{A}X \subset X \). We refer the reader to [PK] where many examples of spaces satisfying (A1)–(A4) are given. Note that the space \( \mathcal{F}^1 \) of functions with absolutely converging Fourier series and the Besov spaces \( B^s_p \) for \( 1 \leq p < \infty, s > 1/p \) satisfy (A1)–(A4).

Note, however, that the operator \( \mathcal{A} \) is unbounded on \( B^s_p, 1 \leq p < \infty, s > 1/p \) (see [Pe4]), and on \( \mathcal{F}^1 \) (see [Pa]).

All function spaces satisfying (A1)–(A4) are separable. The third class of function spaces introduced in [PK] includes many nonseparable Banach spaces. It consists of function spaces (not necessarily normed spaces) satisfying the following axioms:

(B1) \( X \) is an algebra with respect to pointwise multiplication which contains the trigonometric polynomials and such that if \( f \in X \), then \( \tilde{f} \in X \) and \( \mathbb{P}_+ f \in X \);
(B2) there exists a space \( Y \) satisfying (A1)–(A4) such that \( X \subset Y \) and \( T_f X_+ \subset X_+ \) for every \( f \in Y_+ \);
(B3) if \( f \in X \) and \( \inf_{\tau \in T} |f(\tau)| > 0 \), then \( f^{-1} \in X \).

Note that in [PK] the axioms (B1)–(B3) were stated in a slightly different way but it can be shown easily that our axioms (B1)–(B3) are equivalent to the axioms (B1)–(B3) stated in [PK]. It was shown in [PK] that if \( X \) satisfies (B1)–(B3), then \( \mathcal{A}X \subset X \).

In this paper we deal with Banach algebras \( X \) which satisfy (B1)–(B3) and the following axiom:

(B4) there exists a Banach space \( Z \) such that \( X_+ \subset Z \subset H^\infty \), the inclusion \( X_+ \to Z \) is compact, and \( T_f X_+ \subset X_+ \) for every \( f \in Z \).

Clearly, \( X \) satisfies (B1)–(B4) if \( X \) is a Banach algebra satisfying (B1), (B3) and the following axiom:

(B2) there exists a space \( Y \) satisfying (A1)–(A4) such that \( X \subset Y \), the inclusion \( X \to Y \) is compact, and \( T_f X_+ \subset X_+ \) for every \( f \in Y_+ \).

We shall see later that many classical Banach spaces satisfy (B1), (B2), (B3).

It is easy to see that if \( X \) satisfies the axioms (A1)–(A4) or \( X \) satisfies the axioms (B1)–(B4), then for any \( \varphi \in X \) the Hankel operator \( H_\varphi \) is a bounded operator from \( X_+ \) to \( X_- \). It is also easy to see that if \( X \) satisfies (A1)–(A4), then for any \( \varphi \in X \), \( H_\varphi \) is a compact operator from \( X_- \) to \( X_+ \) (by (A3) \( H_\varphi \) is a norm limit of a sequence of Hankel operators with polynomial symbols which have finite rank). Let us prove that the same is true for spaces \( X \) satisfying (B1)–(B4).

**Theorem 3.1.** Let \( X \) be a function space satisfying (B1)–(B4) and let \( \varphi \in X \). Then the Hankel operator \( H_\varphi \) is a compact operator from \( X_- \) to \( X_+ \).

**Proof.** We can assume without loss of generality that \( \varphi \in X_- \). It follows easily from (B4) that \( H_\varphi f \in X_- \) for any \( f \in Z \). By the closed graph theorem \( H_\varphi \) is a bounded operator from \( Z \) to \( X_- \). The result follows now from the fact that the inclusion \( X_+ \to Z \) is compact. \( \square \)
It is easy to see and well known that if $X$ satisfies (A1)–(A4), then every complex homomorphism on $X_+$ coincides with a point evaluation $f \mapsto f(\zeta)$ at some $\zeta \in \text{clos } D$.

Suppose now that $X$ is a Banach algebra satisfying (B1)–(B3). It follows easily from (B2) that $X \subset C(T)$ and so all point evaluations $f \mapsto f(\zeta), \zeta \in \mathbb{T}$, are complex homomorphisms on $X$. The following fact is apparently well known.

**Lemma 3.2.** Let $X$ be a Banach algebra satisfying (B1)–(B3). Then each complex homomorphism on $X$ has the form $f \mapsto f(\zeta)$ for some $\zeta \in \mathbb{T}$. Each complex homomorphism on $X_+$ has the form $f \mapsto f(\zeta)$ for some $\zeta \in \text{clos } D$.

**Proof.** Let $\omega$ be a complex homomorphism on $X$ which is not a point evaluation at a point of $T$. Then there are functions $f_1, \ldots, f_n$ in $X$ such that

$$\inf_{\zeta \in T} \sum_{k=1}^{n} |f_k(\zeta)|^2 > 0, \quad \omega(f_k) = 0, \quad k = 1, \ldots, n.$$ 

Put $f = \sum_{k=1}^{n} |f_k|^2 \in X$. Clearly, $\omega(f) = \sum_{k=1}^{n} \omega(f_k) \omega(f_k) = 0$. Hence, $f$ is not invertible in $X$, which contradicts (B3).

Suppose now that $\omega$ is a complex homomorphism on $X_+$ which is not of the form $f \mapsto f(\zeta), \zeta \in \text{clos } D$. Then there are functions $f_1, \ldots, f_n$ in $X_+$ such that

$$\inf_{\zeta \in \text{clos } D} \sum_{k=1}^{n} |f_k(\zeta)|^2 > 0, \quad \omega(f_k) = 0, \quad k = 1, \ldots, n.$$ 

Since $X_+ \subset C_A \overset{\text{def}}{=} C(T) \cap H^2$ and all complex homomorphisms on $C_A$ are point evaluations at points of $\text{clos } D$, there exist $g_1, \ldots, g_n$ in $C_A$ such that $\sum_{k=1}^{n} f_k g_k = 1$ (1 is the constant function identically equal to 1). Clearly, we can find analytic polynomials $q_1, \ldots, q_n$ such that

$$\inf_{\zeta \in \text{clos } D} |\sum_{k=1}^{n} f_k(\zeta) q_k(\zeta)| > 0.$$ 

By (B3) the function $h = (\sum_{k=1}^{n} f_k q_k)^{-1}$ belongs to $X_+$. Put $\varphi_k = h q_k \in X_+$. Clearly, $\sum_{k=1}^{n} \varphi_k f_k = 1$, and so $\omega(1) = \sum_{k=1}^{n} \omega(\varphi_k) \omega(f_k) = 0$, which is impossible since $\omega(1) = 1$. \qed

Let us give examples of nonseparable Banach spaces satisfying the axioms (B1), (B2'), (B3).

**Example 1.** The Hölder–Zygmund classes $\Lambda_\alpha, \alpha > 0$. The space $\Lambda_\alpha$ is nonseparable. Denote by $\lambda_\alpha$ the closure of the set of trigonometric polynomials in $\Lambda_\alpha$. Let $0 < \beta < \alpha$. It was shown in [PK] that the classes $\Lambda_\alpha$ satisfy the axioms (B1)–(B3) with $Y = \lambda_\beta$. Let us show that the inclusion $\Lambda_\alpha \rightarrow \lambda_\beta$ is compact, and so $\Lambda_\alpha$ satisfies (B1), (B2'), and (B3).

Let $W_n, n \in \mathbb{Z}$, be the trigonometric polynomials defined in §1. Define the finite rank operator $R_m : \Lambda_\alpha \rightarrow \lambda_\beta, m \in \mathbb{Z}_+$, by

$$R_m f = \sum_{j=-m}^{m} f \ast W_j.$$
It is easy to see that
\[
\|f - R_m f\|_{L^\beta} \leq \sum_{|n| \geq m} \|f * W_n\|_{L^\beta} \leq \text{const} \sum_{|n| \geq m} 2^{|n|\beta} \|f * W_n\|_{L^\infty}
\]
\[
\leq \text{const} \sum_{|n| \geq m} 2^{|n|\beta - |n|\alpha} \|f * W_n\|_{\Lambda_n}
\]
\[
\leq \text{const} \|f\|_{\Lambda_n} \sum_{|n| \geq m} 2^{|n|(|\beta - \alpha|)} \to 0 \quad \text{as} \ m \to \infty.
\]
Hence, the inclusion \(\Lambda_\alpha \to \Lambda_\beta\) is compact.

**Example 2.** Let \(n\) be a positive integer. Consider the space \(BMO^{(n)}\) which consists of functions \(f \in L^\infty\) whose \(n\)th derivative (in the distributional sense) is in \(BMO\). The space \(BMO^{(n)}\) can be endowed with a natural norm. It was shown in [PK] that \(BMO^{(n)}\) satisfies (B1)–(B3) with \(Y = \mathcal{F}\ell^1\). To show that \(BMO^{(n)}\) satisfies (B2'), it is sufficient to prove that the inclusion \(BMO^{(n)} \to \mathcal{F}\ell^1\) is compact. Indeed, let \(1/2 < \beta < \alpha < n\). It is well known that \(BMO^{(n)} \subset \Lambda_\alpha\) and \(\lambda_\beta \subset \mathcal{F}\ell^1\). The result follows now from the fact that the inclusion \(\Lambda_\alpha \to \lambda_\beta\) is compact (see Example 1).

**Example 3.** Let \(n\) be a positive integer. Consider the space \((H^\infty + \overline{H^\infty})^{(n)}\) of functions \(f \in L^\infty\) whose \(n\)th derivative (in the distributional sense) is in \(H^\infty + \overline{H^\infty}\). It was shown in [PK] that \((H^\infty + \overline{H^\infty})^{(n)}\) satisfies (B1)–(B3) with
\[
Y = \{f : \sum_{n \in \mathbb{Z}} |f(n)| \log(2 + |n|) < \infty\}.
\]
To prove that \((H^\infty + \overline{H^\infty})^{(n)}\) satisfies the axiom (B2') we show that the inclusion \((H^\infty + \overline{H^\infty})^{(n)} \to Y\) is compact. Again, let \(1/2 < \beta < \alpha < n\). It is well known that \((H^\infty + \overline{H^\infty})^{(n)} \subset \Lambda_\alpha\) and \(\lambda_\beta \subset Y\). As in Example 2 the result follows from the fact that the inclusion \(\Lambda_\alpha \to \lambda_\beta\) is compact.

**Example 4.** Let \(w = \{w_n\}_{n \geq 0}\) be a nondecreasing sequence of positive numbers. Consider the space \(\mathcal{F}\ell^\infty(w)\) to be the space of formal trigonometric series
\[
f \sim \sum_{n \in \mathbb{Z}} \hat{f}(n) z^n
\]
such that
\[
\|f\|_{\mathcal{F}\ell^\infty(w)} = \sup_{n \in \mathbb{Z}} |\hat{f}(n) w|_n | < \infty.
\]
Suppose that the sequence \(\{w_n\}_{n \geq 0}\) satisfies the following conditions:
\begin{equation}
(3.2)
\sup_{m \in \mathbb{Z}} \sum_{k+j=m} \frac{w|m|}{w|k| w|j|} < \infty
\end{equation}
and
\begin{equation}
(3.3)
\sup_{n \geq 0} \frac{w_{2n}}{w_n} < \infty.
\end{equation}
It was shown in [PK] that the space \(\mathcal{F}\ell^\infty(w)\) satisfies (B1)–(B3) with \(Y = \mathcal{F}\ell^1\). Let us show that the inclusion \(\mathcal{F}\ell^\infty(w) \to \mathcal{F}\ell^1\) is compact, which would imply that
\( \mathcal{F}^{\infty}(w) \) satisfies (B2'). The following inequality was proved in [PK]:
\[
\sum_{k=0}^{m} \frac{1}{w_k} \leq \sum_{k=0}^{m} \frac{w_m}{w_{m-k}w_k} \leq \text{const}.
\]
Hence,
\[
\left\| \sum_{|k| \geq n} \hat{f}(k)z^k \right\|_{\mathcal{F}^{\infty}(w)} \leq \text{const} \sum_{|k| \geq n} \frac{1}{w_k} \to 0 \quad \text{as } n \to \infty,
\]
which proves that the inclusion \( \mathcal{F}^{\infty}(w) \to \mathcal{F}^{1} \) is compact.

It is easy to show that the sequence \( \{w_n\}_{n \in \mathbb{Z}} \) with \( w_n = (1 + |n|)^\alpha \), \( \alpha > 1 \), satisfies (3.2) and (3.3) and so the space
\[
\left\{ f = \sum_{n \in \mathbb{Z}} \hat{f}(n)z^n : |\hat{f}(n)| \leq \text{const} \cdot (1 + |n|)^{-\alpha} \right\}
\]
satisfies (B1), (B2'), (B3).

Note that it follows from Theorem 3.1 that if \( X \) is a space from the above examples and \( \varphi \in X \), then the Hankel operator \( H_\varphi \) is a compact operator from \( X_+ \) to \( X_- \). For \( X = \Lambda_\alpha \), \( 0 < \alpha < \infty \), \( \alpha \not\in \mathbb{Z} \), this fact was proved earlier in [BG2]. However, the proof given in this paper is simpler and works for any \( \alpha > 0 \) as well as for many other function spaces.

**Remark.** In [Pe3] continuity properties of the operator \( A \) of best approximation by analytic functions as well as of operators of best approximations by meromorphic functions were studied in the norm of a space \( X \) satisfying (A1)–(A4). Since by Theorem 3.1 Hankel operators \( H_\varphi, \varphi \in X \), are compact on \( X_+ \) for any \( X \) satisfying (B1)–(B4), it follows that the results of [Pe3] are also valid for function spaces satisfying (B1)–(B4).

### 4. Wiener–Masani factorizations

We consider here the so-called Wiener–Masani factorization problem. Let \( W \) be a positive definite square matrix function such that \( W \in L^1(\mathbb{M}_{n,n}) \) and \( \log \det W \in L^1 \). It is well known that \( W \) admits a factorization in the form
\[
W = \Psi^*\Psi,
\]
where \( \Psi \) is an outer function in \( H^2(\mathbb{M}_{n,n}) \) (see [R]). Recall that a function \( \Psi \) in \( H^2(\mathbb{M}_{n,n}) \) is called *outer* if the set
\[
\{ \Psi q : q \text{ is a polynomial in } H^2(\mathbb{C}^n) \}
\]
is dense in \( H^2(\mathbb{C}^n) \). Such factorizations are called Wiener–Masani factorizations. If \( W = \Psi_1^*\Psi_1 \) is another such factorization with an outer function \( \Psi_1 \), then \( \Psi_1 = U\Psi \), where \( U \) is a unitary constant (see [R]).

In this section we study Wiener–Masani factorizations for functions \( W \in X(\mathbb{M}_{n,n}) \). Throughout this section \( X \) is a function space satisfying the axioms (A1)–(A4) or the axioms (B1)–(B4).

The proof of the following theorem is standard and we give it for completeness.

**Theorem 4.1.** Let \( W \) be a positive definite \( n \times n \) matrix function in \( X \) such that \( W(\zeta) \) is invertible for any \( \zeta \in \mathbb{T} \). Then \( W \) admits a factorization in the form (4.1), where \( \Psi \) is a matrix function invertible in \( X_+(\mathbb{M}_{n,n}) \).
It is easy to see that if \( \Psi \) is a function invertible in \( X_+(\mathbb{M}_{n,n}) \), then \( \Psi \) is outer.

To prove Theorem 4.1 we need a lemma. Note that if \( F \) is an \( n \times n \) matrix function in \( X \), then the Toeplitz operator \( T_F \) maps \( X_+(\mathbb{C}^n) \) into itself and can be considered as a bounded operator on \( X_+(\mathbb{C}^n) \).

**Lemma 4.2.** Let \( W \) be a positive-definite \( n \times n \) matrix function in \( X \) such that \( W(\zeta) \) is invertible for any \( \zeta \in \mathbb{T} \). Then the Toeplitz operator \( T_W \) is an invertible operator on \( X_+(\mathbb{C}^n) \).

**Proof of Lemma 4.2.** We have

\[
(4.2) \quad T_W T_{W^{-1}} = I - H_W^* H_{W^{-1}},
\]

where \( H_{W^{-1}} : H^2(\mathbb{C}^n) \to H^2(\mathbb{C}^n) \) is a Hankel operator and \( H_W^* : H^2(\mathbb{C}^n) \to H^2(\mathbb{C}^n) \) is the adjoint to the Hankel operator \( H_W \). It is easy to see that the operator \( H_W^* H_{W^{-1}} \) maps \( X_+(\mathbb{C}^n) \) into itself and we can consider it as a bounded operator on \( X_+(\mathbb{C}^n) \). In fact it is a compact operator on \( X_+(\mathbb{C}^n) \) since the Hankel operator \( H_{W^{-1}} \) is a compact operator from \( X_+(\mathbb{C}^n) \) to \( X_-(\mathbb{C}^n) \).

Thus in (4.2) we can assume that both sides of the equation are operators on \( X_+(\mathbb{C}^n) \). Let us show that \( T_W T_{W^{-1}} \) is an invertible operator on \( X_+(\mathbb{C}^n) \). Since \( H_{W^{-1}} \) is compact, it is sufficient to show that \( \text{Ker} T_W T_{W^{-1}} = \{0\} \). This follows from the fact that \( \text{Ker} T_W = \text{Ker} T_{W^{-1}} = \{0\} \).

Let us show that \( \text{Ker} T_W = \{0\} \); the proof of the equality \( \text{Ker} T_{W^{-1}} = \{0\} \) is the same. Suppose that \( f \in \text{Ker} T_W \). We have

\[
0 = (T_W f, f)_{L^2(\mathbb{C}^n)} = (\mathbb{P}_+ W f, f)_{L^2(\mathbb{C}^n)} = (W f, \mathbb{P}_+ f)_{L^2(\mathbb{C}^n)}
\]

\[
= (W f, f)_{L^2(\mathbb{C}^n)} = \int_{\mathbb{T}} (W(\zeta) f(\zeta), f(\zeta))_{\mathbb{C}^n} \, dm(\zeta).
\]

Since \( W(\zeta) \) is positive definite and invertible, it follows that \( f = 0 \).

It follows now from the invertibility of \( T_W T_{W^{-1}} \) that \( T_W \) maps \( X_+(\mathbb{C}^n) \) onto itself. A similar argument shows that

\[
T_{W^{-1}} T_W = I - H_{W^{-1}}^* H_W
\]

is an invertible operator on \( X_A(\mathbb{C}^n) \) which implies that the operator \( T_W \) on \( X_+(\mathbb{C}^n) \) has trivial kernel.

**Proof of Theorem 4.1.** Since \( T_W \) is invertible as an operator on \( X_+(\mathbb{C}^n) \), there exist functions \( f_j \in X_+(\mathbb{C}^n) \), \( 1 \leq j \leq n \), such that

\[
T_W f_j = \begin{pmatrix} 0 \\ \vdots \\ 1 \\ \vdots \\ 0 \end{pmatrix},
\]

\((1\) is in the \( j \)th row). Consider the \( n \times n \) matrix function

\[
F = \begin{pmatrix} f_1 & \cdots & f_n \end{pmatrix}.
\]

Clearly,

\[
(\mathbb{P}_+ W F)(\zeta) = I, \quad \text{a.e. on } \mathbb{T}.
\]

It follows that \( WF \in H^2 \).
Put $Ξ = F^*WF$. Then $Ξ \in \overline{H^2}$ since both $F^*$ and $WF$ are in $\overline{H^2}$. Clearly, $Ξ^* = Ξ$, and so $Ξ$ is a constant function.

Assume that $\det Ξ = 0$. We have $\det Ξ = |\det F(ζ)|^2 \det W(ζ)$ for $ζ \in \mathbb{T}$. Since the columns $f_1(ζ), \ldots, f_n(ζ)$ of $F(ζ)$ are linearly independent on $\mathbb{T}$, it follows that $\det F(ζ) \neq 0$ on $\mathbb{T}$. However, this contradicts the invertibility of $W(z)$, $ζ \in \mathbb{T}$. Hence $\det Ξ \neq 0$, and so $Ξ$ is invertible.

Put $Ψ^* \overset{\text{def}}{=} Ξ^{1/2}F^{-1}$. Clearly, $Ψ, Ψ^{-1} \in X$. We have

$$Ψ^*Ψ = F^{*-1}Ξ^{1/2}Ξ^{1/2}F^{-1} = W.$$  \hspace{1cm} \Box

The last equality is an immediate consequence of the definition of $Ξ$.

**Corollary 4.3.** Suppose that $W$ satisfies the hypotheses of Theorem 4.1. If $Ψ$ is an outer $n \times n$ matrix function in $H^2$ such that $Ψ^*Ψ = W$, then $Ψ, Ψ^{-1} \in X$.

**Proof.** The result follows immediately from Theorem 4.1 and the uniqueness of a Wiener–Masani factorization modulo a constant unitary factor. \hspace{1cm} \Box

**Corollary 4.4.** Suppose that $W$ satisfies the hypotheses of Theorem 4.1. If $Ω$ is an outer $n \times n$ matrix function in $H^2$ such that $ΩΩ^* = W$, then $Ω, Ω^{-1} \in X$.

**Proof.** Consider the transposed matrices: $W^* = (Ω^*)^*Ω^!$. Then $Ω^!$ is also an outer function since a square matrix function in $H^2$ is outer if and only if its determinant is a scalar outer function (see [N], Lect. I, Sect. 6). The result follows now from Corollary 4.3. \hspace{1cm} \Box

5. Isometric-outer factorizations

In this section we consider representations of matrix functions as a product of an isometric-valued function and an outer function. It is well known that if $Φ$ is an $n \times m$ matrix function in $L^2$ such that $det Φ^*Φ \in L^1$, then $Φ$ admits a factorization $Φ = UΨ$, where $Ψ$ is an $n \times n$ outer matrix function in $H^2$ and $U$ is an $n \times m$ isometric-valued function, i.e., for almost all $ζ \in \mathbb{T}$

$$||U(ζ)x||_{C^m} = ||x||_{C^m}$$

for any $x \in C^n$. Such a factorization is unique modulo a multiplicative constant.

As usual, we assume here that $X$ is a function space satisfying the axioms (A1)–(A4) or the axioms (B1)–(B4). In this section we show that if $Φ \in X$, then $U \in X$ and $Ψ$ is an invertible function in $X$.

**Theorem 5.1.** Let $Φ$ be an $n \times m$ matrix function in $X$ such that $\text{rank} \ Φ(ζ) = n$ for all $ζ \in \mathbb{T}$. Then $Φ$ admits a factorization

$$Φ = UΨ,$$

where $U$ is an $n \times m$ isometric-valued function in $X$ and $Ψ$ is an $n \times n$ outer function such that $Ψ, Ψ^{-1} \in X$.

**Proof.** Let $W \overset{\text{def}}{=} Φ^*Φ$. Then $W$ is positive definite and $W$ is invertible in $X$. By Theorem 4.1, $W$ admits a factorization

$$W = Ψ^*Ψ,$$

where $Ψ$ is an invertible function in $X$. Put $U = ΦΨ^{-1}$. Clearly, $U \in X$. We have

$$U^*U = Ψ^{*-1}Φ^*ΦΨ^{-1} = Ψ^{*-1}Ψ^*Ψ^{-1} = I,$$

and so $U$ is isometric-valued. \hspace{1cm} \Box
6. Maximizing vectors of vectorial Hankel operators

Again, unless otherwise specified, we assume in this section that $X$ is a function space satisfying the axioms (A1)–(A4) or the axioms (B1)–(B4).

The following result shows that for Hankel operators with symbols in $X$ the maximizing vectors also belong to $X$. In the scalar case this was proved earlier in [PK]; see also [DG] for similar results, though the approach of [DG] is quite different.

**Theorem 6.1.** Let $\Phi$ be an $m \times n$ matrix function in $X$ such that $\mathbb{P}_- \Phi \neq \emptyset$. Then all maximizing vectors of $H_\Phi$ belong to $X$.

**Proof.** Consider the compact self-adjoint operator $H_\Phi^* H_\Phi$ on $H^2(\mathbb{C}^n)$. Obviously, it maps $X_+(\mathbb{C}^n)$ into itself. Let $R$ be the operator on $X_+(\mathbb{C}^n)$ defined by $Rf = H_\Phi^* H_\Phi f$, $f \in X_+(\mathbb{C}^n)$. As we have seen in §3 (see Theorem 3.1 and a discussion preceding it), the operator $R$ is compact. Since the maximizing vectors of $H_\Phi$ are the eigenvectors of $H_\Phi^* H_\Phi$ that correspond to the eigenvalue $\|H_\Phi\|^2$, the result follows from Corollary 2.3. □

**Theorem 6.2.** Under the hypotheses of Theorem 6.1 there exists a maximizing vector $f \in X$ such that $f(\zeta) \neq \emptyset$ for any $\zeta \in T$.

To prove Theorem 6.2 we need the following lemma from [PY3].

**Lemma 6.3.** Let $X$ be a function space satisfying the axioms (A1)–(A4). Suppose that $\Phi$ is an $m \times n$ function in $X$ such that $\mathbb{P}_- \Phi \neq \emptyset$. If $f$ is a maximizing vector of $H_\Phi$ and $f(\zeta) = \emptyset$ for some $\zeta \in T$, then $(\zeta - z)^{-1} f \in X$ and $(\zeta - z)^{-1} f$ is a maximizing vector of $H_\Phi$.

Note that in [PY3] it was assumed that $X$ satisfies (A1)–(A4) and condition (1.1). However, (1.1) was used in [PY3] only to conclude that the maximizing vectors belong to $X$. Since this is true by Theorem 6.1 without assuming (1.1), the proof of Lemma 6.3 given in [PY3] works for spaces $X$ satisfying (B1)–(B4).

**Proof of Theorem 6.2.** Suppose first that $X$ satisfies (A1)–(A4). Take an arbitrary maximizing vector $f_0$. If $f_0(\zeta_0) = \emptyset$ for some $\zeta_0 \in T$, consider the function $f_1 \overset{\text{def}}{=} (\zeta_0 - z)^{-1} f_0$. By Lemma 6.3, $f_1$ is also a maximizing vector for $H_\Phi$. If $f_1(\zeta_1) = \emptyset$ for some $\zeta_1 \in T$, consider the maximizing vector $f_2 \overset{\text{def}}{=} (\zeta_1 - z)^{-1} f_1$. Since the operator $H_\Phi$ is compact, there can be only finitely many linear independent maximizing vectors. Therefore our process cannot last infinitely long, which means that sooner or later we construct a maximizing vector $f$ such that $f(\zeta) \neq \emptyset$ for any $\zeta \in T$.

Suppose now that $X$ satisfies the axioms (B1)–(B4). Let $Y$ be the space from (B2). Clearly, $\Phi \in Y$, and so there exists a maximizing vector $f \in Y$ such that $f(\zeta) \neq 0$ for any $\zeta \in T$. It follows from Theorem 6.1 that $f \in X$. □

7. Unitary-valued functions. The recovery problem

In this section we use the results of §6 to solve two problems: the Wiener–Hopf factorization problem for unitary-valued functions and the recovery problem for unitary-valued functions.

We stated the recovery problem in the introduction under the assumption that the Toeplitz operator $T_\bigcirc : H^2(\mathbb{C}^n) \to H^2(\mathbb{C}^n)$ is Fredholm or has a dense range.
If \( T_U \) is Fredholm, then \( T_{\bar{e}^N} \) maps \( H^2(\mathbb{C}^n) \) onto itself for sufficiently large \( N \). Therefore it is sufficient to consider the case when \( T_U \) has dense range.

Let us start with the recovery problem for a Banach (or quasi-Banach) \( \mathcal{R} \)-space \( X \) (see §3). It was shown in [Pe2] that if \( U \) is a unitary-valued function such that \( T_U \) has dense range in \( H^2(\mathbb{C}^n) \), then \( H_{U^*}^*H_U \) is unitarily equivalent to the restriction of \( H_{U^*}^* \) to an invariant subspace. It follows that \( s_k(H_{U^*}) \leq s_k(H_U) \) for any \( k \geq 0 \). This implies the following solution of the hereditary problem for \( \mathcal{R} \)-spaces.

**Theorem 7.1.** Let \( X \) be a quasi-Banach \( \mathcal{R} \)-space and let \( U \) be a unitary-valued matrix function such that the Toeplitz operator \( T_U : H^2(\mathbb{C}^n) \to H^2(\mathbb{C}^n) \) has dense range. If \( \mathbb{P} \perp U \in X \), then \( U \in X \).

Let us proceed to the case when \( X \) satisfies the axioms (A1)–(A4) or the axioms (B1)–(B4).

**Theorem 7.2.** Suppose that \( X \) is a function space that satisfies the axioms (A1)–(A4) or the axioms (B1)–(B4). Let \( U \) be a unitary-valued matrix function such that the Toeplitz operator \( T_U \) has dense range in \( H^2(\mathbb{C}^n) \). If \( \mathbb{P} \perp U \in X \), then \( U \in X \).

Let us first show that under the hypotheses of Theorem 7.2 the operator \( T_U : H^2(\mathbb{C}^n) \to H^2(\mathbb{C}^n) \) is Fredholm. Since \( X \subset C(\mathbb{T}) \), it follows that \( \mathbb{P} \perp U \in \text{VMO} \). As we have mentioned in §3, \( \text{VMO} \) is an \( \mathcal{R} \)-space, and so by Theorem 7.1, \( U \in \text{VMO} \). Therefore the Hankel operators \( H_U \) and \( H_{U^*} \) are compact (see, e.g., [PK]) and the fact that \( T_U \) is Fredholm follows from the following well-known formulas which are easy to verify:

\[
I - T_{U^*}T_U = H_{U^*}^*H_U, \quad I - T_UT_{U^*} = H_U^*H_{U^*}.
\]

Now let \( U \) be a unitary-valued function such that \( T_U \) is Fredholm. Then by Simonenko’s theorem mentioned in the introduction, \( U \) admits a factorization

\[
U = \Psi^*_1 \Lambda \Psi_1,
\]

where \( \Psi^\pm_1, \Psi^\pm_2 \in H^2(\mathbb{C}^n) \) and \( \Lambda \) is a diagonal matrix of the form

\[
\Lambda = \text{diag}(z^{d_1}, z^{d_2}, \ldots, z^{d_n}), \quad d_1, \ldots, d_n \in \mathbb{Z}.
\]

It is easy to see that Theorem 7.2 follows immediately from the following theorem which solves the Wiener–Hopf factorization problem in \( X \) for unitary-valued functions. In fact we obtain an even stronger result since instead of assuming that \( U \in X \) we assume only that \( \mathbb{P} \perp U \in X \).

**Theorem 7.3.** Suppose that \( X \) is a function space that satisfies the axioms (A1)–(A4) or the axioms (B1)–(B4). Let \( U \) be a unitary-valued function such that \( \mathbb{P} \perp U \in X \). Then the functions \( \Psi_1, \Psi_1^{-1}, \Psi_2, \) and \( \Psi_2^{-1} \) in (7.1) belong to \( X \).

**Proof.** Let us first prove that \( \Psi_1 \in X \) and \( \Psi_1^{-1} \in X \). Without loss of generality we may assume that all the indices of the factorization (7.1) are negative. Otherwise, we can multiply \( U \) by \( \bar{z}^N \) for a sufficiently large integer \( N \). Let \( \epsilon \) be an arbitrary nonzero vector in \( \mathbb{C}^n \). It is easy to see that \( \Psi_1^{-1} \epsilon \) is a maximizing vector for \( H_U \).

It follows now from Theorem 6.1 that \( \Psi_1^{-1} \epsilon \in X \), and so \( \Psi_1^{-1} \in X \).

Let us show that \( \Psi_1 \in X \). Put \( G = \Psi_1^{-1} \in X \). It is sufficient to show that the matrix \( G(\zeta) \) is invertible for all \( \zeta \in \mathbb{T} \).
Consider Ker $T_U$. It admits the following description:

\begin{equation}
\text{Ker } T_U = \left\{ G \left( \begin{array}{c} q_1 \\ \vdots \\ q_n \end{array} \right) : q_j \text{ is a polynomial in } H^2, \text{ deg } q_j < |d_j| \right\}.
\end{equation}

Indeed, it is easy to see that the right-hand side of (7.2) is contained in the left-hand side and by (1.3) the dimensions of both sides are equal.

Assume that $G(\zeta_0)$ is noninvertible for some $\zeta_0 \in \mathbb{T}$. Then $G(\zeta_0)e = \emptyset$ for some nonzero $e \in \mathbb{C}^n$. It is easy to see from (7.2) that $Ge$ is a nonzero function in Ker $T_U$. Clearly, a nonzero vector in $H^2(\mathbb{C}^n)$ is maximizing for $H_U$ if and only if it belongs to Ker $T_U$.

If $X$ satisfies (A1)–(A4), then by Lemma 6.3 the function $(\zeta_0 - z)^{-1}Ge$ is a maximizing vector for $H_U$, and so it belongs to Ker $T_U$. If $X$ satisfies (B1)–(B4), then $Ge \in Y$, where $Y$ is the space from the axiom (B2). Again, by Lemma 6.3 $(\zeta_0 - z)^{-1}Ge \in Y$ and $(\zeta_0 - z)^{-1}Ge$ is a maximizing vector for $H_U$. However, it is easy to see that $(\zeta_0 - z)^{-1}Ge$ does not belong to the right-hand side of (7.2).

Let us show that $\Psi_2, \Psi_2^{-1} \in X$. Since $U$ is unitary-valued, it follows that

\begin{equation}
(U^*U)(\zeta) = (\Psi_1^* \Lambda^* \Psi_2 \Psi_2^{-1} \Lambda \Psi_1)(\zeta) = I, \quad \zeta \in \mathbb{T},
\end{equation}

and so

\begin{equation}
\Psi_2 \Psi_2^{-1} = \Lambda \Psi_1^{-1} \Psi_1^{-1} \Lambda^*.
\end{equation}

Since $\Psi_2$ is an outer function and the right-hand side of (7.3) is invertible in $X$, the result follows from Corollary 4.4. \hfill \square

8. Wiener–Hopf factorizations

In this section we consider Wiener–Hopf factorizations of matrix functions in a function space $X$ which satisfies the axioms (A1)–(A4) or the axioms (B1)–(B4). If $\Phi$ is an $n \times n$ matrix function in $X$ such that $\det \Phi(\zeta) \neq 0$ for any $\zeta \in \mathbb{T}$, then the Toeplitz operator $T_{\Phi}$ on $H^2(\mathbb{C}^n)$ is Fredholm, and so $\Phi$ admits a Wiener–Hopf factorization

\begin{equation}
\Phi = \Psi_1^* \Lambda \Psi_1,
\end{equation}

where $\Psi_1, \Psi_1^{-1}, \Psi_2, \Psi_2^{-1} \in H^2$ and $\Lambda$ is a diagonal matrix function of the form

$$
\Lambda = \text{diag}\{z^{d_1}, z^{d_2}, \ldots, z^{d_n}\}, \quad d_1, \ldots, d_n \in \mathbb{Z}.
$$

We are going to prove in this section that for $\Phi \in X$ the matrix functions $\Psi_1$ and $\Psi_2$ are invertible functions in $X$.

**Theorem 8.1.** Let $\Phi$ be an $n \times n$ matrix function in $X$ such that $\det \Phi(\zeta) \neq 0$ for any $\zeta \in \mathbb{T}$. Suppose that (8.1) is a Wiener–Hopf factorization of $\Phi$. Then $\Psi_1, \Psi_1^{-1}, \Psi_2, \Psi_2^{-1} \in X$.

**Proof.** By Theorem 5.1, $\Phi$ admits a representation $\Phi = U \Psi$, where $U$ is a unitary-valued function in $X$ and $\Psi$ is an outer function which is invertible in $X$.

Suppose that $\Phi$ admits a factorization in the form (8.1). We have

$$
U = \Psi_2^* \Lambda \Psi_1^{-1}.
$$

Clearly, $\Psi_1 \Psi^{-1,1} \in H^2$ and $(\Psi_1 \Psi^{-1,1})^{-1} \in H^2$. By Theorem 7.2, $\Psi_2, \Psi_2^{-1} \in X$ and $\Psi_1 \Psi^{-1,1}, (\Psi_1 \Psi^{-1,1})^{-1} \in X$, which implies that $\Psi_1, \Psi^{-1,1} \in X$. \hfill \square
9. 

Superoptimal approximation by analytic matrix functions

In this section we study hereditary properties of the operator $A = A^{(m,n)}$ of superoptimal approximation by analytic matrix functions. For a function space $X$ satisfying (A1)–(A4) or (B1)–(B4) we are going to prove that if $\Phi$ is an $m \times n$ matrix function in $X$, then $A\Phi \in X$.

Let us recall how to construct the unique superoptimal approximation to $\Phi \in H^\infty + C$ (see [PY2]). Without loss of generality we may assume that $n \leq m$. Let $v$ be a maximizing vector of the Hankel operator $H_\Phi : H^2(\mathbb{C}^n) \to H^2(\mathbb{C}^m)$. If $n = 1$, then $v$ is a scalar function and $\Phi$ has a unique best approximant $Q$ by $H^\infty$ functions which is given by

$$Q = \Phi - \frac{H_\Phi v}{v}.$$  

Suppose now that $n > 1$. If $\mathbb{P}_-\Phi = 0$, then $A\Phi = \Phi$. Otherwise put $w = \frac{1}{t_0}H_\Phi v$, where $t_0 \triangleq \|H_\Phi\|$. Then the vector functions $v$ and $\bar{z}w$ admit the factorizations

$$w = b_1hv_{(i)}, \quad \bar{z}w = b_2hw_{(i)},$$

where $h$ is a scalar outer function in $H^2$, $b_1$ and $b_2$ are finite Blaschke products, and $v_{(i)}$ and $w_{(i)}$ are column functions which are inner and co-outer.

Recall that a matrix function $F \in H^\infty (\mathbb{M}_{m,n})$ is called inner if the matrices $F(\zeta)$ are isometric for almost all $\zeta \in \mathbb{T}$. $F$ is called outer if multiplication by $F$ on $H^2(\mathbb{C}^n)$ has dense range in $H^2(\mathbb{C}^m)$. This definition is consistent with the definition given in §4. Finally, $F$ is called co-outer if the transposed function $F^*$ is outer.

The column functions $v_{(i)}$ and $w_{(i)}$ admit thematic completions, i.e., there exist inner co-outer matrix functions $\Theta$ and $\Xi$ such that the matrix functions $\begin{pmatrix} v_{(i)} & \Theta \end{pmatrix}$ and $\begin{pmatrix} w_{(i)} & \Xi \end{pmatrix}$ on $\mathbb{T}$ are unitary-valued. We call such functions thematic matrix functions. Put

$$V = \begin{pmatrix} v_{(i)} & \Theta \end{pmatrix}, \quad W = \begin{pmatrix} w_{(i)} & \Xi \end{pmatrix}^t.$$  

If $Q \in H^\infty$ is an arbitrary $H^\infty$ best approximation to $\Phi$, then $\Phi - Q$ admits the factorization

$$\Phi - Q = W^* \begin{pmatrix} t_0u_0 & \Theta(1) \\ \Theta(1) & \Phi(1) \end{pmatrix} V^*,$$

where $u_0 = \bar{z}b_1b_2h/h$ and $\Phi^{(1)}$ is an $(m-1) \times (n-1)$ matrix function in $H^\infty + C$.

This procedure reduces finding $A\Phi$ to finding $A\Phi^{(1)}$. Indeed,

$$\Phi - A\Phi = W^* \begin{pmatrix} t_0u_0 & \Theta(1) \\ \Theta(1) & \Phi^{(1)} \end{pmatrix} V^*$$

(see [PY1]). Continuing in this way we eventually arrive at the situation when $n = 1$.

Let $Q$ be an arbitrary $H^\infty$ best approximant to $\Phi$. Then it is well known (see, e.g., [AAK]) that

$$H_\Phi v = (\Phi - Q)v = t_0w, \quad H_\Phi w = (\Phi^* - Q^*)w = t_0v,$$

and so

$$Qv = \Phi v - t_0w, \quad Q^* w = \Phi^* w - t_0v = \mathbb{P}_-\Phi^* w.$$

Thus $Q$ must satisfy the following equations:

$$Qv = T_\Phi v, \quad Q^*(\bar{z}w) = T_{\Phi^*}(\bar{z}w).$$
It follows that
\[ Qv(i) = \varphi_1, \quad Q^t w(i) = \varphi_2, \]
where
\[ \varphi_1 \overset{\text{def}}{=} \frac{b_1 T_\Phi v}{h}, \quad \varphi_2 \overset{\text{def}}{=} \frac{b_2 T_\Phi (\bar{w})}{h}. \]
Clearly, (9.6) implies that \( \varphi_1, \varphi_2 \in H^\infty \). It also follows from (9.6) that
\[ \varphi_2^t v(i) = w^t(i) \varphi_1, \]
(9.8)
since both functions are equal to \( w^t(i) Qv(i) \).

The situation seems to be not quite satisfactory since to lower the size of the matrix function we have to find a best approximant \( Q \). To prove that \( A \Phi \) inherits properties of \( \Phi \) we should find a best approximant \( Q \) in the same class \( X \), which looks like a complicated problem.

Fortunately, we do not have to find a best approximant \( Q \) in \( X \). Also observe in [PY2] (see also [PY3]) the above scheme works if \( Q \) is not necessarily a best \( H^\infty \) approximation to \( \Phi \). It is sufficient to take an arbitrary function \( Q \in H^\infty(M_{m,n}) \) which satisfies (9.6).

In [PY2] a solution \( Q \) of equations (9.6) was found in terms of solutions of corona problems. Since the column functions \( v(i) \) and \( w(i) \) are inner co-outer and belong to \( VMO \) (see [PY1]), it follows that they satisfy Carleson’s corona condition (see [PY1]), and so there exist column functions \( \psi_1 \) and \( \psi_2 \) in \( H^\infty \) such that
\[ \psi_1^t v(i) = \psi_2^t w(i) = 1, \]
(9.9)
where \( 1 \) is the function identically equal to 1. It was found in [PY2] (this is an elementary exercise) that the \( H^\infty(M_{m,n}) \) function
\[ Q = \varphi_1 \psi_1^t + \varphi_2 \psi_2^t - \psi_2 \psi_1^t v(i) \psi_1 \]
satisfies equations (9.7), and so a factorization of the form (9.4) holds which allows us to reduce the problem to finding the superoptimal approximant to \( \Phi^{(1)} \).

To obtain a heredity theorem for matrix functions \( \Phi \) in \( X \) we need the following result proved in [Pe5].

**Lemma 9.1.** Let \( U \) be an \( n \times n \) unitary-valued matrix function of the form \( \begin{pmatrix} \vartheta & \Theta \end{pmatrix} \), where \( \vartheta \) is a column function, and the functions \( \vartheta \) and \( \Theta \) are inner and co-outer. Then the Toeplitz operator \( T_U : H^2(\mathbb{C}^n) \rightarrow H^2(\mathbb{C}^n) \) has trivial kernel and dense range.

**Theorem 9.2.** Suppose that \( X \) is a function space satisfying (A1)–(A4) or (B1)–(B4). Let \( \Phi \) be a matrix function in \( X \). Then \( A \Phi \in X \).

**Proof.** By Theorem 6.2 we can find a maximizing vector \( v \) of \( H_\Phi \) which belongs to \( X \) and such that \( v(\zeta) \neq 0 \) for any \( \zeta \in \mathbb{T} \).

We argue by induction on \( n \). If \( n = 1 \), the result follows from (9.1). Suppose now that \( n > 1 \).

Clearly, the vector function \( w = H_\Phi v \) belongs to \( X \). Since the outer function \( h \) in (9.2) satisfies
\[ |h(\zeta)| = \|v(\zeta)\|_{\mathbb{C}^n} = \|w(\zeta)\|_{\mathbb{C}^n}, \]
and \( v \) has no zeros on \( \mathbb{T} \), it follows that \( h \) and \( h^{-1} \) belong to \( X \). Therefore the inner column functions \( v(i) \) and \( w(i) \) also belong to \( X \). Consider the functions \( V \)
and $W$ defined by (9.3). Clearly, $P_- V$, $P_- W \in X$. It follows from Lemma 9.1 and from Theorem 7.2 that $V$, $W \in X$. It is also clear that $u_0 \in X$.

If we show that there exists a solution $Q \in X_+ (M_{m,n})$ of equations (9.6), it will follow that $\Phi^{(1)} \in X$ and we reduce the problem to the $(m - 1) \times (n - 1)$ matrix function $\Phi^{(1)} \in X$.

Since $v_{(i)}$ and $w_{(i)}$ belong to $X_+$ and have no zeros in $\text{clos} \mathbb{D}$, it follows from Lemma 3.2 that there exist column functions $\psi_1$ and $\psi_2$ in $X$ satisfying (9.9). Since the functions $\varphi_1$ and $\varphi_2$ defined by (9.7) belong to $H^\infty$, it follows that they belong to $X_+$. It is easy to see now that the function $Q$ defined by (9.10) satisfies (9.6) and belongs to $X_+$.

Now we are going to improve the results of [PY3] on continuity properties of the operator $A$ of superoptimal approximation. Let us return to the procedure of constructing $\mathcal{A}\Phi$ which has been described in the beginning of this section. We have reduced the problem of constructing $\mathcal{A}\Phi$ to the problem of constructing $\mathcal{A}\Phi^{(1)}$. We can proceed with $\Phi^{(1)}$ in the same way as with $\Phi$. Eventually this leads to the following factorization for $\Phi - \mathcal{A}\Phi$:

\begin{equation}
\Phi - \mathcal{A}\Phi = W_0^* W_1^* \cdots W_{n-1}^* D V_{n-1}^* V_{n-2}^* \cdots V_0^*,
\end{equation}

where $D$ is an $m \times n$ matrix function of the form

\[ D = \begin{pmatrix}
  t_0 u_0 & \oplus & \cdots & \oplus \\
  \oplus & t_1 u_1 & \cdots & \oplus \\
  \vdots & \vdots & \ddots & \vdots \\
  \oplus & \oplus & \cdots & t_{n-1} u_{n-1} \\
  \oplus & \oplus & \cdots & \oplus \\
  \vdots & \vdots & \ddots & \vdots \\
  \oplus & \oplus & \cdots & \oplus
\end{pmatrix}
\]

with some unimodular functions $u_0, \cdots, u_{n-1} \in X$,

\[ W_j = \begin{pmatrix}
  I_j & \oplus \\
  \oplus & \bar{W}_j
\end{pmatrix}, \quad V_j = \begin{pmatrix}
  I_j & \oplus \\
  \oplus & \bar{V}_j
\end{pmatrix}, \quad 1 \leq j \leq n - 1,
\]

and $W_0^*$, $\bar{W}_1^*$, $V_0$ and $\bar{V}_j$ are thematic functions for $1 \leq j \leq n - 1$. Here $I_j$ stands for the constant function identically equal to the $j \times j$ identity matrix. We call (9.11) a thematic factorization of $\Phi - \mathcal{A}\Phi$. The numbers $t_0, \cdots, t_{n-1}$ are the superoptimal singular values of $\Phi$. If $t_j \neq 0$, we define the index $k_j$ of the thematic factorization (9.11) by $k_j = |\text{wind} u_j|$. Note that the winding number $\text{wind} u_j$ of $u_j$ with respect to the origin is always negative.

Theorem 9.2 allows us to improve earlier results of [PY3].

\textbf{Theorem 9.3.} Suppose that $X$ is a function space satisfying (A1)–(A4) or (B1)–(B4). Let $\Phi$ be an $m \times n$ matrix function in $X$, $n \leq m$. Suppose that $t_{n-1} \neq 0$ and all indices $k_0, \cdots, k_{n-1}$ of a thematic factorization (9.11) are equal to 1. Then $\Phi$ is a continuity point of the operator $A$ in $X(M_{m,n})$.

\textbf{Theorem 9.4.} Suppose that $X$ is a function space satisfying (A1)–(A4) or (B1)–(B4). Let $\Phi$ be an $n \times n$ matrix function in $X$ such that the superoptimal singular value $t_{n-1}$ of $\Phi$ is nonzero. If $A$ is continuous at $\Phi$ in $X(M_{m,n})$, then all indices in any thematic factorization of $\Phi - \mathcal{A}\Phi$ are equal to 1.
Using Theorem 9.2, one can prove Theorems 9.3 and 9.4 in exactly the same way Theorems 1.1 and 2.2 were proved in [PY3].
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