CYCLOTOMIC INTEGERS ANDFINITE GEOMETRY

BERNHARD SCHMIDT

1. Introduction

The most powerful method for the study of finite geometries with regular or quasiregular automorphism groups $G$ is to translate their definition into an equation over the integral group ring $\mathbb{Z}[G]$ and to investigate this equation by applying complex representations of $G$. For the definitions and the basic facts, see Section 2. If $G$ is abelian, this approach boils down to proving or disproving the existence of elements of $\mathbb{Z}[G]$ with 0-1 coefficients whose character values are cyclotomic integers of certain prescribed absolute values. Up to now there have been two general methods to tackle this problem, namely, Hall’s multiplier concept and Turyn’s self-conjugacy approach. However, both methods need severe technical assumptions and thus are not applicable to many classes of problems. Despite many efforts over a period of more than 30 years no general method has been found to overcome these difficulties.

In this paper, we present a new approach to the study of combinatorial structures via group ring equations which works without any restrictive assumptions.

In order to understand the method of the present paper it will be instructive to briefly discuss the self-conjugacy concept first. Turyn [51] demonstrated that the character method for the study of group ring equations works very nicely under the so-called self-conjugacy condition. An integer $n$ is called self-conjugate modulo $m$ if all prime ideals above $n$ in the $m$th cyclotomic field $\mathbb{Q}(\zeta_m)$ are invariant under complex conjugation. Under this condition it is possible to find all cyclotomic integers in $\mathbb{Q}(\zeta_m)$ of absolute value $n^{t/2}$ for any positive integer $t$. It is the complete knowledge of the cyclotomic integers of prescribed absolute value which makes the character method work so well under the self-conjugacy condition. Since Turyn’s fundamental work [51] there have been dozens of papers extending and refining his approach. However, all these results are restricted to the case of self-conjugacy, and that is a very severe restriction indeed. Namely, the “probability” that $n$ is self-conjugate modulo $m$ decreases exponentially fast in the number of distinct prime divisors of $n$ and $m$; see Remark 2.2. This means that the self-conjugacy method fails in almost all cases. One may ask if it is possible to extend Turyn’s method in order to get rid of the self-conjugacy assumption. It turns out that in general this is impossible – at least with present day methods. The required complete knowledge of the cyclotomic integers of prescribed absolute value would yield an...
almost complete determination of the class group of the underlying cyclotomic field 
modulo the class group of its maximal real subfield [48, Prop. 3.1]. However, 
this is a problem of algebraic number theory far beyond the scope of our present 
knowledge.

Thus there is an urgent need for more general results on cyclotomic integers of 
prescribed absolute value. However, I am not aware of any substantial progress 
in this direction since Turyn’s work in 1965. In this paper, we will present a new 
approach to the absolute value problem. We will show that up to multiplication 
with a root of unity a cyclotomic integer of prescribed absolute value \( n \) often already 
can be found in a small subfield of the original cyclotomic field \( K \). This will be 
achieved by exploiting the decomposition groups of the prime ideals above \( n \) in \( K \).

The reduction to subfields will enable us to obtain a general bound on the absolu-
value of cyclotomic integers with strong implications on virtually all problems 
accessible to the character method. In particular, we will obtain strong asymptotic 
exponent bounds for groups containing difference sets without any restrictive 
assumptions. In many cases, previously literally nothing had been known on 
the existence of these difference sets. Our results are a major step towards two 
longstanding open problems in difference sets, namely Ryser’s conjecture and the 
circulant Hadamard matrix conjecture; see Section 6.

Furthermore, we will derive a general exponent bound on groups containing 
relative difference sets. As a consequence, we obtain strong necessary conditions 
for the existence of quasiregular projective planes which, in particular, lead to an 
asymptotic exponent bound for abelian groups admitting planar functions. Finally, 
we will utilize our methods for the study of group invariant weighing matrices.

It is interesting to compare our method with the multiplier approach to the study 
of difference sets which was introduced by Hall [22]. Since Hall’s fundamental work 
in 1947 multipliers have played a dominant role in the investigation of difference 
sets. The reader is referred to [3, 4, 5, 28, 32, 36, 43] for many applications and 
variants of Hall’s multiplier theorem.

The existence of a multiplier of a difference set \( D \) essentially is equivalent to 
the property that all character values of a suitable translate of \( D \) lie in a certain 
proper subfield of the underlying cyclotomic field. This holds – contrary to the 
approach of the present paper – not only up to multiplication with a root of unity. 
Tiny as it may appear at first sight this difference is actually dramatic. It turns 
out that the existence of multipliers can only be guaranteed under much more 
restrictive assumptions than we will need to obtain our exponent bounds: In order 
to prove the existence of a nontrivial multiplier of a \((v,k,\lambda,\nu)\)-difference set in an 
abelian group one usually at least needs the existence of a divisor of \( \nu \) relatively 
prime to \( v \) which is greater than \( \lambda \); see [3, 5, 32, 43]. This is the reason why, for 
instance, the multiplier method does not apply to any of the parameter series of 
known difference sets with \( \gcd(v,\nu) > 1 \). Our approach is more general and enables 
us to prove exponent bounds even in cases which previously had been completely 
intractable; see Section 6.

2. Preliminaries

In this section, we list the definitions and basic facts we need in the rest of paper. 
We first fix some notation. We will always identify a subset \( A \) of a group \( G \) with 
the element \( \sum_{g \in A} g \) of the integral group ring \( \mathbb{Z}[G] \). For \( B = \sum_{g \in G} b_g g \in \mathbb{Z}[G] \) we
write \( B^{(-1)} := \sum_{g \in G} b_g g^{-1} \). A group homomorphism \( G \to H \) is always assumed to be extended to a homomorphism \( \mathbb{Z}[G] \to \mathbb{Z}[H] \) by linearity.

For an abelian group \( H \) we denote its character group by \( H^* \), and for a subgroup \( W \) of \( H \), we write \( W^\perp \) for the subgroup of all characters which are trivial on \( W \).

We will also need some notation for cyclotomic fields. By \( \mathbb{Q}(\zeta_m), \) \( \zeta_m = e^{2\pi i / m} \), we denote the \( m \)th cyclotomic field over \( \mathbb{Q} \). By a fundamental result of algebraic number theory [45, p. 269, Thm. 4B (3)] the ring of algebraic integers of \( \mathbb{Q}(\zeta_m) \) is \( \mathbb{Z}[\zeta_m] \). For the basic properties of \( \mathbb{Z}[\zeta_m] \), see [25, chapter 12], for instance. For \( \sigma \in \text{Gal}(\mathbb{Q}(\zeta_m)/\mathbb{Q}) \), we write \( \text{Fix}(\sigma) \) for the subfield of \( \mathbb{Q}(\zeta_m) \) fixed by \( \sigma \). For relatively prime integers \( t \) and \( s \), we denote the multiplicative order of \( t \) modulo \( s \) by \( o_s(t) \). Finally, \( \varphi \) denotes the Euler \( \varphi \)-function.

All our results rely on the following complete description of the decomposition groups of prime ideals of cyclotomic fields. This result has been used in many papers and books, however, none that I am aware of contains an appropriate reference. For the convenience of the reader, we shall include a short proof. We recall that the decomposition group of a prime ideal \( P \) of \( \mathbb{Z}[\zeta_m] \) is the set of all \( \sigma \in \text{Gal}(\mathbb{Q}(\zeta_m)/\mathbb{Q}) \) with \( P^\sigma = P \).

**Theorem 2.1.** Let \( p \) be a rational prime, let \( P \) be a prime ideal above \( p \) in \( \mathbb{Z}[\zeta_m] \), and write \( m = pm' \) with \( (m', p) = 1 \). The decomposition group of \( P \) consists of all \( \sigma \in \text{Gal}(\mathbb{Q}(\zeta_m)/\mathbb{Q}) \) for which there is an integer \( j \) such that

\[
\sigma(\xi_{m'}) = \xi_{m'}^{p^j}. \tag{1}
\]

**Proof.** The ideal \( (1 - \xi_{p^a}) \) of \( \mathbb{Z}[\zeta_m] \) is divisible by \( P \) since \( (p) = (1 - \xi_{p^a})^{(p-1)p^{a-1}} \) if \( a > 0 \); see [34, (8.24)]. Hence \( (\xi_{p^a})^r \equiv 1 \pmod{P} \) for all \( i \in \mathbb{Z} \), and all \( r \in \text{Gal}(\mathbb{Q}(\zeta_m)/\mathbb{Q}) \). Let \( A \) be any element of \( \mathbb{Z}[\zeta_m] \), and write \( A = \sum_{i=0}^{p^a-1} \xi_{p^a}^i f_i(\xi_{m'}) \) with \( f_i \in \mathbb{Z}[x] \). If \( \sigma \in \text{Gal}(\mathbb{Q}(\zeta_m)/\mathbb{Q}) \) satisfies (1), then

\[
A^\sigma = \sum_{i=0}^{p^a-1} (\xi_{p^a}^i)^\sigma f_i(\xi_{m'}^{p^j}) \equiv \sum_{i=0}^{p^a-1} f_i(\xi_{m'}^{p^j}) \equiv (\sum_{i=0}^{p^a-1} f_i(\xi_{m'}))^{p^j} \equiv A^{p^j} \pmod{P}.
\]

Now, \( A \in P \) implies \( A^{p^j} \in P \) and thus \( A^\sigma \in P \). Hence \( P^\sigma \subset P \), implying \( P^\sigma = P \) since \( P^\sigma \) is a prime ideal and thus maximal [25, p. 177, Cor. 2]. Thus \( \sigma \) fixes \( P \) if it satisfies (1). Note that the number of \( \sigma \in \text{Gal}(\mathbb{Q}(\zeta_m)/\mathbb{Q}) \) satisfying (1) is \( \varphi(p^a) o_{m'}(p) \). By the orbit formula, there cannot be any further Galois automorphism of \( \mathbb{Q}(\zeta_m) \) fixing \( P \) since \( \text{Gal}(\mathbb{Q}(\zeta_m)/\mathbb{Q}) \) acts transitively on the set of prime ideals dividing \( p \) [25, Prop. 12.3.3] and since there are exactly \( \varphi(m')/o_{m'}(p) \) of these ideals [34, Thm. 8.8].

**Remark 2.2.** By Theorem 2.1 a prime ideal \( P \) above \( p \) in \( \mathbb{Q}(\zeta_m) \) is invariant under complex conjugation if and only if there is an integer \( j \) with \( p^j \equiv -1 \pmod{m'} \). In this case \( p \) is called self-conjugate modulo \( m \); see [29, 43, 51]. A composite integer \( n \) is called self-conjugate modulo \( m \) if every prime divisor of \( n \) has this property. One can see that a prime \( p \) can only be self-conjugate modulo \( m \) if the exact power of 2 dividing \( \alpha_q(p) \) is the same for all prime divisors \( q \neq p \) of \( m \). Thus, loosely speaking, the probability that \( n \) is self-conjugate modulo \( m \) decreases exponentially fast in
the number of distinct prime divisors of \( n \) and in the number of distinct prime divisors of \( m \).

**Corollary 2.3** (Turyn [51]). Assume that \( A \in \mathbb{Z}[\xi_m] \) satisfies
\[
A \bar{A} \equiv 0 \mod t^{2b}
\]
where \( b, t \) are positive integers, and \( t \) is self-conjugate modulo \( m \). Then
\[
A \equiv 0 \mod t^b.
\]

**Proof.** By Theorem 2.1 the prime ideals above \( t \) in \( \mathbb{Z}[\xi_m] \) are invariant under complex conjugation. \( \square \)

We will need the following result of Kronecker. See [6, Section 2.3, Thm. 2] for a proof.

**Result 2.4.** An algebraic integer all of whose conjugates have absolute value 1 is a root of unity.

Note that Result 2.4 implies that any cyclotomic integer of absolute value 1 must be a root of unity since the Galois group of a cyclotomic field is abelian.

Now we are going to prove an ugly as well as necessary lemma on the behavior of the coefficients of cyclotomic integers in basis representations. It generalizes a result of [51].

**Lemma 2.5.** Let \( m = \prod_{i=1}^{t} p_i^{a_i} \) be the prime power decomposition of a positive integer \( m \), and let \( k \) be any divisor of \( m \), say \( k = \prod_{i=1}^{t} p_i^{b_i} \) with \( s \leq t \) and \( 1 \leq b_i \leq a_i \) for \( i = 1, \ldots, s \). Then
\[
B_{m,k} := \left\{ \sum_{j=0}^{m-1} \sum_{x \in B_{m,k}} b_j \xi_m^j \right\}
\]
is an integral basis of \( \mathbb{Q}(\xi_m) \) over \( \mathbb{Q}(\xi_k) \). Furthermore, the following hold.

a) Assume that an element \( X \) of \( \mathbb{Z}[\xi_m] \) has the form
\[
X = \sum_{j=0}^{m-1} b_j \xi_m^j
\]
where \( b_0, \ldots, b_{m-1} \) are integers with \( 0 \leq b_j \leq C \) for some constant \( C \). Then
\[
X = \sum_{x \in B_{m,k}} \sum_{j=0}^{k-1} c_{xj} \xi_k^j
\]
where the \( c_{xj} \)'s are integers with \( |c_{xj}| \leq 2^{t-s-1}C \) if \( t > s \) and \( 0 \leq c_{xj} \leq C \) if \( t = s \).

b) If the assumption on the coefficients is replaced by \( |b_j| \leq C \), then (3) holds with \( |c_{xj}| \leq 2^{t-s}C \) in any case.

**Proof.** Using the identities \( \xi_{p_i}^{p_i-1} = -1 - \xi_{p_i} - \cdots - \xi_{p_i}^{p_i-2} \) for \( i = s+1, \ldots, t \), we see that the linear combinations of elements of \( B_{m,k} \) with coefficients from \( \mathbb{Z}[\xi_k] \) cover \( \mathbb{Z}[\xi_m] \). This shows that \( B_{m,k} \) is an integral basis of \( \mathbb{Q}(\xi_m) \) over \( \mathbb{Q}(\xi_k) \) since \( |B_{m,k}| = \varphi(m)/\varphi(k) = \dim(\mathbb{Q}(\xi_m) : \mathbb{Q}(\xi_k)) \).
For any \( j \) with \( 0 \leq j \leq m - 1 \) we may write

\[
\xi_m^j = \xi_n^j \prod_{i=1}^{s} \xi_i^{r_{ij}} \prod_{i=s+1}^{t} \xi_{p_i}^{k_{ij}} \xi_i^{l_{ij}}
\]

with \( 0 \leq u_j \leq k - 1, 0 \leq r_{ij} \leq p_i^{a_i} - b_i - 1, 0 \leq k_{ij} \leq p_i - 1, 0 \leq l_{ij} \leq p_i^{a_i} - 1 - 1. \)

In order to transform \( X \) from form (2) into form (3) we have to get rid of all terms \( b_j \xi_m^j \) in (2) for which \( \xi_m^j \) contains a factor \( \xi_{p_i}^{p_i-1} \) in the second product of representation (4). We do this subsequently for \( i = s + 1, \ldots, t \) using the identities 

\[
\xi_{p_i}^{p_i-1} = -1 - \xi_{p_i} - \cdots - \xi_{p_i}^{p_i-2}.
\]

This takes \( t - s \) steps, and in each step the range of coefficients at most doubles.

\[ \square \]

In Section 6 we will need an estimate for the number \( \delta(x) \) of distinct prime divisors of a positive integer \( x \). We do not give the best possible bound here. Instead we use a version which easily follows from results of analytic number theory [24, 46] and suffices for the purposes of this paper.

**Lemma 2.6.** We have

\[
\delta(x) < \frac{\log x}{\log 2 \log \log x}
\]

for every integer \( x \geq 3 \).

**Proof.** Let \( \pi(y) \) denote the number of primes \( \leq y \), and write \( \vartheta(y) := \sum_{p \leq y} \log p \) where the sum ranges over all primes \( \leq y \). By Corollary 2 and Theorem 10 of [46], we have \( \pi(y) < 5y/(4 \log y) \) for all \( y \geq 114 \) and \( \vartheta(y) > 0.89y \) for all \( y \geq 227 \). Write \( \alpha := 0.89 \). Let \( x \) be an integer with \( \log x \geq 227 \alpha \). Then \( \delta(x) < \pi(\alpha^{-1} \log x) \) since 

\[
\prod_{p \leq \alpha^{-1} \log x} p = \exp(\vartheta(\alpha^{-1} \log x)) > \exp(\alpha^{-1} \log x) = x.
\]

Using the estimate for \( \pi(y) \) from above we get

\[
\delta(x) < 5\alpha^{-1} \log x / (4 \log (\alpha^{-1} \log x)) < (5\alpha^{-1}/4) \frac{\log x}{\log \log x} < \frac{\log x}{\log 2 \log \log x},
\]

proving the assertion for all \( x \geq \exp 227 \alpha \).

Let \( b_i \) denote the product of the first \( i \) primes. We have \( b_{49} > \exp 227 \alpha \). Furthermore, \( \delta(x) = \delta(b_{\delta(x)}) \) and \( x \geq b_{\delta(x)} \) for all integers \( x \geq 2 \). Since \( \log x / (\log 2 \log \log x) > 3 \) for all \( x \geq 3 \) and since \( \log x / \log \log x \) is an increasing function for \( x \geq 16 \), it now suffices to verify the assertion for \( x = b_4, b_5,..., b_{48} \). This can be done with a computer or with patience.

\[ \square \]

**Corollary 2.7.** For any \( \varepsilon \in \mathbb{R}^+ \) we have

\[
2^{\delta(x)} < x^\varepsilon
\]

for all integers \( x \geq \exp \exp 1/\varepsilon \).

The next result from [2] on the structure of group ring elements whose character values are divisible by a fixed prime power will be needed in Section 7 for the study of quasiregular projective planes.
Lemma 2.8. Let \( p \) be a prime, and let \( G \) be an abelian group with a cyclic Sylow \( p \)-subgroup of order \( p^a \). If \( Y \in \mathbb{Z}[G] \) satisfies
\[
\chi(Y) \equiv 0 \pmod{p^a}
\]
for all characters \( \chi \) of \( G \), then there are \( X_0, X_1, \ldots, X_r \in \mathbb{Z}[G] \) with
\[
Y = p^a X_0 + p^{a-1} P_1 X_1 + \cdots + p^{a-r} P_r X_r
\]
where \( r = \min\{a, s\} \) and \( P_i, i = 1, \ldots, r, \) is the subgroup of order \( p^i \) of \( G \) (viewed as an element of \( \mathbb{Z}[G] \)).

Now we come to the definitions and basic properties of the combinatorial structures we will study. A \((v, k, \lambda, n)\)-difference set in a finite group \( G \) of order \( v \) is a \( k \)-subset \( D \) of \( G \) such that every element \( g \neq 1 \) of \( G \) has exactly \( \lambda \) representations \( g = d_1 d_2^{-1} \) with \( d_1, d_2 \in D \). The positive integer \( n := k - \lambda \) is called the order of the difference set. A difference set in a group \( G \) is equivalent to a symmetric design \( \mathcal{D} \) admitting \( G \) as a regular automorphism group [5, VI, Thm. 1.6]. Sometimes \( G \) is called a Singer group of \( \mathcal{D} \). For detailed treatments of difference sets; see [4, 28, 29, 31, 43]. The following lemma is essentially contained in [51] and has turned out to be a conditio sine qua non for the study of difference sets.

Lemma 2.9. Let \( D \) be a \((v, k, \lambda, n)\)-difference set in a group \( G \), let \( U \) be a normal subgroup of \( G \) such that \( G/U \) is abelian, and let \( \rho : G \to G/U \) be the canonical epimorphism. Then
\[
\rho(D) \rho(D)^{(−1)} = n + \lambda |U|(G/U)
\]
in \( \mathbb{Z}[G/U] \) and hence
\[
\chi(\rho(D)) \overline{\chi(\rho(D))} = n
\]
for every nontrivial character \( \chi \) of \( G/U \).

Proof. The first part follows from \( DD^{(−1)} = n + \lambda G \) which is just a translation of the definition of a difference set into \( \mathbb{Z}[G] \). To get the second part from the first, we only have to note that \( \chi(G/U) = 0 \) by the orthogonality relations for characters of abelian groups; see [35, Lemma 7.2], for instance. \( \square \)

We will need the following consequence of [51, Thm. 6] in Section 6. This result is known as Turyn’s exponent bound.

Result 2.10. Assume the existence of a \((v, k, \lambda, n)\)-difference set in an abelian group \( G \). Let \( p \) be a prime divisor of \( v \), and denote the Sylow \( p \)-subgroup of \( G \) by \( S_p \). Let \( U \) be any subgroup of \( G \) with \( U \cap S_p = \{1\} \), and assume that \( p^{2a} \) divides \( n \) for some \( a \geq 1 \). If \( p \) is self-conjugate modulo \( \exp(G/U) \), then
\[
\exp(S_p) \leq \frac{|U|}{p^a} |S_p|.
\]

Let \( G \) be a group of order \( nm \), and let \( N \) be a subgroup of \( G \) of order \( n \). A subset \( R \) of \( G \) is called an \((m, n, k, \lambda)\)-difference set in \( G \) relative to \( N \) if every \( g \in G \setminus N \) has exactly \( \lambda \) representations \( g = r_1 r_2^{-1} \) with \( r_1, r_2 \in R \), and no nonidentity element of \( N \) has such a representation. We have the following analogue to Lemma 2.9.
Lemma 2.11. A $k$-subset $R$ of a group $G$ of order $mn$ is a relative $(m,n,k,\lambda)$-difference set in $G$ relative to a subgroup $N$ of order $n$ if and only if

$$RR^{(-1)} = k + \lambda(G - N)$$

in $\mathbb{Z}[G]$. Let $U$ be a normal subgroup of $G$, and let $\rho : G \rightarrow G/U$ be the canonical epimorphism. Then $\rho(N) = |N \cap U|N_U$ in $\mathbb{Z}[G/U]$ where $N_U = \{Uh : h \in N\}$, and hence

$$\rho(R)\rho(R)^{(-1)} = k + \lambda|U|(G/U) - \lambda|N \cap U|N_U$$

in $\mathbb{Z}[G/U]$. Thus, if $G/U$ is abelian,

$$\chi(\rho(R))\overline{\chi(\rho(R))} = \begin{cases} k & \text{if } \chi \in (G/U) \setminus N_U^\perp, \\ k - \lambda n & \text{if } \chi \in N_U^\perp \end{cases}$$

for every nontrivial character $\chi$ of $G/U$.

Let $H$ and $N$ be groups of order $n$. A mapping $f : H \rightarrow N$ is called a planar function of degree $n$ if $h \mapsto f(gh)f(h)^{-1}$ is a bijection between $H$ and $N$ for every $g \in H \setminus \{1\}$. The standard example for a planar function is the mapping $f : (\mathbb{F}_q, +) \rightarrow (\mathbb{F}_q, +), x \mapsto x^2$ where $(\mathbb{F}_q, +)$ is the additive group of the finite field with $q$ elements and $q$ is odd. Here $x^2 := x \cdot x$ where “$\cdot$” is the multiplication in $\mathbb{F}_q$. It is straightforward to check the following.

Lemma 2.12. A mapping $f : H \rightarrow N$ is a planar function if and only if $R := \{(h,f(h)) : h \in H\}$ is an $(n,n,n,1)$-difference set in $H \times N$ relative to $N$.

In Section 7 we will prove an asymptotic exponent bound on abelian groups admitting planar functions.

A weighing matrix $W(m,n)$ is an $m \times m$ matrix $H$ with entries $-1, 0, 1$ such that $HH^T = nI$ where $I$ is the identity matrix. The integer $n$ is called the weight of $H$. Weighing matrices have been studied intensively (see [20] for a survey, [15, 40, 41, 49] for some older results and [11, 10, 21, 30, 32, 42] for more recent results). Let $G$ be a group of order $m$. We say that a matrix $H = (h_{fg})_{f,g \in G}$ is $G$-invariant if $h_{fg} = h_{f,g}$ for all $k \in G$. We identify a $G$-invariant weighing matrix $H$ with the element $\sum_{g \in G} h_{1,g}g$ of $\mathbb{Z}[G]$ and get the following useful result.

Lemma 2.13. Assume that a weighing matrix $H = W(m,n)$ is $G$-invariant. Let $U$ be a subgroup of $G$ such that $G/U$ is abelian. Let $\rho : G \rightarrow G/U$ denote the canonical epimorphism. Then

$$\chi(\rho(H))\overline{\chi(\rho(H))} = n$$

for all nontrivial characters $\chi$ of $G/U$ when $H$ is viewed as an element of $\mathbb{Z}[G]$.

Proof. The equation $HH^T = nI$ is equivalent to

$$\sum_{g \in G} h_{i,g}h_{j,g} = \sum_{g \in G} h_{1,i^{-1}g}h_{1,j^{-1}g} = \delta_{ij}n$$

for all $i,j \in G$ where $\delta_{ij}$ is the Kronecker symbol.

Thus $HH^{(-1)} = \sum_{g \in G} h_{1,g}h_{1,k}g^{-1} = \sum_{l \in G} \left(\sum_{g \in G} h_{1,g}h_{1,l^{-1}g}\right)l = n$ in $\mathbb{Z}[G]$, and the assertion follows by applying $\chi \circ \rho$ to this equation. \qed
Let $s_1$ be the number of times the entry 1 occurs in each row of a $G$-invariant weighing matrix $H = W(m, n)$, and let $s$ be the sum of the entries of the first row (and thus of any row) of $H$. Then $nG = HH^{(-1)}G = H(H^{(-1)}G) = H(sG) = s^2G$ in $\mathbb{Z}[G]$ and thus $n = s^2$ and $s = s_1 - (s^2 - s_1)$, i.e. $s_1 = s(s + 1)/2$. So we have the following.

**Lemma 2.14.** If a $G$-invariant weighing matrix $H = W(m, n)$ exists, then $n = s^2$ for some integer $s$, and the number of entries 1 in each row of $H$ is $s(s + 1)/2$.

Note that we may assume that $s$ is positive by replacing $H$ by $-H$ if necessary.

3. CHARACTER VALUES IN SMALL SUBFIELDS

All that can be said *a priori* about the character sums $\chi(X)$ corresponding to combinatorial structures such as difference sets, planar functions or group invariant weighing matrices is that $\chi(X)$ is an algebraic integer of a prescribed absolute value in the $e$th cyclotomic fields $\mathbb{Q}(\xi_e)$ over the rationals where $e$ is the order of $\chi$.

The basic fact behind almost all our results is that in most cases one can say much more, namely that $\chi(D)$ times a root of unity lies in a small subfield of $\mathbb{Q}(\xi_e)$. The exact formulation of this basic result will be given in Theorem 3.5.

It will turn out that the integer $F(m, n)$ defined below describes a subring $\mathbb{Z}[\xi_{F(m, n)}]$ of $\mathbb{Z}[\xi_m]$ that already contains all solutions $X \in \mathbb{Z}[\xi_m]$ of $X\overline{X} = n$ up to multiplication with a root of unity.

The prime 2 will need special attention in our considerations as the multiplicative group modulo $2^a$ is noncyclic for $a \geq 3$.

**Definition 3.1.** Let $m, n$ be positive integers, and let $m = \prod_{i=1}^{t} p_i^{c_i}$ be the prime power decomposition of $m$. For each prime divisor $q$ of $n$ let

$$m_q := \begin{cases} \prod_{p_i \neq q} p_i & \text{if } m \text{ is odd or } q = 2, \\ 4 \prod_{p_i \neq 2, q} p_i & \text{if } m \text{ is even.} \end{cases}$$

Let $D(n)$ be the set of prime divisors of $n$. We define $F(m, n) = \prod_{i=1}^{t} p_i^{b_i}$ to be the minimum multiple of $\prod_{i=1}^{t} p_i$ such that for every pair $(i, q)$, $i \in \{1, \ldots, t\}, \ q \in D(n)$, at least one of the following conditions is satisfied:

(a) $q = p_i$ and $(p_i, b_i) \neq (2, 1)$,
(b) $b_i = c_i$,
(c) $q \neq p_i$ and $q^{a_{m_q}(q)} \neq 1 \pmod{p_i^{b_i+1}}$.

**Remark 3.2.** For the sake of clarity, we also provide an explicit formula for the numbers $b_i$. First note that, for fixed $i$, the set of positive integers $x$ satisfying

$$q^{a_{m_q}(q)} \neq 1 \pmod{p_i^{b_i+1}}$$

for all $q \in D(n) \setminus \{p_i\}$ is a ray $[e_i, \infty)$ with $e_i \geq 1$. We have

$$b_i = \begin{cases} 2 \min(c_i, e_i) & \text{if } p_i = 2, c_i \geq 2 \text{ and } e_i = 1, \\ \text{otherwise.} \end{cases}$$

The reason why $b_i = 2$ if $p_i = 2, e_i = 1$ and $c_i \geq 2$ is the following. Note that $n$ must be a power of 2 if $p_i = 2$ and $e_i = 1$ (if $n$ has an odd prime divisor $q$, then $q^{a_{m_q}(q)} \equiv 1 \pmod{4}$ by the definition of $m_q$ since $m$ is even if $p_i = 2$). If $p_i = 2$ and $n$ is a power of 2, then (a) or (b) must hold for $p_i = q = 2$, and the condition $(p_i, b_i) \neq (2, 1)$ in (a) makes sure that $b_i = 2$ if $c_i \geq 2$. Also note that we have $b_i \geq 2$ if $p_i = 2$ and $m \neq 2 \pmod{4}$.
It is worth noting the following important property of \( F(m, n) \).

**Proposition 3.3.** Let \( P \) be a finite set of primes, and let \( Q \) be the set of all positive integers which are products of powers of primes in \( P \). Then there is a computable constant \( C(P) \) such that

\[
F(m, n) \leq C(P)
\]

for all \( m, n \in Q \).

We will need a well-known elementary lemma on multiplicative orders for which, however, I do not know a reference. The proof only requires standard arguments concerning the structure of the multiplicative groups modulo \( p^k \) (see [26, pp. 274-276], for instance) and will be skipped.

**Lemma 3.4.** Let \( p \) be a prime, and let \( b \) be a positive integer.

a) Assume \((p,b) \neq (2,1)\). If \( s \) is an integer satisfying \( s \equiv 1 \pmod{p^k} \) and \( s \not\equiv 1 \pmod{p^{k+1}} \), then \( o_{p^k}(s) = p^{e-b} \) for all \( c \geq b \).

b) Let \( s \) and \( t \) be integers such that \( o_{p^k}(s) = o_{p^k}(t) \) is a power of \( p \). Furthermore, assume \( s \equiv t \equiv 1 \pmod{4} \) if \( p = 2 \). Then \( s \) and \( t \) generate the same subgroup of the multiplicative group \( \mathbb{Z}_{p^k}^\times \).

Note that the assumption \((p,b) \neq (2,1)\) in Lemma 3.4 a) is necessary since, for instance, \( o_2(3) = 2 \neq 2^{3-1} \). The assumption \( s \equiv t \equiv 1 \pmod{4} \) in part b) also is essential. For instance, \( o_8(3) = o_8(5) = 2 \), but 3 and 5 generate different subgroups of \( \mathbb{Z}_8^\times \). Now we are ready to prove the main result of this section.

**Theorem 3.5.** Assume \( X \overline{X} = n \) for \( X \in \mathbb{Z}[\xi_m] \) where \( n \) and \( m \) are positive integers. Then

\[
X \xi_m^j \in \mathbb{Z}[\xi_{F(m,n)}]
\]

for some \( j \).

**Proof.** Since \( \mathbb{Z}[\xi_m] = \mathbb{Z}[\xi_m/2] \) for \( m \equiv 2 \pmod{4} \), we may assume \( m \neq 2 \pmod{4} \). Write \( m = \prod_{i=1}^{t} b_i c_i \) and \( F(m, n) = \prod_{i=1}^{t} p_i^{b_i} \) as in Definition 3.1. Recall that \( b_i \geq 1 \) for all \( i \) since the squarefree part of \( m \) divides \( F(m,n) \). Furthermore, \( b_i \geq 2 \) if \( p_i = 2 \); see Remark 3.2. For each \( i = 1, ..., t \), let \( s_i \) be an integer satisfying \( s_i \equiv 1 \pmod{p_i^{b_i}} \), \( s_i \not\equiv 1 \pmod{p_i^{b_i+1}} \) and \( s_i \equiv 1 \pmod{\prod_{j \neq i} p_j^{c_j}} \). Then \( o_{p_i^{b_i}}(s_i) = p_i^{c_i-b_i} \) by Lemma 3.4 a). We define \( \sigma_i \in \text{Gal}(\mathbb{Q}(\xi_m)/\mathbb{Q}) \) by \( \sigma_i(\xi_m) = \xi_m^{s_i} \).

Then \( \xi_{p_i^{c_i}}^{s_i} = \xi_{p_i^{c_i}}^{s_i} = \xi_{p_i^{c_i}} \) since \( s_i \equiv 1 \pmod{p_i^{b_i}} \). Thus \( \text{Fix}(\sigma_i) = \mathbb{Q}(\xi_{F_i}) \) where \( F_i = m/p_i^{c_i-b_i} \) since \( \sigma_i \) fixes all elements of \( \mathbb{Q}(\xi_{F_i}) \) and \( \mathbb{Q}(\xi_{F_i}) \) has the dimension it is supposed to have by the Galois correspondence [26, p. 239].

Claim 1: For every \( i = 1, ..., t \) and every prime divisor \( q \) of \( n \), the automorphism \( \sigma_i \) fixes all prime ideals dividing \( q \) in \( \mathbb{Z}[\xi_m] \).

We fix a prime divisor \( q \) of \( n \) and an \( i \in \{1, ..., t\} \). By Theorem 2.1, Claim 1 is proven if we can find an integer \( l_i \) such that \( \sigma_i(l_i \xi_{M_q}) = \xi_{M_q}^{s_i} \) where \( M_q = \prod_{j \neq i} p_j^{c_j} \). If \( p_i = q \), then we can take \( l_i = 0 \) since \( s_i \equiv 1 \pmod{p_i^{b_i}} \). Thus we may assume \( p_i \neq q \). Write \( Q := q^{m_q}(q) \). Note that \( o_{p_i^{c_i}}(Q) \) is a power of \( p_i \) for any \( p_i \neq q \) since \( Q \equiv 1 \pmod{p_i^{b_i}} \) by the definition of \( m_q \). We first show that \( o_{p_i^{c_i}}(Q) \) is divisible by \( p_i^{c_i-b_i} \). This is trivial if \( c_i = b_i \). Otherwise condition (c) of Definition 3.1 is satisfied and thus \( Q \not\equiv 1 \pmod{p_i^{b_i+1}} \). Then Lemma 3.4 a) shows
that \( a_{p_i^c}(Q) \) indeed is divisible by \( p_i^{c_i-b_i} \). Note that we need \( b_i \geq 1 \) for all \( i \) and \( b_i \geq 2 \) for \( p_i = 2 \) here in order to apply Lemma 3.4 a).

Since the orders of \( Q \) modulo \( p_i^{c_i-j} \), \( j = 1, ..., t, p_j \neq q \), are relatively prime, there is an integer \( k_i \) such that \( a_{p_i^{c_i-j}}(Q^{k_i}) = a_{p_i^{c_i-j}}(Q) \) and \( Q^{k_i} \equiv 1 \pmod{p_j^{c_i-j}} \) for all \( j \neq i \) with \( p_j \neq q \). As \( a_{p_i^{c_i-j}}(Q^{k_i}) = a_{p_i^{c_i-j}}(Q) \) is divisible by \( p_i^{c_i-b_i} \) and as \( a_{p_i^{c_i-j}}(s_i) = p_i^{c_i-b_i} \), there is an integer \( r_i \) with \( Q^{k_ir_i} \equiv s_i \pmod{p_i^{c_i}} \) by Lemma 3.4 b). Note that we need \( Q \equiv 1 \pmod{4} \) here if \( p_2 \neq 2 \) in order to apply Lemma 3.4 b). However, \( Q \equiv 1 \pmod{4} \) follows from the definition of \( m_q \) in this case. We conclude that \( Q^{k_ir_i} \equiv s_i \pmod{M_q} \) since \( Q^{k_ir_i} \equiv s_i \pmod{p_i^{c_i}} \) and \( Q^{k_ir_i} \equiv 1 \pmod{p_i^{c_i}} \) for all \( j \neq i \) with \( p_j \neq q \). Thus we can take \( l_i = o_m(q)k_i r_i \). This proves Claim 1.

Claim 2: For every \( i = 1, ..., t \) there is an integer \( j_i \) with \( X_j \in \mathbb{Z}[F_i] \) where \( c_i := \xi_i^{p_i^{c_i}} \).

Since Claim 2 is vacuous if \( c_i = b_i \), we may assume \( c_i > b_i \) for the proof. From the assumption \( X^{\sigma_i} = n \) and Claim 1 we know that \( X \) and \( X^{\sigma_i} \) generate the same ideals in \( \mathbb{Z}[\xi_m] \). Hence \( X^{\sigma_i} = X \varepsilon \) for some unit \( \varepsilon \in \mathbb{Z}[\xi_m] \). Since \( \sigma_i \) commutes with complex conjugation, we have \( |\sigma_i|^2 = (X\varepsilon)^{\sigma_i} = n^{\sigma_i} = n = |X|^2 \) and thus \( |\varepsilon| = 1 \). Hence Result 2.4 shows that \( \varepsilon \) is a root of unity in \( \mathbb{Z}[\xi_m] \). All roots of unity in \( \mathbb{Q}(\xi_m) \) have the form \( \pm \xi_m^j \) for some \( j \) (if there was a further root of unity in \( \mathbb{Q}(\xi_m) \), then \( \mathbb{Q}(\xi_m) \supset \mathbb{Q}(\xi_l) \) for some multiple \( t > m \) of \( m \) where \( t > 2m \) if \( m \) is odd, contradicting \( \dim(\mathbb{Q}(\xi_l) : \mathbb{Q}) = \varphi(r) \) for all \( r \in \mathbb{Z}^+ \)). Thus we may write \( \varepsilon = \delta \prod_{j=1}^t \xi_j \) with \( \delta = \pm 1 \) and \( \delta = 1 \) if \( m \) is even. Writing \( y_i := o(\sigma_i) = p_i^{c_i-b_i} \) and applying \( \sigma_i \), repeatedly \( y_i \) times to the equation \( X^{\sigma_i} = X \varepsilon \) yields

\[
\delta^{y_i}\xi_i^{c_i\varepsilon_{i-1}^{y_i-1}} \prod_{j \neq i} \xi_j^{y_i^{c_j+1}} = 1.
\]

This implies \( \delta = 1 \), \( \xi_i^{c_i} = 1 \) for \( j \neq i \) and \( \xi_i^{c_i\varepsilon_{i-1}^{y_i-1}} = 1 \) since the orders of the \( \xi_k \), \( k = 1, ..., t \), are relatively prime and \( \delta = 1 \) if \( m \) is even. Thus \( \varepsilon = \xi_i^{c_i} \).

By definition, \( p_i^{b_i} \) is the exact power of \( p_i \) dividing \( s_i - 1 \). Since \( a_{p_i^{c_i}}(s_i) = y_i \) and \( a_{p_i^{c_i-1}}(s_i) = p_i^{c_i-b_i+1} \) by Lemma 3.4 a), the exact power of \( p_i \) dividing \( s_i - 1 \) is \( p_i^{c_i} \). Thus \( \xi_i^{c_i\varepsilon_{i-1}^{y_i-1}} = 1 \) implies \( b_i \equiv 0 \pmod{p_i^{b_i}} \). Hence there is a solution \( j_i \) of the congruence \( (s_i - 1)j_i + c_i \equiv 0 \pmod{p_i^{c_i}} \). This implies \( X^{c_i \varepsilon_{i-1}^{y_i}} = X \varepsilon^{c_i \varepsilon_{i-1}^{y_i}} = X \xi_i^{c_i \varepsilon_{i-1}^{y_i}} \). Hence \( X \xi_i^{c_i \varepsilon_{i-1}^{y_i}} \in \text{Fix}(\sigma_i) = \mathbb{Q}(\xi_i) \) proving Claim 2.

Finally, let \( \xi := \prod_{i=1}^t \xi_i^{c_i} \). Then \( X \xi = (X \xi_i^{c_i}) \prod_{k \neq i} \xi_k^{c_k} \in \mathbb{Z}[\xi_i] \) for every \( i \) because \( X \xi_i^{c_i} \in \mathbb{Z}[\xi_i] \) by Claim 2 and \( \prod_{k \neq i} \xi_k^{c_k} \in \mathbb{Z}[\xi_i] \) by the definition of \( F_i \). Hence \( X \xi \in \prod_{i=1}^t \mathbb{Z}[\xi_i] = \mathbb{Z}[\xi_{F(m,n)}] \).

Remark 3.6. Note that the best we can hope for in Theorem 3.5 is \( F(m, n) = m_0 \) where \( m_0 = \prod_{i=1}^t p_i \). The worst that can happen is \( F(m, n) = m \). As the integers \( b_i \) from the definition of \( F(m, n) \) have to satisfy quite a lot of conditions of the form \( q^{o_m(q)} \neq 1 \pmod{p_i^{b_i+1}} \)

it may seem that \( F(m, n) \) is usually much bigger than \( m_0 \). In order to understand the significance of Theorem 3.5 it is important to note that exactly the opposite is the case. Therefore, we consider the following heuristic argument. We assume
$n \leq m$ and $m_0 \approx \sqrt{m}$ which is the case for many applications we have in mind ("$\approx"$ is not used in a strict sense here). Our claim is that $F(m, n) \approx m_0$ in almost all cases.

To see this we estimate the "probability" that one of the conditions

(*)

$q^{\omega_q(n)} \neq 1 \pmod{p_i^2}$

is violated for a "large" prime divisor $p_i$ of $m$. Note that $q^{\omega_q(n)} \equiv 1 \pmod{p_i}$ by the definition of $m_q$. Furthermore, the probability that $p_i$ divides $\omega_q(n)$ is very low if $p_i$ is large. So $q^{\omega_q(n)}$ should take each of the $p_i$ values $1, p_i + 1, \ldots, (p_i - 1)p_i + 1$ modulo $p_i^2$ roughly with the same probability. In particular, the probability that (*) is violated should be around $1/p_i$.

Except for a set of density zero all positive integers $x$ have approximately $\log \log x$ prime divisors [23, Thm. 436]. Note $\log \log \log n \leq \log \log m \approx \log \log m_0^2 = 2 + \log \log m_0 \approx \log \log m_0$. Thus we usually do not have more than approximately $(\log \log n)(\log \log m_0) \approx (\log \log m_0)^2$ of the conditions (*).

Now fix any large $p_i$, say $p_i \approx m_0^{1/\log \log m_0}$ or larger. By the argument above, the probability that (*) is violated for $p_i$ and some fixed $q$ should be around $1/p_i \leq 1/m_0^{1/\log \log m_0}$. Hence the probability that any of the $\approx (\log \log m_0)^2$ conditions (*) is violated for any large $p_i$ should be less than $(\log \log m_0)^2/m_0^{1/\log \log m_0} = y^2 \exp(-\frac{1}{y} \exp y)$ where $y := \log \log m_0$. Thus, for large $m_0$, the condition (*) should hold for all large $p_i$ and all $q$ with very high probability. By Definition 3.1 this amounts to $F(m, n) \approx m_0$.

4. AN UPPER BOUND FOR THE ABSOLUTE VALUE OF CYCLOTOMIC INTEGERS

In this section, we will obtain an upper bound on the absolute value of cyclotomic integers which will be basic for our further results. By $\delta(r)$ ($\delta_{odd}(r)$) we denote the number of distinct (odd) prime divisors of $r$.

**Theorem 4.1.** Let $X \in \mathbb{Z}[\xi_m]$ be of the form

\[(5) \quad X = \sum_{i=0}^{m-1} a_i \xi_m^i\]

where $a_0, \ldots, a_{m-1}$ are integers with $0 \leq a_i \leq C$ for some constant $C$. Furthermore, assume that $XX$ is an integer and that $X \in \mathbb{Z}[\xi_f]$ for some divisor $f$ of $m$. Then

$XX \leq 2^{\delta(m) - \delta(f) - 2C^2f}$

if $\delta(f) < \delta(m)$ and

$XX \leq 2^{\delta_{odd}(m) - 1C^2f}$

if $\delta(f) = \delta(m)$.

If the assumption on the coefficients $a_i$ is replaced by $|a_i| \leq C$, then in any case

$XX \leq 2^{\delta(m) - \delta(f)C^2f}$.

**Proof.** Case 1: We first consider the case $0 \leq a_i \leq C$ and $\delta(f) < \delta(m)$. By Lemma 2.5 a) we may write (5) in the form

\[(6) \quad X = \sum_{x \in B_{m,f}} x \sum_{j=0}^{f-1} b_{xj} \xi_f^j\]
with \(|b_{xj}| \leq 2^{\delta(m)-\delta(f)-1}C\). As \(X \in \mathbb{Z}[\xi_f]\), all terms \(\sum_{j=0}^{f-1} b_{xj} \xi_f^j\) with \(x \neq 1\) vanish. So we get

\begin{equation}
X = \sum_{j=0}^{f-1} b_{1j} \xi_f^j
\end{equation}

with \(|b_{1j}| \leq 2^{\delta(m)-\delta(f)-1}C\). Thus

\begin{equation}
X \overline{X} = \sum_{i,j=0}^{f-1} b_{1i} b_{1j} \xi_f^{i-j}
\end{equation}

\begin{equation}
= \sum_{k=0}^{f-1} c_k \xi_f^k
\end{equation}

with \(|c_k| \leq 2^{2\delta(m)-2\delta(f)-2}C^2 f\).

Using part b) of Lemma 2.5 now, we get

\begin{equation}
X \overline{X} = \sum_{x \in B_{r,1}} d_x x
\end{equation}

with \(|d_x| \leq 2^{2\delta(m)-\delta(f)-2}C^2 f\).

Recall that \(B_{r,1}\) is an integral basis of \(\mathbb{Q}(\xi_f)\) over \(\mathbb{Q}\). Since we assumed that \(X \overline{X}\) is an integer, (10) implies \(d_1 = X \overline{X}\) and \(d_x = 0\) for \(x \neq 1\). Thus \(X \overline{X} = d_1 \leq 2^{2\delta(m)-\delta(f)-2}C^2 f\), proving the assertion in Case 1.

**Case 2:** Now we consider the case \(0 \leq a_i \leq C\) and \(\delta(f) = \delta(m)\). By Lemma 2.5 a) we have \(0 \leq b_{xj} \leq C\) in (6) and thus \(0 \leq b_{1j} \leq C\) in (7), \(0 \leq c_k \leq C^2 f\) in (9) and \(|d_x| \leq 2^{\delta(m)-1}C^2 f\) in (10). This proves the assertion in Case 2 if \(m\) is odd.

Now assume that \(m\) is even. Since we assumed \(\delta(f) = \delta(m)\) for Case 2, \(f\) is also even, say \(f = 2^a r\) with \(a \geq 1\) where \(r\) is odd. Since \(\xi_2^{2^a-1} = -1\) we may write (7) in the form

\begin{equation}
X = \sum_{i=0}^{2^{a-1}-1} \sum_{k=0}^{r-1} b_{ik} \xi_i^{2^a} \xi_r^k
\end{equation}

with \(|b_{ik}'| \leq C\). Then, again using \(\xi_2^{2a-1} = -1\), we get

\begin{equation}
X \overline{X} = \sum_{i,j=0}^{2^{a-1}-1} \sum_{k,l=0}^{r-1} b_{ik}' b_{jl}' \xi_{2^a}^{i-j} \xi_{2^a}^i \xi_l \xi_r^{k-l}
\end{equation}

\begin{equation}
= \sum_{i=0}^{2^{a-1}-1} \sum_{j=0}^{r-1} \sum_{i,j=0}^{r-1} c_{ij} \xi_i \xi_r^j
\end{equation}

with \(|c_{ij}| \leq C^2 2^{a-1} r\). Using Lemma 2.5 b) we get

\begin{equation}
X \overline{X} = \sum_{i=0}^{2^{a-1}-1} \xi_i^{2^a} \sum_{x \in B_{r,1}} d_x x
\end{equation}

with \(|d_x| \leq 2^{\delta(r)} C^2 2^{a-1} r\). Since \(X \overline{X}\) is an integer and since \(\{\xi_2^{2a-1} x : 0 \leq i \leq 2^{a-1}-1, x \in B_{r,1}\}\) is independent over \(\mathbb{Q}\), we get \(X \overline{X} = d_0 \leq 2^{\delta(r)} C^2 2^{a-1} r = 2^{\delta_{ad}(m)-1}C^2 f\), concluding the proof for Case 2.
Case 3: Now assume $|a_i| \leq C$. Then we have $|b_{xj}| \leq 2^{\delta(m)-\delta(f)}C$ in (7) by Lemma 2.5 b) and thus $|c_k| \leq 2^{2\delta(m)-2\delta(f)}C^2f$ in (9) and $|d_x| \leq 2^{2\delta(m)-\delta(f)}C^2f$ in (10), concluding the proof.

Combining Theorem 3.5 and Theorem 4.1 we obtain the following.

**Theorem 4.2.** Let $X \in \mathbb{Z}[\xi_m]$ be of the form

\[ X = \sum_{i=0}^{m-1} a_i \xi_m^i \]

where $a_0, ..., a_{m-1}$ are integers with $0 \leq a_i \leq C$ for some constant $C$. Furthermore, assume that $XX = n$ is an integer. Then

\[ n \leq 2^{s-1}C^2F(m, n) \]

where $s$ is the number of distinct odd prime divisors of $m$.

If the assumption on the coefficients $a_i$ is replaced by $|a_i| \leq C$, then

\[ n \leq 2^tC^2F(m, n) \]

where $t$ is the number of distinct prime divisors of $m$.

5. A general exponent bound for difference sets

In this section, we derive a strong exponent bound for abelian groups containing difference sets. Our result does not rely on any restrictive assumption such as self-conjugacy and therefore is more general than all previously known nonexistence results on difference sets.

For a $(v,k,\lambda,n)$-difference set $D$ in an abelian group $G$ define

\[ f(D) := \min\{t : \chi(D)\xi_t^j \in \mathbb{Z}[\xi_f] \text{ for some } j(\chi) \text{ for all } \chi \in G^*\}. \]

In other words, $f(D)$ is the smallest positive integer such that up to multiplication with a root of unity all character values of $D$ lie in the $f(D)$th cyclotomic field. The results of this section will show that the parameter $f(D)$ is of fundamental importance for the study of difference sets. It is a striking fact that $f(D) = 1$ for all known difference sets with $\gcd(v,n) > 1$ in abelian groups. However, I am not aware of any previous general results on $f(D)$ besides the self-conjugacy condition which guarantees $f(D) = 1$, but does not apply in most cases.

We first state the most general version of our exponent bound. The main aim of this section being the study of difference sets in abelian groups, we also obtain a very strong nonexistence result on difference sets in nonabelian groups as a by-product.

**Theorem 5.1.** Let $G$ be a (possibly nonabelian) group with a normal subgroup $U$ such that $G/U$ is cyclic of order $e$. Let $\rho : G \to G/U$ denote the canonical epimorphism. Assume that $G$ contains a $(v,k,\lambda,n)$-difference set and that

\[ \chi(\rho(D))\xi_{\chi(j)}^i \in \mathbb{Z}[\xi_f] \]

for some character $\chi$ of $G/U$ of order $e$, some integer $j$ and some divisor $f$ of $e$. Then

\[ e \leq \left( \frac{2^{2\delta(e) - \delta(f) - 2+\varepsilon}f}{n} \right)^{\frac{1}{2}} v \]

where $\varepsilon = 0$ if $e$ is even or $\delta(f) < \delta(e)$ and $\varepsilon = 1$ otherwise.
Proof. By replacing $D$ by a translate if necessary, we may assume $\chi(\rho(D)) \in \mathbb{Z}[\xi_f]$. Since $D$ is a subset of $G$, we have $\rho(D) = \sum_{g \in G/U} d_g g$ for some integers $d_g$ with $0 \leq d_g \leq |U|$. As the kernel of $\chi$ on $G/U$ has order $v/(|U|e)$, we can write

$$\chi(\rho(D)) = \sum_{i=0}^{e-1} a_i \xi_i^i$$

with $0 \leq a_i \leq v/e$. Combining Lemma 2.9 and Theorem 4.1 gives

$$n = \chi(\rho(D)) \chi(\rho(D)) \leq 2^{2\delta(e) - \delta(f) - 2 \frac{v^2}{e^2} f}$$

for $\delta(f) < \delta(e)$ and

$$n \leq 2^{\delta_{odd}(e) - \frac{v^2}{e^2} f}$$

for $\delta(f) = \delta(e)$. To complete the proof, we only have to note $\delta_{odd}(e) = \delta(e) - 1$ if $e$ is even and $\delta_{odd}(e) = \delta(e)$ if $e$ is odd. \hfill $\square$

Combining Theorem 4.1 and Theorem 5.1 we arrive at the main result of this section.

**Theorem 5.2.** Assume the existence of a $(v,k,\lambda,n)$-difference set $D$ in a group $G$. If $U$ is a normal subgroup of $G$ such that $G/U$ is cyclic of order $e$, then

$$e \leq \left( \frac{2^{s-1} F(e,n)}{n} \right)^{\frac{1}{2}} v$$

where $s$ is the number of distinct odd prime divisors of $e$.

**Proof.** By Lemma 2.9 and Theorem 3.5 the assumptions of Theorem 5.1 are satisfied for $f = F(e,n)$. This proves Theorem 5.2 since $\delta(F(e,n)) = \delta(e)$ by Definition 3.1 and $\delta(e) - 2 + \varepsilon = s - 1$ if $\delta(e) = \delta(f)$. \hfill $\square$

It is worth stating the abelian case separately.

**Theorem 5.3.** Assume the existence of a $(v,k,\lambda,n)$-difference set in an abelian group $G$. Then

$$\exp(G) \leq \left( \frac{2^{s-1} F(v,n)}{n} \right)^{\frac{1}{2}} v$$

where $s$ is the number of distinct odd prime divisors of $v$.

**Remark 5.4.** In order to understand the strength of Theorem 5.3 we once more resort to an intuitive argument. For many parameters of putative difference sets and all parameter series of known difference sets with $\gcd(v,n) > 1$ we have $n \approx v$ and the squarefree part $v_0$ of $v$ is approximately $\sqrt{v}$ or less (again, “$\approx$” is not used in a strict sense here). For our reasoning we assume the worst, i.e. $v_0 \approx \sqrt{v}$. By Remark 3.6, we should have $F(v,n) \approx v_0$ in almost all cases. Since $2^{s-1} \approx 2^{\log \log v_0} < \log v_0$ and $n \approx v$, we get $\frac{2^{s-1} F(v,n)}{n} \approx v^{-\frac{1}{2}}$. We conclude that, loosely speaking, Theorem 5.3 shows

$$\exp(G) \leq |G|^{3/4}$$

in almost all cases with $v_0 \approx \sqrt{v}$ and $n \approx v$. 
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6. Difference sets with $\gcd(v, n) > 1$

The most interesting test cases for our exponent bound are the parameter series corresponding to known families of difference sets. In this section, we apply Theorem 5.3 to all parameter series corresponding to known difference sets with $\gcd(v, n) > 1$. The following is a complete list of these series; see [28, 29].

(i) Hadamard parameters:

$$(v, k, \lambda, n) = (4u^2, 2u^2 - u, u^2, u^2)$$

where $u$ is any positive integer.

(ii) McFarland parameters:

$$(v, k, \lambda, n) = (q^{d+1} \left[ \frac{q^{d+1} - 1}{q - 1} + 1 \right], q^{d}q^{d+1} - 1 \frac{1}{q - 1}, q^{2d}q^{d} - 1 \frac{1}{q - 1}, q^{2d})$$

where $q = p^f \neq 2$ and $p$ is a prime.

(iii) Spence parameters:

$$(v, k, \lambda, n) = (3^{d+1} \frac{3^{d+1} - 1}{2}, 3^{d}3^{d+1} + 1 \frac{1}{2}, 3^{d}3^{d} + 1 \frac{1}{2}, 3^{2d})$$

where $d$ is any positive integer.

(iv) Chen/Davis/Jedwab parameters:

$$(v, k, \lambda, n) = (4q^t q^{2t} - 1 \frac{1}{q^2 - 1}, q^{2t-1} \left[ \frac{2(q^{2t} - 1)}{q + 1} + 1 \right], q^{2t-1}(q - 1) \frac{q^{2t-1} + 1}{q + 1}, q^{4t-2})$$

where $q = p^t$, $p$ is a prime, and $t$ is any positive integer.

We do not allow $q = 2$ for the McFarland parameters since then $(v, k, \lambda, n) = (2^{2d+2}, 2^{2d+1} - 2^d, 2^{2d} - 2^d, 2^{2d})$, and these are Hadamard parameters with $u = 2^d$. Hadamard difference sets are known to exist for every $u$ of the form $2^a3^b2^r$ where $a, b \in \{0, 1\}$ and $r$ is any positive integer; see [29]. Here we will consider arbitrary $u$. McFarland and Spence difference sets are known for any prime power $q$ and any positive integer $d$; see [29]. Difference sets of type (iv) are known to exist only if $f$ is even or $p \leq 3$; see [9, 12, 29]. However, in this section we will consider arbitrary $f$ and $p$. We will first deal with Hadamard difference sets. A lot of work has been devoted to finding necessary conditions for the existence of Hadamard difference sets; see [1, 8, 7, 13, 37, 38, 39, 44, 51]. However, all these results rely either on the self-conjugacy condition or on very restrictive assumptions on the parameter $u$. In particular, almost nothing has been known on the existence of Hadamard difference sets for which $u$ has many prime divisors. The following consequence of our exponent bound 5.3 changes this situation dramatically.

**Theorem 6.1.** For any finite set $P$ of primes there is a computable constant $C(P)$ such that

$$\exp(G) \leq C(P)|G|^{1/2}$$

for any abelian group $G$ containing a Hadamard difference set whose order $u^2$ is a product of powers of primes in $P$.  

Proof. By Proposition 3.3 there is a constant $C_0(P)$ such that $F(4u^2, u^2) \leq C_0(P)$ for all $u$ which are products of powers of primes in $P$. Thus by Theorem 5.3
\[ \exp(G) \leq 2^{(|P|-1)/2}C_0(P)^{1/2} \cdot 4u = C(P)|G|^{1/2} \]
where $C(P) = 2^{(|P|+1)/2}C_0(P)^{1/2}$. \qed

Theorem 6.2. Let $G$ be an abelian group containing a difference set whose parameters $(v, k, \lambda, n)$ are of type (ii), (iii) or (iv) of the the above list. Then for any fixed $\varepsilon > 0$ the following hold if $v$ is large enough:

a) $\exp(G) \leq p^{-\frac{(1-\varepsilon)f+1}{2}}|G|$ for McFarland parameters,

b) $\exp(G) \leq 3^{-\frac{(1-\varepsilon)d}{2}}|G|$ for Spence parameters,

c) $\exp(G) \leq p^{-\frac{f(1-\varepsilon)(t-1)+1/2}{2}}|G|$ for Chen/Davis/Jedwab parameters.

Proof. a) Assume the existence of a difference set with McFarland parameters in an abelian group. We only deal with the case where $p$ is odd. The case $p = 2$ is similar. If we take $p_1 = p$ in Definition 3.1, we see that $F(v, n)$ divides $p^{(2^{d+1}-1)/q-1}+1)$ since $b_1 = 1$. This implies
\[ (13) \quad F(v, n) \leq 2pq^d. \]

Let $s$ be the number of odd prime divisors of $v$. Then
\[ (14) \quad 2^{s-1} \leq 2^{q^{d+1}[\frac{2^{d+1-1}}{q-1}]+1} \leq \frac{q^d}{2} \]
if $v$ is large enough by Corollary 2.7 (generate the factor 1/2 on the right hand side of (14) by the right interpretation of “large enough”). From Theorem 5.3 and (13), (14) we obtain part a) of Theorem 6.2. The proofs for parts b) and c) are similar. \qed

Ryser’s conjecture [47, p. 139] asserts that there is no $(v, k, \lambda, n)$-difference set with $\gcd(v, n) > 1$ in any cyclic group. The next application of Theorem 5.3 shows that Ryser’s conjecture is true for most of the parameters of known difference sets.

Theorem 6.3. a) If there is a Hadamard difference set in a cyclic group of order $4u^2$, then $F(4u^2, u^2) \geq 2^{s+1}u^2$ where $s$ is the number of distinct odd prime divisors of $u$.

b) If there is a difference set with McFarland parameters in a cyclic group of order $q^{d+1}[\frac{2^{d+1-1}}{q-1}]+1]$, $q = p^f$, then $d = f = 1$.

c) There are no difference sets with Spence or Chen/Davis/Jedwab parameters in any cyclic groups.

Proof. a) This is immediate from Theorem 5.3.

b) Assume the existence of a difference set with McFarland parameters in a cyclic group $G$ of order $v = q^{d+1}[\frac{2^{d+1-1}}{q-1}]+1]$ where $q = p^f$, and $p$ is a prime. 

Claim 1: $fd \leq 2$.

Proof: If we take $p_1 = p$ in Definition 3.1, then $b_1 = 1$ if $p$ is odd and $b_1 = 2$ if $p = 2$. In both cases $F(v, n)$ divides $p^{(2^{d+1-1}+1)/q-1}+1$ since $2^{d+1-1}+1$ is even for $p = 2$. Thus
\[ (15) \quad F(v, n) \leq 2pq^d. \]
We denote the number of all divisors of a positive integer \( r \) by \( D(r) \). Since the divisors of \( r \) occur in pairs \( (x, r/x) \), \( x \leq \sqrt{r} \), we have \( D(r) < 2\sqrt{r} \) for any \( r \). Since \( 2\delta(r) \leq D(r) \), we get

\[
2\delta(r) < 2\sqrt{r}
\]

for any positive integer \( r \). Let \( s \) be the number of distinct odd prime divisors of \( v \). Note \( s \leq 1 + \delta(\frac{d^{d+1} - 1}{q-1} + 1) \). Thus

\[
2^{s-1} < 2\sqrt{2q^d}
\]

by (16) and since \( \frac{d^{d+1} - 1}{q-1} + 1 \leq 2q^d \). Using (15), (17) and \( \exp(G) = v \) together with Theorem 5.3 we get

\[
4\sqrt{2p} > q^{d/2} = p^{f^d/2}.
\]

Thus one of the following cases must occur:

1. \( fd \leq 2 \),
2. \( fd = 3 \) and \( p \leq 31 \),
3. \( fd = 4 \) and \( p \leq 5 \),
4. \( fd = 5 \) and \( p \leq 3 \),
5. \( fd = 6 \) and \( p = 2 \).

However, all triples \((p, f, d)\) occurring in the cases (2)–(5) can be ruled out by a direct application of Theorem 5.3. Thus we have established Claim 1.

Claim 2: If \( fd = 2 \), then \( p < 441 \).

Proof: Assume \( fd = 2 \) and \( p > 441 \). Then \( a := \frac{d^{d+1} - 1}{q-1} + 1 > p^2 > 442^2 = 195,364 \). Thus \( a > \exp(\exp(1/\varepsilon)) \) where \( \varepsilon = 2/5 \). By Corollary 2.7 we get \( 2\delta(a) < a^{2/5} \). Also note \( a \leq 2q^d \). Thus

\[
2^{s-1} = 2^{\delta_{odd}(v) - 1} \leq 2\delta(a) < a^{2/5} < \sqrt{2q^{2d/5}}.
\]

Since we assumed \( \exp(G) = v \), we get \( n = q^{2d} \leq 2^{s-1}F(v, n) \) from Theorem 5.3. Using (15), (19) and \( q^d = p^{f^d} = p^2 \) we conclude \( p^{1/5} < \sqrt{2q} \), contradicting \( p > 441 \). This proves Claim 2.

In order to complete the proof of part b) of Theorem 6.3 it remains to show that \( fd = 2 \) and \( p \leq 439 \) is impossible. A straightforward direct application of Theorem 5.3 rules out all these cases with the single exception of \( (p, f, d) = (3, 1, 2) \), i.e. \( (v, k, \lambda, n) = (2 \cdot 3^3, 7, 3^2 \cdot 13, 3^2 \cdot 4, 3^4) \). However, in this case, 3 is self-conjugate modulo \( v \). Thus no difference set with these parameters can exist in the cyclic group by Result 2.10. This concludes the proof of part b).

c) In the case of Spence parameters we have \( F(v, n) \leq 3(3d+1 - 1)/2 \) and \( s \leq d \) in Theorem 5.3 and thus \( \exp(G) < (2/3)^{d-2}v \). This leaves only the case \( d = 1 \) where we have \( (v, k, \lambda, n) = (36, 15, 6, 9) \). But 3 is self-conjugate modulo 36, and thus no difference set with these parameters can exist in the cyclic group by Result 2.10.

In order to prove the nonexistence of difference sets with Chen/Davis/Jedwab parameters in cyclic groups \( G \) we apply Result 2.10. First assume that \( p \) is odd. Denote the Sylow \( p \)-subgroup of \( G \) by \( S_p \). Note that \( S_p \) is cyclic of order \( q^{2d} \). Let \( U \) be the subgroup of \( G \) of order \( 2q^{n-1}/q-1 \). Then \( p \) is self-conjugate modulo...
$e := \exp(G/U)$ since $e$ is 2 times a power of $p$. Thus Result 2.10 implies
\[ q^{2t} = \exp(S_p) \leq |U||S_p|/q^{2t-1} = 2q^{2t-1}/q^{t-1}. \]
Thus $1 < 2q/(q^2 - 1)$, contradicting $q \geq 3$.

Finally, for $p = 2$ we take $|U| = q^{2t-1}/q^{t-1}$, and apply the same argument.

A circulant Hadamard matrix of order $m$ is a weighing matrix $W(m, m)$ that is invariant under the cyclic group $\mathbb{Z}_m$. Examples for such matrices are known only for $m = 1, 4$ (take $(1)$, respectively $(1, 1, 1, -1)$, as the first row). It is well known that the order of a Hadamard matrix must be 1, 2 or a multiple of 4 [47, p. 106]. Moreover, we know from Lemma 2.14 that the order of a circulant Hadamard matrix must be a square. Thus $m = 4u^2$ for some $u \in \mathbb{Z}^+$ if a circulant Hadamard matrix of order $m > 1$ exists. Using Lemmas 2.9 and 2.13, it can be checked that a circulant Hadamard matrix $M$ of order $4u^2$ exists if and only if there is a Hadamard difference set $D$ in $\mathbb{Z}_{4u^2}$. For instance, if $H$ is the group ring element corresponding to $M$, then $D := (G + H)/2$ is the desired Hadamard difference set.

The circulant Hadamard matrix conjecture asserts that there is no circulant Hadamard matrix of order greater than 4. This conjecture was first mentioned in Ryser’s book [47, p. 134], but goes back further to obscure sources. Turyn [51, 52] proved that $u$ must be odd if a circulant Hadamard matrix of order $4u^2$ exists and that the circulant Hadamard matrix conjecture is true for $u < 55$. However, since Turyn’s work in the 60s there has not been any progress on this conjecture because of the lack of methods to overcome the failure of the self-conjugacy approach.

Using the equivalence to Hadamard difference sets in cyclic groups, we can apply Theorem 6.3 a) to the circulant Hadamard matrix conjecture. Remark 3.6 strongly suggests that part a) of Theorem 6.3 should rule out the existence of circulant Hadamard matrices for almost all $u$. We confirm this by the following result of a computer search.

<table>
<thead>
<tr>
<th>Range of $u$ (u odd)</th>
<th># of cases not ruled out by Theorem 6.3 a)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$3 \leq u \leq 10^4$</td>
<td>26</td>
</tr>
<tr>
<td>$10^5 \leq u \leq 10^5 + 10^4$</td>
<td>2</td>
</tr>
<tr>
<td>$10^6 \leq u \leq 10^6 + 10^4$</td>
<td>1</td>
</tr>
<tr>
<td>$10^7 \leq u \leq 10^7 + 10^4$</td>
<td>1</td>
</tr>
<tr>
<td>$10^8 \leq u \leq 10^8 + 10^4$</td>
<td>0</td>
</tr>
</tbody>
</table>

By [51, Theorem 6], one can rule out 12 of the 26 cases with $u \leq 10,000$ not covered by Theorem 6.3 a). The remaining open cases with $u \leq 10,000$ are $u = 165, 231, 1155, 2145, 2805, 3255, 3905, 5115, 5187, 6699, 7161, 8151, 8645, 9867$.

A Barker sequence of length $l$ is a sequence $(a_i)_{i=1}^l$ with $a_i = \pm 1$ such that $|a_i\sum_{k=1}^l a_i a_{i+k}| \leq 1$ for $1 \leq k \leq l - 1$. It is known that the existence of a Barker sequence of length $l > 13$ implies the existence of a circulant Hadamard matrix of size $l$; see [51, 52]. Thus $l = 4u^2$ where $u$ is odd. Furthermore, it is shown in [17] that $l$ cannot have a prime divisor $p \equiv 3 \mod 4$ if $l > 13$ is the length of a Barker sequence. Combining these two results with Theorem 6.3 a) we get the following
bound by a computer search. It improves the previously known bound [16, p. 363] by a factor greater than $10^6$. We do not need Turyn’s inequality [51, Thm. 6] to obtain this result.

**Theorem 6.4.** There is no Barker sequence of length $l$ with

$$13 < l \leq 4 \cdot 10^{12}.$$ 

### 7. Relative difference sets, quasiregular projective planes and planar functions

In this section, we utilize our results on cyclotomic integers to obtain a nonexistence theorem on relative difference sets. No results of comparable generality have previously been known. A treatment of most of the previously known results can be found in [43, Chapters 4, 5]. In particular, we will obtain new necessary conditions for the existence of relative $(n, n, n, 1)$-difference sets which are equivalent to quasiregular projective planes of type b) of the Dembowski/Piper classification [14]; see Proposition 7.2 below. We will combine this result with a further new nonexistence theorem on relative $(n, n, n, 1)$-difference sets to derive a strong asymptotic exponent bound on abelian groups admitting planar functions.

If the prime power conjecture for projective planes is true, then, in particular, $n$ must be a prime power if a relative $(n, n, n, 1)$-difference set exists. It is known that $n$ must be a power of 2 if a relative $(n, n, n, 1)$-difference set with even $n$ exists in an abelian group; see [18] or [27]. In an important paper, Ma [33] proved that there is no relative $(n, n, n, 1)$-difference set in an abelian group if $n$ is a product of two primes. However, aside from Ma’s result and a simple exponent bound [43, Thm. 4.1.1] very little had been known about the existence of relative $(n, n, n, 1)$-difference sets in general – especially if $n$ has many prime divisors; see [43, Section 5.4]. As for the Hadamard difference sets, our results are the first to tackle these cases.

**Theorem 7.1.** Assume the existence of an $(m, n, k, \lambda)$-difference set $R$ in a group $G$ relative to $N$. Let $U$ be any subgroup of $G$ not containing $N$ such that $G/U$ is cyclic of order $e$. Then

$$|U \cap N| \leq \left(\frac{2s-1F(e,k)}{k}\right)^{1/2} |U|$$

where $s$ is the number of distinct odd prime divisors of $e$.

**Proof.** Let $\rho : G \to G/U$ be the canonical epimorphism, and let $\chi$ be a character of $G/U$ of order $e$. Note that $\chi$ is nontrivial on $N_U := NU/U$ since $U$ does not contain $N$. Since any coset of $N$ contains at most one element of $R$ and since $\chi$ has a trivial kernel, we have $\chi(\rho(R)) = \sum_{i=0}^{e-1} a_i \xi_i^e$ with $0 \leq a_i \leq C$ where $C = |U|/|U \cap N|$. Since $\chi$ is nontrivial on $N_U$ we get

$$k = \chi(\rho(R)) \chi(\rho(R)) \leq 2^{s-1}F(e,k)|U|^2/|U \cap N|^2$$

from Lemma 2.11 and Theorem 4.2, proving the theorem. □

Now we are going to study relative $(n, n, n, 1)$-difference sets corresponding to quasiregular projective planes of type b) of the Dembowski/Piper classification [14]. These projective planes (of order $n$) admit a quasiregular collineation group of order $n^2$ with exactly three point orbits whose sizes are $1, n, n^2$. Here a collineation group $G$ is called quasiregular if it induces a regular operation on all its point
orbits, i.e. if all points in any fixed orbit of \( G \) have the same stabilizer. Since the conjugates of a point stabilizer coincide with the stabilizers of the points in the same orbit, a collineation group \( G \) is quasiregular if and only if all its point stabilizers are normal subgroups of \( G \). In particular, any abelian collineation group is quasiregular. Next, we describe the connection between quasiregular projective planes and relative \((n, n, n, 1)\)-difference sets. For the convenience of the reader, we sketch the proof.

**Proposition 7.2.** There is a projective plane of order \( n \) with a quasiregular collineation group \( G \) of order \( n^2 \) and point orbits of size \( 1, n, n^2 \) if and only if there is an \((n, n, n, 1)\)-difference set \( R \) in \( G \) relative to a normal subgroup \( N \).

**Proof.** Assume that there is a projective plane of order \( n \) with a collineation group \( G \) as described in the assertion. By [14, Thm. 4] the orbits of size 1, \( n \), form an incident point-line pair \((p_0, L_0)\). Since \( G \) acts regularly on the point orbit \( O \) of size \( n^2 \), we may identify \( G \) with \( O \). Let \( p \neq p_0 \) be a point incident with \( L_0 \), and let \( L \neq L_0 \) be a line through \( p \). Then \( N := G_p \) is a normal subgroup of \( G \) of order \( n \), and a straightforward verification shows that \( L \setminus \{p\} \) is an \((n, n, n, 1)\)-difference set in \( G \) relative to \( N \). The converse is proven by reversing this construction. \( \Box \)

The next theorem will be needed for the proof of our asymptotic exponent bound for groups admitting planar functions. It is the only result of this paper which does not rely on the methods developed in Sections 3 and 4.

**Theorem 7.3.** Let \( G \) be an abelian group containing an \((n, n, n, 1)\)-difference set \( R \) relative to \( N \). Let \( p \) be a prime divisor of \( n \), and let \( S \) be the Sylow \( p \)-subgroup of \( N \). If \( p^a \) is the exact power of \( p \) dividing \( n \), then

\[
\exp(S) \leq p^{\lceil a/2 \rceil}
\]

where \( \lceil x \rceil \) denotes the smallest integer \( \geq x \).

**Proof.** Let \( o(g) \) denote the order of an element \( g \) of \( G \). Assume \( e := \exp(S) \geq p^{\lceil a/2 \rceil + 1} \) and let \( S = \langle a_1 \rangle \times \cdots \times \langle a_t \rangle \), \( o(a_1) = e \), be a decomposition of \( S \) into a direct product of cyclic groups. Let \( G = \langle b_1 \rangle \times \cdots \times \langle b_s \rangle \) be a decomposition of \( G \) into cyclic groups of prime power order and write \( a_1 = \prod_{j=1}^s b_j^{t_j} \) where w.l.o.g. \( o(b_j^{t_j}) = e \).

Define \( \chi \in G^* \) by \( \chi(b_1) = \xi_{o(b_1)} \) and \( \chi(b_j) = 1 \) for \( j > 1 \) and write \( K := \text{Ker} \chi \). Then \( G/K \) is a cyclic \( p \)-group whose order is at least \( p^{\lceil a/2 \rceil + 1} \) since \( o(b_1) \geq o(b_1^{t_1}) = e \geq p^{\lceil a/2 \rceil + 1} \). Furthermore, \( |S \cap K| = |\text{Ker} \chi|S| = p^a/e \).

Let \( \rho : G \to G/K \) be the canonical automorphism. We have \( \chi(\rho(R)) = \chi(\rho(R)) \in \{0, n\} \) by Lemma 2.11 implying \( \chi(\rho(R)) \equiv 0 \pmod{p^a} \) for every nontrivial \( \chi \in (G/K)^* \). Since \( p \) is self-conjugate modulo any power of \( p \) and thus modulo \( \exp(G/K) \), we get \( \chi(\rho(R)) \equiv 0 \pmod{p^{\lceil a/2 \rceil}} \) for every nontrivial \( \chi \in (G/K)^* \) from Corollary 2.3. This congruence also holds for the trivial character \( \chi_0 \) of \( G/K \) since \( \chi_0(\rho(R)) = |R| = n \). Thus we can apply Lemma 2.8 and get (using the notation of Lemma 2.8)

\[
\rho(R) = p^{\lceil a/2 \rceil} X_0 + p^{\lceil a/2 \rceil - 1} P_1 X_1 + \cdots + X_{\lceil a/2 \rceil} P_{\lceil a/2 \rceil}.
\]
Thus $p^{[a/2]}$ divides $\rho(R)\rho(R)^{(-1)}$. From Lemma 2.11 we get
\[
\rho(R)\rho(R)^{(-1)} = n - |S \cap K|N + |K|G.
\]
Thus $p^{[a/2]}$ divides $|S \cap K| = p^a/e$, contradicting $e \geq p^{[a/2]}+1$. \qed

It is known that a planar function from $\mathbb{Z}_n$ to $\mathbb{Z}_n$ cannot exist if $n$ is even, not squarefree or the product of two primes or if there are two prime divisors $p, q$ of $n$ such that $p$ is self-conjugate modulo $q$; see [33, Thm. 1.1, Cor. 4.4]. However, very little has been known about planar functions $f : H \to N$ for which $H$ and $N$ are noncyclic abelian groups. Our next result provides an asymptotic exponent bound on $H$ and $N$.

**Theorem 7.4.** For any finite set $P$ of primes there is a computable constant $C(P)$ such that
\[
\exp(H), \exp(N) \leq C(P)\sqrt{n}
\]
for any abelian groups $H, N$ admitting a planar function $f : H \to N$ whose degree $n$ is a product of powers of primes in $P$.

**Proof.** Assume that there is a planar function $f : H \to K$ where $H$ and $K$ are abelian groups of order $n$, and $n$ is a product of powers of primes in $P$. By Lemma 2.12 there is an $(n, n, 1, n)$-difference set in $G := H \times N$ relative to $N$. From Theorem 7.3 we get
\[
(20)
\]
\[
\exp(N) \leq \sqrt{n} \prod_{p \in P} \sqrt{p}.
\]

Let $\chi$ be a character of $G$ of order $e := \exp(H)$ with $|\ker \chi \cap N| = n/p$ where $p$ is some prime divisor of $n$. Write $U := \ker \chi$ and note $|U| = n^2/e$. Then $G/U$ is cyclic of order $e$ and thus
\[
|U \cap N| = n/p \leq \left( \frac{2|P|^{-1}F(e, n)}{n} \right)^{1/2} n^2/e
\]
by Theorem 7.1. Thus
\[
(21)
\]
\[
eq \exp(H) \leq C'\sqrt{n}
\]
where $C' = p \left(2|P|^{-1}C(P)\right)^{1/2}$ and $C(P)$ is the constant from Proposition 3.3.

Now the assertion follows from (20) and (21). \qed

8. **Group invariant weighing matrices**

In this final section, we apply Theorem 4.2 to group invariant weighing matrices and give an example of a strong asymptotic exponent bound that can be derived in this way. Very little has been known about the existence of group invariant weighing matrices. The case which has attracted the most attention is that of circulant weighing matrices, i.e. matrices $W(m, n)$ which are invariant under the cyclic group $\mathbb{Z}_m$; see [15, 40, 41, 49]. It is known that circulant weighing matrices $W(q^2 + q + 1, q^3)$ exist for all prime powers $q$ [49]. On the nonexistence side, it has been shown that there are no circulant weighing matrices $W(m, m-1)$ for $m > 2$ [41] and that a circulant weighing matrix $W(m, n)$ with odd $m$ can only exist if $(m-n)^2 - (m-n) \geq n-1$ [19]. Further nonexistence results can be obtained using multiplier theorems or Turyn’s self-conjugacy approach. However, these methods only work under severe restrictions on the parameters $m$ and $n$ and, as usual, fail in
most cases when \( m \) or \( n \) have many prime divisors. As a consequence of Theorem 4.2 we obtain the following result which is of much broader applicability. Recall that by Lemma 2.14 a group invariant weighing matrix \( W(m, n) \) can only exist if \( n \) is a square.

**Theorem 8.1.** Assume the existence of a \( G \)-invariant weighing matrix \( H = W(m, s^2) \) where \( s \) is a positive integer. Let \( U \) be a subgroup of \( G \) such that \( G/U \) is cyclic of order \( e \). Then

\[
s \leq (2^t F(e, s))^{1/2} |U|
\]

where \( t \) is the number of distinct prime divisors of \( e \).

In particular, the existence of a circulant weighing matrix \( W(m, s^2) \) implies

\[
s^2 \leq 2^r F(m, s)
\]

where \( r \) is the number of distinct prime divisors of \( m \).

**Proof.** Let \( \rho : G \rightarrow G/U \) be the canonical epimorphism, and let \( \chi \) be a character of \( G/U \) of order \( e \). If we view \( H \) as an element of \( \mathbb{Z}[G] \) (see the paragraph preceding Lemma 2.13), then \( \rho(H) = \sum_{g \in G/U} a_g g \) with \( |a_g| \leq |U| \) for all \( g \) since \( H \) has coefficients \(-1, 0, 1\) only. As \( \chi \) has a trivial kernel, we get \( \chi(\rho(H)) = \sum_{i=0}^{e-1} b_i \xi^i \) with \( |b_i| \leq |U| \) for all \( i \). Now we apply Lemma 2.13 and Theorem 4.2 and get

\[
s^2 = \chi(\rho(H))\overline{\chi(\rho(H))} \leq 2^t |U|^2 F(e, s)
\]

(note \( F(e, s) = F(e, s^2) \)), proving the assertion.

Note that Theorem 8.1 is weaker than Theorem 6.3 a) in the case of circulant Hadamard matrices since we had to deal with coefficients \(-1, 0, 1\) instead of just \(-1, 1\). As an example illustrating the power of Theorem 8.1 we give an application to the family of group invariant weighing matrices \( W(2s^2, s^2) \) where \( s \) is a positive integer. This is a rich and interesting family since examples for such matrices are known for any square \( s \): There are Hadamard difference sets of order \( n = s^2 \) in suitable abelian groups \( G \) for any square \( s \) \([9]\). If \( D \) is such a Hadamard difference set (viewed as a group ring element) and \( \rho : G \rightarrow G/U \) is a projection onto a subgroup \( U \) of \( G \) of order 2, then \( \rho(D) - (G/U) \in \mathbb{Z}[G/U] \) describes a \( G/U \)-invariant weighing matrix \( W(2s^2, s^2) \). It is straightforward to verify this using Lemma 2.9.

**Corollary 8.2.** Let \( P \) be any finite set of primes, and let \( Q \) be the set of all products of powers of primes in \( P \). Then there is a computable constant \( C(P) \) such that

\[
\exp(G) \leq C(P)s
\]

for any \( s \in Q \) and any abelian group \( G \) of order \( 2s^2 \) for which a \( G \)-invariant weighing matrix \( W(2s^2, s^2) \) exists.

In particular, a circulant weighing matrix \( W(2s^2, s^2) \) can only exist for finitely many \( s \in Q \).

**Proof.** This is immediate from Proposition 3.3 and Theorem 8.1.
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