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1. Introduction

Some natural parabolic deformations of convex curves in the plane are those in which each point moves in a direction normal to the curve with speed equal to a power of the curvature: That is, given a convex curve $\gamma$ which is the image of an embedding $x_0 : S^1 \to \mathbb{R}^2$, the deformation is obtained by solving the equation

\begin{equation}
\frac{\partial x}{\partial t} = -\frac{1}{\alpha} \kappa n
\end{equation}

with $\alpha \neq 0$, and initial condition $x(p, 0) = x_0(p)$. This produces a family of curves $\gamma_t = x(S^1, t)$. Here $\kappa$ is the curvature, and $n$ is the outward-pointing unit normal vector. These equations are particularly natural in that they are isotropic (equivariant under rotations in the plane) and homogeneous (equivariant under dilation of space, if time is also scaled accordingly).

The main aim of this paper is to provide a complete description of the behaviour of embedded convex curves moving by equations of the form (1.1). In certain cases this description has already been provided: If $\alpha = 1$ then Equation (1.1) is the curve-shortening flow, for which the following holds:

Theorem 1.1. Let $\alpha = 1$ and let $\gamma_0$ be a smooth convex embedded closed curve given by an embedding $x_0 : S^1 \to \mathbb{R}^2$. Then there exists a unique solution $x : S^1 \times [0, T) \to \mathbb{R}^2$ of the curve-shortening flow (1.1) with initial data $x_0$, and $\gamma_t = x(S^1, t)$ converges to a point $p \in \mathbb{R}^2$ as $t \to T$. The rescaled curves $(\gamma_t - p)/\sqrt{2(T-t)}$ converge to the unit circle about the origin as $t \to T$.

This result was first proved by Gage and Hamilton ([11], [12], [15]). The assumption of smooth initial data can be relaxed to allow any curve $\gamma_0$ which is the boundary of a bounded open convex region, in which case the curves $\gamma_t$ approach $\gamma_0$ in Hausdorff distance as $t \to 0$ [2, Theorem II2.8]. Furthermore, Grayson [14] proved that the assumption of convexity of the initial curve can be removed, and the result holds for arbitrary smooth embedded initial curves. More recent proofs of Grayson’s theorem have been given by Hamilton [16] and by Huisken [17]. Similar results for anisotropic analogues of this flow appear in Oaks [18] and Chou and Zhu [10].

Another case which is well understood is that with $\alpha = 1/3$. In this case the results reflect a surprising affine invariance property of the equation:
Theorem 1.2. Let \( \alpha = \frac{1}{3} \). If \( \gamma_0 = x_0(S^1) \) is a smooth convex closed curve given by an embedding \( x_0 : S^1 \rightarrow \mathbb{R}^2 \), then there exists a unique solution \( x : S^1 \times [0,T) \rightarrow \mathbb{R}^2 \) of (1.1) with initial data \( x_0 \), and \( \gamma_t = x(S^1,t) \) converges to a point \( p \in \mathbb{R}^2 \) as \( t \rightarrow T \) while \( (\gamma_t - p)/(4(T-t)/3)^{3/4} \) converges to an ellipse of enclosed area \( \pi \) centred at the origin.

The regularity assumptions on the initial curve can be relaxed to allow boundaries of open bounded convex regions. This result was first proved in [10] and [2] (see also [5, §9]). Results for non-convex curves appear in [7].

If \( \alpha > 1 \), then the results are similar to those in Theorem 1.1 except for some differences in the regularity of solutions (see [3] Corollary II3.2):

Theorem 1.3. Let \( \alpha > 1 \) and let \( \gamma_0 \) be the boundary of an open bounded convex set in \( \mathbb{R}^2 \). Then there exists a solution \( x : S^1 \times [0,T) \rightarrow \mathbb{R}^2 \) of Equation (1.1) with \( x(S^1,t) \) converging to \( \gamma_0 \) in Hausdorff distance as \( t \rightarrow 0 \). This solution is unique up to time-independent reparametrisation, \( C^{2+1/(\alpha-1)} \) for positive times, and \( C^\infty \) for times close to \( T \). The curves \( \gamma_t = x(S^1,t) \) converge to a point \( p \in \mathbb{R}^2 \) as \( t \rightarrow T \) while \( (\gamma_t - p)/(1+\alpha)(T-t)^{1/(1+\alpha)} \) converges smoothly to the unit circle about the origin. If \( \gamma_0 \) is smooth and strictly convex, then the solution is smooth and strictly convex for all \( t \).

For \( \frac{1}{3} < \alpha < 1 \), complete results have not yet been given — the result available for more general anisotropic flows implies the following:

Theorem 1.4. Suppose \( \alpha \in (\frac{1}{3},1] \) and \( \gamma_0 \) is the boundary curve of an open bounded convex set in \( \mathbb{R}^2 \). Then there exists a solution \( x : S^1 \times [0,T) \rightarrow \mathbb{R}^2 \) of Equation (1.1) such that \( \gamma_t = x(S^1,t) \) converge to \( \gamma_0 \) in Hausdorff distance as \( t \rightarrow 0 \). This solution is unique up to time-independent reparametrisation, and smooth and strictly convex for \( t > 0 \). The curves \( \gamma_t \) converge to \( p \in \mathbb{R}^2 \) as \( t \rightarrow T \), and the rescaled curves \( (\gamma_t - p)/(T-t)^{1/(1+\alpha)} \) converge smoothly to a limit curve \( \gamma_T \) which satisfies \( \kappa^\alpha = \lambda(x,n) \) for some \( \lambda > 0 \).

This is proved in [3] Theorem II2.8], with the smooth convergence statement provided by [3] Theorem 2]. Curves which satisfy \( \kappa^\alpha = \lambda(x,n) \) are called homothetic solutions for Equation (1.1), because the solution of (1.1) with this initial data is \( \gamma_t = (1-(1+\alpha)t)^{1/(1+\alpha)} \gamma_0 \) (up to reparametrisation). Theorem 1.4 therefore reduces the study of the asymptotic behaviour of these flows to a classification of homothetic solutions. Some results for non-convex solutions are given in [3] Chapter 8].

The first main result of this paper is a classification of the homothetically shrinking embedded solutions of the flows (1.1):

Theorem 1.5. If \( \alpha > \frac{1}{3} \) then the only embedded homothetically contracting solutions of (1.1) are circles with centre at the origin. If \( \alpha = \frac{1}{3} \) then every ellipse centred at the origin is a homothetically contracting solution, and there are no others. If \( \alpha \in \left[ \frac{1}{3}, \frac{1}{2} \right] \) then the only embedded homothetically contracting solutions are circles centred at the origin. If \( 0 < \alpha < \frac{1}{3} \) then the embedded homothetically contracting solutions are circles centred at the origin, as well as unique (up to rotation and scaling) curves \( \Gamma_{k,\alpha} \) with \( k \)-fold symmetry, for each integer \( k \geq 3 \) with \( k < \sqrt{\frac{3}{\alpha - 1}} \). The curves \( \Gamma_{k,\alpha} \) depend smoothly on \( \alpha < \frac{1}{2} - \frac{1}{k-1} \) and converge to regular \( k \)-sided polygons as \( \alpha \searrow 0 \) and to circles as \( \alpha \nearrow \frac{1}{k-1} \).
The first statement is also proved in [9]. With Theorem 1.4 we deduce:

**Corollary 1.6.** If $1/3 < \alpha < 1$ and $\gamma_0$ is any embedded convex closed curve, there exists a unique smooth solution of (1.1) with initial condition $\gamma_0$, and this contracts to a point in finite time while becoming circular in shape.

The remaining case is $\alpha \in (0, \frac{1}{3})$. It is shown in [6] that the isoperimetric ratio becomes unbounded near the final time for generic symmetric initial data. Some implications of Theorem 1.5 for $\alpha < \frac{1}{3}$ are given in Section 7.

In the case $\alpha < 0$, a complete description of the behaviour of embedded convex solutions of (1.1) is known: This has been provided by Gerhardt [13] for $\alpha = -1$ and by Urbas [21, 22] for $-1 \leq \alpha < 0$, and by Chow and Tsai [8], Tsai [20] and the author [4, Theorem I2.1] for $\alpha < -1$. In these cases all convex solutions expand to infinite size while becoming circular in shape. Similar results hold for more general nonhomogeneous expansion flows of curves, including some cases allowing non-convexity.

The methods of this paper also allow a classification of homothetic solutions without the assumption of embeddedness. Homothetic solutions which are $C^\infty$ immersed closed curves are always strictly locally convex, and are periodic, with the arcs between any two consecutive vertices being congruent. The result shows that homothetic solutions are determined by the total curvature between consecutive vertices, which must lie in a certain range:

**Theorem 1.7.** Let $m$ and $n$ be mutually prime. There exists a smooth, strictly locally convex, non-circular immersed homothetic solution $\Gamma_{n,m,\alpha}$ with total curvature $2\pi n$ and $m$ maxima of curvature if and only if

\[
\begin{align*}
\sqrt{\frac{\alpha}{1+\alpha}} &< \frac{n}{m} < \frac{1}{2}, & \quad 0 < \alpha < \frac{1}{3}; \\
\frac{1}{2} &< \frac{n}{m} < \sqrt{\frac{\alpha}{1+\alpha}}, & \quad \frac{1}{3} < \alpha \leq 1; \\
\frac{1}{2} &< \frac{m}{n} < \sqrt{\frac{\alpha}{1+\alpha}}, & \quad \alpha > 1; \\
\sqrt{\frac{|\alpha|}{|\alpha|-1}} &< \frac{n}{m} < \frac{|\alpha|}{|\alpha|-1}, & \quad \alpha < -1.
\end{align*}
\]

In each of the above cases there is exactly one such curve up to rotation and scaling. If $\alpha = \frac{1}{3}$ then all homothetically contracting solutions are ellipses. If $\alpha \in [-1,0)$ there are no compact homothetic solutions other than circles.

The case $\alpha = 1$ of the above theorem was previously proved in [1] by a computer-assisted argument, considerably more complicated than that given here. The case $\alpha = \frac{1}{3}$ was proved in [2, Lemma 6.1]. The existence parts of the theorem, but not the uniqueness or the nonexistence for other $m$ and $n$, are also proved in [23] Theorem 1 and §4]. The statement in the case $-1 \leq \alpha < 0$ is implicit in the argument of [21].

If $\alpha > 1$ or $\alpha < -1$ then there are also compact homothetic solutions which are not $C^\infty$ and are not strictly locally convex. These have been discussed in [23], and will not appear again in this paper.

2. The period functions

In this section the main theorems are reduced to estimates on certain functions defined by integrals.
A homothetically shrinking solution of (1.1) with $\alpha > 0$, or a homothetically expanding one with $\alpha < 0$, satisfies the equation
\begin{equation}
\kappa^\alpha = \lambda(x, n)
\end{equation}
for some $\lambda > 0$. If $\alpha \neq -1$ then one can choose $\lambda = 1$ by scaling the curve. On any portion of the curve where the curvature does not change sign, the Gauss map is a local diffeomorphism, so one can parametrise the curve to get $n(z) = z$ everywhere, $z \in S^1$. Let $u$ be the support function, defined by $u(z) = \langle x(z), z \rangle$. Then the curvature is given by
\begin{equation}
\kappa^{-1} = \frac{\partial^2 u}{\partial \theta^2} + u,
\end{equation}
where $\theta$ is the arc-length parameter on $S^1$. The identity (2.1) becomes
\begin{equation}
\frac{\partial^2 u}{\partial \theta^2} + u = u^{-1/\alpha}.
\end{equation}
This is a second-order ordinary differential equation for $u$, which can be solved to determine the shapes of all possible homothetic solutions. A first integral of (2.3) is given by
\begin{equation}
\begin{aligned}
u_\theta^2 + u^2 - \frac{2\alpha}{\alpha - 1}u^{1-1/\alpha} &= E, \quad \alpha \neq 1; \\
u_\theta^2 + u^2 - \log u &= E, \quad \alpha = 1
\end{aligned}
\end{equation}
for some constant $E$. Note that if $u$ reaches zero, then the curvature of the curve reaches zero (if $\alpha > 0$) or infinity (if $\alpha < 0$). Otherwise the solution of Equation (2.3) is a periodic positive function of $\theta$, with maximum and minimum values of $u$ determined by $E$ and $\alpha$. In the latter case it is convenient to parametrise the solutions not by $E$ but by the ratio $r$ of the maximum and minimum values $u_\pm$ of $u$: Equation (2.4) gives:
\begin{equation}
\begin{aligned}
0 &= E - u_\pm^2 + \frac{2\alpha}{\alpha - 1}u_\pm^{1+1/\alpha}, \quad \alpha \neq 1; \\
0 &= E - u_\pm^2 + 2\log u_\pm, \quad \alpha = 1
\end{aligned}
\end{equation}
and therefore
\begin{equation}
\begin{aligned}
E &= \frac{2\alpha \left( r^{\frac{\alpha - 1}{\alpha}} - 1 \right)}{(\alpha - 1)(r^{\alpha} - 1)} \left( \frac{\alpha - 1}{\alpha} - r \right)^{\frac{\alpha - 1}{\alpha}}, \quad \alpha \neq 1; \\
E &= \frac{2\log r}{1 - r^\alpha} - \frac{1}{2} \log \left( \frac{2\log r}{1 - r^\alpha} \right), \quad \alpha = 1.
\end{aligned}
\end{equation}
This is an increasing function of $r$ for $r \geq 1$, with $E \to \frac{1+\alpha}{1-\alpha}$ as $r \to 1$ for $\alpha \neq 1$ and $E \to 1$ as $r \to 1$ for $\alpha = 1$, while $E \to \infty$ as $r \to \infty$ for $0 < \alpha \leq 1$ and $E \to 0$ as $r \to \infty$ for $\alpha > 1$ or $\alpha < -1$. This range therefore covers all of the solutions of Equation (2.4) if $0 < \alpha \leq 1$, but excludes those with $E > 0$ if $\alpha > 1$. The latter have zero minimum value of $u$, at which $|u_\theta| \geq 0$, so it is natural to reparametrise by setting $v$ to be the ratio of the value of $|u_\theta|$ when $u = 0$ to the maximum value of $u$.

**Definition 2.1.** For $r \in (1, \infty)$ and $\alpha \in (0, \infty) \setminus \{1\} \cup (-\infty, -1)$, define
\begin{equation}
\Theta(\alpha, r) = \int_1^r \frac{dx}{\sqrt{\frac{r^2 - r^{\frac{\alpha - 1}{\alpha}}}{1 - r^{\frac{\alpha - 1}{\alpha}}} - x^2 - \frac{r^{\frac{\alpha - 1}{\alpha}}}{1 - r^{\frac{\alpha - 1}{\alpha}}}x^{\frac{\alpha}{\alpha - 1}}}}.
\end{equation}
If $\alpha = 1$ then define for $r \in (1, \infty)$

$$\Theta(1, r) = \int_1^r \frac{dx}{\sqrt{1 - x^2 + \frac{r^2 - 1}{\log r} \log x}}.$$ 

If $\alpha \in (1, \infty) \cup (-\infty, -1)$ and $v \in (0, \infty) \setminus \{1\}$, define

$$\Xi(\alpha, v) = \int_0^1 \frac{dx}{\sqrt{(1 - v^2)x^{\frac{2\alpha}{1+\alpha}} + v^2 - x^2}}.$$ 

If $\alpha = 1$ and $\lambda > 0$, define

$$\Psi(1, \lambda) = \int_0^1 \frac{dx}{\sqrt{1 - x^2 - 2\lambda \log x}},$$

and if $0 < \alpha < 1$ and $\lambda > 0$, define

$$\Psi(\alpha, \lambda) = \int_0^1 \frac{dx}{\sqrt{1 - x^2 + \frac{2\alpha \lambda}{1-\alpha} \left(\alpha - \frac{1}{\alpha} - x^{\frac{1}{\alpha} - 1}\right)}}.$$ 

$\Theta(\alpha, r)$ gives the total curvature of the unique (up to rotation) smooth, strictly locally convex homothetic curve segment with monotone curvature and endpoints tangent to the circles of radius 1 and $r$ about the origin.

If $0 < v < 1$, $\Xi(\alpha, v)$ gives the total curvature of the unique (up to rotation) homothetic locally convex curve segment with monotone curvature with one end tangent to the circle of radius one, and the other pointing towards the origin at a distance $v$. If $\alpha > 1$ then the curvature approaches zero at the latter endpoint, while if $\alpha < -1$ then the curvature instead approaches infinity.

If $v > 1$ then $\Xi(\alpha, v)$ gives the total curvature of the homothetically expanding (for $\alpha > 1$) or contracting (for $\alpha < -1$) curve with monotone curvature, with one end tangent to the unit circle and the other pointing radially outward from the origin at distance $v$. The curvature at the latter end approaches zero for $\alpha > 1$ and infinity for $\alpha < -1$.

$\Psi(\alpha, \lambda)$ gives the total curvature of the homothetically expanding curve with monotone curvature with one end tangent to the unit circle and the other approaching infinity asymptotic to a radial line from the origin. $\lambda$ gives the radius of curvature at the former endpoint.

The results stated in the introduction all follow from information about the values of $\Theta$ as $r \to 1$ and $r \to \infty$, together with statements on monotonicity of $\Theta$ in $\alpha$ and $r$. The next section will investigate the values of the period functions at all of the extreme arguments, and the following two sections will prove the required results on monotonicity.

3. Duality and special values

In this section a surprising symmetry is established in the values of the function $\Theta$, and values are computed for special choices of the arguments. The following proposition summarises the results:
Theorem 3.1. \( \Theta \) is continuous on \((0, \infty) \times (1, \infty) \) and on \((-\infty, -1) \times (1, \infty) \), and has the following limiting values:

\[
\lim_{r \to 1} \Theta(\alpha, r) = \pi \sqrt{\frac{\alpha}{1 + \alpha}}, \quad \alpha \in (-\infty, -1) \cup (0, \infty); \\
\lim_{r \to \infty} \Theta(\alpha, r) = \frac{\pi}{2}, \quad \alpha \in (0, 1]; \\
\lim_{r \to \infty} \Theta(\alpha, r) = \pi \frac{\alpha}{1 + \alpha}, \quad \alpha \in (-\infty, -1) \cup (1, \infty); \\
\lim_{\alpha \to 0^+} \Theta(\alpha, r) = \arccos(1/r); \\
\lim_{\alpha \to \infty} \Theta(\alpha, r) = \pi; \\
\lim_{\alpha \to -\infty} \Theta(\alpha, r) = \pi; \\
\lim_{\alpha \to -1} \Theta(\alpha, r) = \infty.
\]

Furthermore the following symmetry holds:

\[
\Theta \left( \frac{\alpha + 1}{3\alpha - 1}, r \frac{1 + \alpha}{2\alpha} \right) = \frac{1 + \alpha}{2\alpha} \Theta(\alpha, r)
\]

for any \( \alpha \in \mathbb{R} \) with \( \alpha \neq 1/3 \) and \( \alpha \notin [-1, 0] \) and \( r > 1 \).

Proof. The continuity is standard, and the limiting values can be deduced without difficulty. The symmetry (3.1) is proved as follows: Assume \( \alpha \neq 1 \), since the symmetry is trivial for \( \alpha = 1 \). Let \( \Theta = \Theta(\alpha, r) \), and suppose \( u : [0, \Theta] \to \mathbb{R} \) is the monotone solution of (2.3) with \( u'(0) = u'(\Theta) = 0 \) and \( u(\Theta) = ru(0) \). Let \( w : [0, \frac{1 + \alpha}{2\alpha} \Theta] \to \mathbb{R} \) be defined by

\[
w(\theta) = u \left( \frac{2\alpha}{1 + \alpha} \theta \right). 
\]

Then \( w \) satisfies the identity

\[
\left( \frac{1 + \alpha}{2\alpha} \right)^2 \frac{\partial^2 w}{\partial \theta^2} = \frac{1 + \alpha}{2\alpha} u \frac{1 - \alpha}{2\alpha} \frac{\partial^2 u}{\partial \theta^2} + \frac{1 - \alpha^2}{4\alpha^2} \left( \frac{\partial u}{\partial \theta} \right)^2 \\
= -\frac{1 + \alpha}{2\alpha} w + \frac{1 + \alpha}{2\alpha} w^{-1} + \frac{1 - \alpha^2}{4\alpha^2} \left( w^{\frac{1 + \alpha}{2\alpha}} E - w + \frac{2\alpha}{\alpha - 1} w^{-1} \right) \\
= -\left( \frac{1 + \alpha}{2\alpha} \right)^2 w + \frac{1 - \alpha^2}{4\alpha^2} E w^{\frac{1 + \alpha}{2\alpha}},
\]

where \( E \) is given by (2.3), so that

\[
\frac{\partial^2 w}{\partial \theta^2} + w = \frac{1 - \alpha}{1 + \alpha} E w^{\frac{1 + \alpha}{2\alpha}}.
\]

Scaling \( w \) by a constant factor gives a solution of (2.3) with \( \alpha \) replaced by \( \frac{\alpha + 1}{3\alpha - 1} \), and satisfying \( w \left( \frac{1 + \alpha}{2\alpha} \Theta \right) = r \frac{1 + \alpha}{2\alpha} w(0), \; w'(0) = w' \left( \frac{1 + \alpha}{2\alpha} \Theta \right) = 0 \). Therefore \( \frac{1 + \alpha}{2\alpha} \Theta = \Theta \left( \frac{\alpha + 1}{3\alpha - 1}, r \frac{1 + \alpha}{2\alpha} \right) \).

Similar results hold for the other period functions defined in Section 2, with essentially the same proof:
Theorem 3.2. $\Xi$ is continuous on $(-\infty, -1) \times (0, \infty) \cup (1, \infty) \times (0, \infty)$, and $\Psi$ is continuous on $(0, 1] \times (0, \infty)$, and the following limits hold:

\[
\lim_{\alpha \to -1} \Xi(\alpha, v) = \frac{\pi}{2}, \quad v > 0;
\]
\[
\lim_{\alpha \to -1} \Xi(\alpha, v) = \frac{\alpha v}{2v}, \quad v > 0;
\]
\[
\lim_{\alpha \to \pm \infty} \Xi(\alpha, v) = \pi - 2 \arctan v, \quad v > 0;
\]
\[
\Xi(\alpha, 1) = \frac{\pi}{2}, \quad \alpha \in (-\infty, -1) \cup (1, \infty);
\]
\[
\lim_{v \to 0} \Xi(\alpha, v) = \frac{\pi \alpha}{1 + \alpha}, \quad \alpha \in (-\infty, -1) \cup (1, \infty);
\]
\[
\lim_{v \to \infty} \Xi(\alpha, v) = 0, \quad \alpha \in (-\infty, -1) \cup (1, \infty);
\]
\[
\lim_{\lambda \to 0} \Psi(\alpha, \lambda) = \frac{\pi}{2}, \quad \alpha \in (0, 1);
\]
\[
\lim_{\lambda \to \infty} \Psi(\alpha, \lambda) = 0, \quad \alpha \in (0, 1);
\]
\[
\lim_{\alpha \to 0} \Psi(\alpha, \lambda) = 0, \quad \lambda > 0.
\]

Furthermore the following symmetry holds:

\[
(3.2) \quad \Xi(\alpha, v) = \frac{2\alpha}{1 + \alpha} \Psi\left(\frac{\alpha + 1}{3\alpha - 1} \cdot \frac{\alpha - 1 + v^2}{\alpha + 1}\right)
\]

for $|\alpha| > 1$ and $v > 0$.

The symmetry (3.1) allows values of $\Theta$ for $\alpha < -1$ to be deduced from those with $\alpha \in (0, 1/3)$, and those for $\alpha > 1$ from those with $\alpha \in (1/3, 1)$. Underlying this is the surprising fact that the support function of a homothetic solution for some $\alpha$, when transformed by taking a suitable power and scaling the argument, gives the support function of a homothetic solution for another value of $\alpha$. The symmetry (3.2) reflects the fact that the support function of a degenerate homothetically contracting solution for $\alpha > 1$, taken to an appropriate power and with a suitable rescaling of its argument, gives the support function of a homothetically expanding solution for some $\alpha \in (1/3, 1)$. Similarly, singular homothetically expanding solutions for $\alpha < -1$ can be obtained from homothetically expanding solutions for $\alpha \in (0, 1/3)$.

4. Monotonicity in $\alpha$

In this section it is proved that $\Theta$ is monotone increasing in $\alpha$. This is immediate for the functions $\Xi$ and $\Psi$, since the corresponding integrands are clearly monotone increasing in $\alpha$ for fixed $v$.

To show that $\Theta(\alpha, r)$ is monotone in $\alpha$, denote

\[
I(\alpha, r, x) = \left(\frac{r^2 - r^{\alpha + 1}}{1 - r^{\alpha + 1}} - x^2 - \frac{r^2 - 1}{1 - r^{\alpha + 1}} x^{\alpha + 1}\right),
\]

and observe that if either $\alpha > \bar{\alpha} > 1$ or $1 > \alpha > \bar{\alpha} > 0$ or $-1 > \alpha > \bar{\alpha}$ then

\[
I(\alpha, r, x) - I(\bar{\alpha}, r, x) = \frac{r^2 - r^{\alpha + 1}}{1 - r^{\alpha + 1}} - \frac{r^2 - 1}{1 - r^{\alpha + 1}} x^{\alpha + 1} + \frac{r^2 - 1}{1 - r^{\alpha + 1}} x^{\alpha + 1}.
\]
This is zero for $x = 1$ and for $x = r$. A direct computation gives
\[ x^{1/2}\frac{d}{dx} \frac{d}{dx} (I(\alpha, r, x) - I(\bar{\alpha}, r, x)) = \frac{1}{\alpha} - \frac{1}{r^{\alpha-1}} - 1 > 0, \]
from which it follows that $I(\alpha, r, x) - I(\bar{\alpha}, r, x)$ can have only minima as critical points in $x$, and therefore that $I(\alpha, r, x) < I(\bar{\alpha}, r, x)$ for all $x \in (1, r)$. It follows that
\[ \Theta(\alpha, r) - \Theta(\bar{\alpha}, r) = \int_1^r \left( \frac{1}{\sqrt{I(\alpha, r, x)}} - \frac{1}{\sqrt{I(\bar{\alpha}, r, x)}} \right) dx > 0. \]

The monotonicity statement follows. This implies that there are no non-circular embedded homothetically contracting solutions for $\alpha > 1/3$: First, $\Theta(1/3, r) = \pi/2$ for every $r$. Therefore by monotonicity, $\Theta(\alpha, r) > \pi/2$ for every $r$. By the four-vertex theorem, an embedded closed curve must have at least four vertices, and so (if non-circular) must be constructed from at least four copies of the elementary curve segments. But then the total curvature is at least $4\Theta(\alpha, r)$, but this is impossible since the total curvature must be $2\pi$. This proves the first statement of Theorem 1.5 and Corollary 1.6.

5. Monotonicity in $r$

The classification of embedded homothetic solutions for $\alpha < 1/4$ requires a more difficult monotonicity result: The function $\Theta(\alpha, r)$ is monotone increasing in $r$ for $0 < \alpha < 1/4$. The proof also yields the fact that $\Theta(\alpha, r)$ is monotone decreasing in $r$ for $1/4 < \alpha < 1$, and this implies by the symmetry (3.1) that $\Theta(\alpha, r)$ is monotone decreasing in $r$ for $\alpha > 1$ and monotone increasing in $r$ for $\alpha < -1$.

A complication in this case compared to the argument in Section 3 is that the integrals defining $\Theta(\alpha, r)$ for different values of $r$ are taken over different domains. The first step is to transform to the same domain. There are many ways to do this, including the following natural family of transformations from $(1, r)$ to $(-1, 1)$: Let $\beta \in \mathbb{R}\setminus\{0\}$, and set $x^\beta = v$, where
\[ v = \frac{r^\beta - 1}{2} z + \frac{r^\beta + 1}{2}. \]
Then the change of variables formula implies that
\[ \Theta(\alpha, r) = \int_{-1}^1 \frac{dz}{\sqrt{I(\alpha, \beta, r, z)}}, \]
where the integrand is given for $\alpha \neq 1$ by
\[ I(\alpha, \beta, r, z) = \frac{4\beta^2}{(r^\beta - 1)^2} \left( \frac{r^\beta - 1}{1 - r^{-\beta}} v^{\frac{2(\beta-1)}{\beta}} - v^2 - \frac{r^2 - 1}{1 - r^{-\beta}} v^{2\frac{\beta-1}{\beta}} \right), \]
and if $\alpha = 1$ then
\[ I(1, \beta, r, z) = \frac{4\beta^2}{(r^\beta - 1)^2} \left( \frac{v^{\frac{2(\beta-1)}{\beta}}}{\beta} - v^2 + \frac{r^\beta - 1}{\beta \log r} v^{\frac{2(\beta-1)}{\beta}} \log v \right). \]
The aim is to show that $\hat{I}(\alpha, \beta, r, z)$ is monotone in $r$ for each $z$. In order to choose $\beta$, consider the behaviour of $\hat{I}$ when $r$ is close to $1$:
\[ \hat{I}(\alpha, \beta, r, z) = \left( \frac{1 + \alpha}{\alpha} \right) (1 - z^2) \left( 1 + \frac{z}{2} \left( \beta - \left( \frac{1 + 3\alpha}{3\alpha} \right) \right) (r - 1) \right) + O((r - 1)^2). \]
Thus the only possibility allowing monotonicity in \( r \) for every \( z \) is \( \beta = \frac{1+3\alpha}{3\alpha} \).

**Theorem 5.1.** Define \( J(\alpha, r, z) = \tilde{I}(\alpha, \frac{1+3\alpha}{3\alpha}, r, z) \). If \( \alpha \in (0, \frac{1}{3}) \), then \( \frac{\partial}{\partial r} J(\alpha, r, z) < 0 \) for each \( r > 1 \) and \( z \in (-1, 1) \). If \( \alpha \in (\frac{1}{3}, 1] \) then \( \frac{\partial}{\partial r} J(\alpha, r, z) > 0 \) for each \( r > 1 \) and \( z \in (-1, 1) \).

As a first step in the proof, observe that \( J(\alpha, r, z) \) is zero when \( z = \pm 1 \) for any \( r \), so \( \frac{\partial J}{\partial r} \) is zero when \( z = \pm 1 \). Therefore it suffices to show that \( \frac{\partial J}{\partial r} \) is concave in \( z \) for \( \alpha \in (\frac{1}{3}, 1] \) and convex for \( 0 < \alpha < \frac{1}{3} \), for each \( r > 1 \) and \( |z| < 1 \).

\( \frac{\partial^2 J}{\partial z^2} \) has the following surprisingly simple expression:

\[
(5.6) \quad \frac{1}{\beta^2} \frac{\partial^2 J}{\partial z^2} = \begin{cases}
-2 + \frac{2(1-3\alpha)}{(1+3\alpha)^2} \left( \frac{r^2+1-1/\alpha}{1-r^{1-1/\alpha}} v^{-\frac{6\alpha}{1+3\alpha}} - \frac{r^2-1}{1-r^{1-1/\alpha}} v^{-\frac{3(1+\alpha)}{1+3\alpha}} \right), & \alpha \neq 1, \\
-2 - \frac{1}{\alpha} \left( v^{-3/2} + \frac{3(r^2-1)}{4 \log r} v^{-3/2} \log v \right), & \alpha = 1.
\end{cases}
\]

The required convexity and concavity properties for \( \frac{\partial J}{\partial r} \) therefore amount to monotonicity in \( r \) of the quantity \( Q \) defined by

\[
(5.7) \quad Q = \begin{cases}
\frac{2}{1-r^{1-1/\alpha}} v^{-\frac{6\alpha}{1+3\alpha}} - \frac{r^2-1}{1-r^{1-1/\alpha}} v^{-\frac{3(1+\alpha)}{1+3\alpha}}, & \alpha \neq 1, \\
\frac{r^2-1}{1-r^{1-1/\alpha}} v^{-\frac{3(1+\alpha)}{1+3\alpha}}, & \alpha = 1.
\end{cases}
\]

**Lemma 5.2.** \( Q = 1 \) when \( z = \pm 1 \).

**Proof.** When \( z = -1 \), \( v = 1 \) and \( Q = \frac{2}{1-r^{1-1/\alpha}} v^{-\frac{6\alpha}{1+3\alpha}} = 1 \). When \( z = 1 \), \( v = \frac{1}{r^{1+3\alpha}} \), so \( Q = \frac{r^2-1}{1-r^{1-1/\alpha}} v^{-\frac{3(1+\alpha)}{1+3\alpha}} = 1 \). \( \square \)

**Lemma 5.3.** For \( \alpha \in (0, 1/3) \),

\[
\frac{\partial}{\partial z} \left( v^{\frac{2(3\alpha-1)}{1+3\alpha}} \frac{\partial}{\partial z} \left( v^{\frac{3(1+\alpha)}{1+3\alpha}} \frac{\partial Q}{\partial r} \right) \right) < 0
\]

whenever \( |z| < 1 \) and \( r > 1 \), while for \( \alpha \in (1/3, 1] \)

\[
\frac{\partial}{\partial z} \left( v^2 \frac{\partial}{\partial z} \left( v^{\frac{3(1+\alpha)}{1+3\alpha}} \frac{\partial Q}{\partial r} \right) \right) < 0
\]

whenever \( |z| < 1 \) and \( r > 1 \).

**Proof.** First assume that \( \alpha \neq 1 \). Equation \( 5.7 \) yields the following expression for \( \frac{\partial Q}{\partial r} \), since \( \frac{\partial}{\partial r} \left( v^{\frac{2(3\alpha-1)}{1+3\alpha}} \right) = \frac{1+3\alpha}{3\alpha} v^{\frac{1+3\alpha}{1+3\alpha}-1} (v - 1) 
\]

\[
\frac{\partial Q}{\partial r} = \left( r^{\frac{1+3\alpha}{3\alpha}} - 1 \right) \frac{d}{dr} \left( \frac{r^2 - r^{\frac{2\alpha}{1-\alpha}}}{1 - r^{\frac{1+3\alpha}{3\alpha}} - 1} \right) v^{-\frac{6\alpha}{1+3\alpha}}
\]

\[
(5.8) \quad - \left( r^{\frac{1+3\alpha}{3\alpha}} - 1 \right) \frac{2(1+\alpha)}{1+3\alpha} \left( \frac{r^2 - r^{\frac{2\alpha}{1-\alpha}}}{1 - r^{\frac{1+3\alpha}{3\alpha}} - 1} \right) v^{-\frac{3(1+\alpha)}{1+3\alpha}}
\]

\[
+ \frac{r^{\frac{1}{3\alpha}}}{r^{\frac{1+3\alpha}{3\alpha}} - 1} \left( 2 r^2 - r^{\frac{2\alpha}{1-\alpha}} v^{-\frac{1+3\alpha}{1+3\alpha}} - \frac{1+\alpha}{\alpha} \frac{r^2 - 1}{1 - r^{\frac{1+3\alpha}{3\alpha}} - 1} v^{-\frac{4+6\alpha}{1+3\alpha}} \right).
\]
Multiplication by \( v^{\frac{2(1+\alpha)}{1+3\alpha}} \) and differentiation with respect to \( z \) yields
\[
(5.9) \quad \frac{2}{r^{\frac{1+3\alpha}{1+6\alpha}} - 1} \frac{\partial}{\partial z} \left( v^{\frac{2(1+\alpha)}{1+3\alpha}} \frac{\partial Q}{\partial r} \right) = 3(1 - \alpha) \left( r^{\frac{1+3\alpha}{1+6\alpha}} - 1 \right) \frac{v^{\frac{5\alpha}{1+3\alpha}}}{\partial z} \left( \frac{r^2 - r^{\frac{2\alpha}{1+\alpha}}}{1 - r^{\frac{\alpha-1}{\alpha}}} \right) \left( r^{\frac{1+3\alpha}{1+6\alpha}} - 1 \right) v^{\frac{2(1+3\alpha)}{1+6\alpha}}
\]
\[
+ 4\left(1 - 3\alpha\right) \frac{r^{\frac{5\alpha}{1+3\alpha}}}{(1 + 3\alpha)} r^{\frac{1+3\alpha}{1+6\alpha}} - 1 \left( r^2 - r^{\frac{2\alpha}{1+\alpha}} \right) \frac{1+\alpha}{\alpha} v^{\frac{3\alpha}{1+3\alpha}}.
\]
Assume \( 0 < \alpha < \frac{1}{3} \). Multiplication by \( v^{\frac{2(1+\alpha-1)}{1+3\alpha}} \) and differentiation with respect to \( z \) kills the first term and yields
\[
(5.10) \quad \frac{4\alpha r^{\frac{1}{1+3\alpha}}}{(1 + 3\alpha)} \frac{\partial}{\partial z} \left( v^{\frac{2(1+\alpha-1)}{1+3\alpha}} \frac{\partial Q}{\partial r} \right) = -4\left(1 - 3\alpha\right) \frac{r^2 - r^{\frac{2\alpha}{1+\alpha}}}{1 - r^{\frac{\alpha-1}{\alpha}}} v^{-2} - 4\left(1 + \alpha\right) \frac{r^2 - 1}{1 - r^{\frac{\alpha-1}{\alpha}}} v^{-\frac{4+3\alpha}{1+3\alpha}}.
\]
The right-hand side of (5.10) is manifestly negative for \( r > 1 \) and \( |z| < 1 \) (i.e. \( 1 < v < r \)), so the first statement of Lemma 5.3 is proved.

Now consider the case \( \alpha \in \left(\frac{1}{3}, 1\right) \): Multiplication of Equation (5.9) by \( v^2 \) and differentiation with respect to \( z \) yields:
\[
(5.11) \quad \frac{(1 + 3\alpha)^2}{r^{\frac{1+3\alpha}{1+6\alpha}} - 1} \frac{\partial}{\partial z} \left( v^2 \frac{\partial Q}{\partial r} \right) = 3(1 + \alpha)(1 - 3\alpha) r^{\frac{1+3\alpha}{1+6\alpha}} \frac{v^\frac{3\alpha}{1+3\alpha}}{1 - r^{\frac{\alpha-1}{\alpha}}}
\]
\[
+ 3(1 - \alpha) \left( r^{\frac{1+3\alpha}{1+6\alpha}} - 1 \right) \frac{v^\frac{5\alpha}{1+3\alpha}}{1 - r^{\frac{\alpha-1}{\alpha}}} \left( 1 - r^{\frac{1+3\alpha}{1+6\alpha}} \right) v^{\frac{2(1+3\alpha)}{1+6\alpha}}.
\]
The first term on the right-hand side of (5.11) is negative. The bracket in the second term is the product of the two positive decreasing functions
\[
\left( 1 - r^{\frac{1+3\alpha}{1+6\alpha}} \right) - \frac{6\alpha}{1+3\alpha} \quad \text{and} \quad \left( 1 - r^{\frac{1+3\alpha}{1+6\alpha}} \right) - \frac{6\alpha}{1+3\alpha},
\]
and so is positive and decreasing. Therefore the second term in Equation (5.11) is negative for \( |z| < 1 \) and \( r > 1 \) for \( \alpha \in \left(\frac{1}{3}, 1\right) \).
The case $\alpha = 1$ is similar to that for $\alpha \in (\frac{1}{3}, 1)$: The analogous computations in this case lead to the following:

\[
\frac{\partial}{\partial z} \left( v^2 \frac{\partial}{\partial z} \left( u \frac{\partial Q}{\partial r} \right) \right) = \frac{3}{8} \frac{r^2}{r^3 - 1} - \frac{1}{\log r} v^{-1} \frac{\partial}{\partial z} \left( \frac{1 - r^{-2}}{\log r (1 - r^{-\frac{2}{3}})^2} \right).
\]

As in the previous case, the first term is manifestly negative, and the bracket in the second is the product of the two positive decreasing functions $\frac{1 - r^{-2}}{\log r}$ and $(1 - r^{-\frac{2}{3}})^{-\frac{2}{3}}$, hence decreasing, so the left-hand side is negative whenever $r > 1$ and $|z| < 1$. □

**Lemma 5.4.** $\frac{\partial Q}{\partial r} > 0$ for any $\alpha \in (0, 1], |z| < 1$ and $r > 1$.

**Proof.** Consider first the case $0 < \alpha < \frac{1}{3}$. By Lemma 5.2, $\frac{\partial Q}{\partial r} = 0$ whenever $z = \pm 1$, and hence also $u \frac{\partial Q}{\partial r} = 0$ when $z = \pm 1$. If there exists $r > 1$ and $z \in (-1, 1)$ such that $\frac{\partial Q}{\partial r} < 0$, then there exists $z$ such that $v \frac{\partial Q}{\partial r}$ has a negative minimum (for the same value of $r$). But then at this point

\[
\frac{\partial}{\partial z} \left( v^2 \frac{\partial Q}{\partial r} \right) = 0,
\]

and

\[
\frac{\partial^2}{\partial z^2} \left( v \frac{\partial Q}{\partial r} \right) \geq 0,
\]

so that

\[
\frac{\partial}{\partial z} \left( v \frac{\partial Q}{\partial r} \right) \geq 0,
\]

in contradiction to Lemma 5.3. The cases $\frac{1}{3} < \alpha \leq 1$ are similar. □

**Lemma 5.5.** If $|z| < 1$ and $r > 1$ and $\alpha \in (0, \frac{1}{3})$, then $\frac{\partial J}{\partial r} \frac{\partial Q}{\partial r} > 0$. If $|z| < 1$ and $r > 1$ and $\alpha \in (\frac{1}{3}, 1]$, then $\frac{\partial^3 J}{\partial r \partial z^2} < 0$.

**Proof.** This is immediate by Equation (5.10) and Lemma 5.4 □

Since $\frac{\partial J}{\partial r} = 0$ whenever $z = \pm 1$, Lemma 5.5 implies the theorem.

**Corollary 5.6.** $\Theta(\alpha, r)$ is strictly decreasing in $r$ for $\alpha > \frac{1}{3}$, and strictly increasing in $r$ for $\alpha \in (0, \frac{1}{3})$ or $\alpha < -1$, for every $r > 1$.

**Proof.** It follows from Theorem 5.1 and Equation (5.2) that $\Theta$ is strictly monotone decreasing in $r$ for $\alpha \in (\frac{1}{3}, 1]$, and strictly monotone increasing in $r$ for $\alpha \in (0, \frac{1}{3})$, for any $r > 1$. The remaining cases follow from the symmetry (3.1). □

Corresponding results for the functions $\Xi$ and $\Psi$ also hold, and are rather easy to prove (see [23]).
6. Proofs of Theorems 1.5 and 1.7

The main theorems can be deduced from the monotonicity statement of Corollary 5.6. First the embedded case: An embedded homothetic solution has total curvature $2\pi$, so the period $\Theta(\alpha, r)$ must equal $\frac{\pi}{k}$ for some integer $k$. For fixed $\alpha$, the values of $\Theta(\alpha, r)$ lie between $\pi \sqrt{\frac{1}{1+\alpha}}$ and $\frac{\pi}{2}$. This never equals $\pi$, and equals $\frac{\pi}{2}$ only for $\alpha = \frac{1}{3}$. If $k \geq 3$ it equals $\frac{\pi}{k}$ for some $r > 1$ if and only if $0 < \alpha < \frac{1}{2\pi - 1}$. Furthermore the monotonicity result implies that for $\alpha$ in this range there is precisely one value of $r$ for which $\Theta(\alpha, r)$ has the correct value.

The proof of Theorem 1.7 is similar: In order to have a homothetic solution with total curvature $2n\pi$ and $m$ maxima of curvature, the total curvature of the portion between consecutive critical points must be $\frac{\pi n}{m}$, and this must equal $\Theta(\alpha, r)$ for some $r > 1$. The argument proceeds as above.

7. Applications

The results of the paper have some implications for the behaviour of the flows when $0 < \alpha < \frac{1}{3}$. The first is an improvement of the main result of [6] for the isotropic case. Denote by $K(j)$ the space of $C^j$ convex regions in the plane, with the topology of $C^j$ convergence of support functions.

Theorem 7.1. Let $\alpha \in (0, \frac{1}{3})$. Then for any $j \geq 0$ there exists an open dense subset $S$ in $K(j)$ such that solutions with initial data in $S$ have isoperimetric ratio approaching infinity as $t \rightarrow T$.

This is an improvement of the result in [6] in two senses: First, the set $S$ is open and dense rather than generic. Second, there is no requirement of symmetry on the solutions. The proof is identical to that in [6] except for two observations: The first improvement follows immediately from the fact that there are only finitely many homothetic solutions (up to rotation) for each $\alpha$. The second improvement comes from the observation that for $0 < \alpha < \frac{1}{7}$ all homothetic solutions are unstable, not only the symmetric ones as was proved in [6].

The key ingredient in the proof from [6] is the linear instability of homothetic solutions. This is determined by a stability eigenvalue $\lambda$, which has the following variational characterisation (modified from [6] to factor out the direction of neutral stability corresponding to rotations, as well as the directions corresponding to dilations and translations):

(7.1) $\lambda = \inf_{C^\infty(S^1)} \left\{ \int_{S^1} f^2_{\theta} - f^2 \mid \int_{S^1} u^{-\frac{1}{\alpha}} f = \int_{S^1} u^{-\frac{1}{\alpha}} u_{\theta} f = \int_{S^1} u^{-\frac{1}{\alpha}} f \cos(\theta - \theta_0) = 0 \right\}$. 

A homothetic solution is linearly unstable if $\lambda < \frac{1}{\alpha}$. $\lambda$ is continuous and is equal to 3 on $S^1$, hence, it is less than $\frac{1}{\alpha}$ for $0 < \alpha < \frac{1}{7}$. It suffices to show that $\lambda$ is never equal to $\frac{1}{\alpha}$ along the curves of solutions $\Gamma_{k, \alpha}$ as $\alpha$ decreases below $1/(k^2 - 1)$. If $\lambda$ equals $\frac{1}{\alpha}$ at some point, then there exists a function $f$ (the minimizer of the Rayleigh quotient) which satisfies

(7.2) $\eta_{\theta \theta} + \eta + \frac{1}{\alpha} u^{-\frac{1}{\alpha}} \eta = 0$

on $S^1$, linearly independent of the function $u_{\theta}$. 
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Lemma 7.2. Let $k \geq 3$ and $0 < \alpha < 1/(k^2 - 1)$. If $u$ is the support function of $\Gamma_{k,\alpha}$, so that
\begin{align*}
u_{\theta\theta} + u &= u^{-\frac{1}{\alpha}}, \\
u_{\theta}(0) &= 0, \\
u(\pi/k) &= 0, \\
u(\theta) &< 0, \quad 0 < \theta < \pi/k,
\end{align*}
and $\eta$ satisfies
\begin{align*}
\eta_{\theta\theta} + \eta + \frac{1}{\alpha} u^{-\frac{1+\alpha}{\alpha}} \eta &= 0, \\
\eta(0) &> 0, \\
\eta_{\theta}(0) &= 0,
\end{align*}
then $\eta_{\theta}(2\pi) > 0$.

Proof. Consider the function $U(\alpha, r, \theta)$ defined by
\begin{align*}
u_{\theta\theta} + u &= U^{-\frac{1}{\alpha}}, \\
u_{\theta}(\alpha, r, 0) &= 0, \\
u(\alpha, r, \Theta(\alpha, r)) &= 0, \\
u(\alpha, r, \theta) &< 0, \quad 0 < \theta < \Theta(\alpha, r), \\
u(\alpha, r, 0) &= rU(\alpha, r, \Theta(\alpha, r)).
\end{align*}
Let $\eta(\theta) = \frac{d}{dr} U(\alpha, r, \theta)$, so (7.2) holds with $\eta(0) > 0$ and $\eta_{\theta}(0) = 0$. The derivative with respect to $r$ of the identity $U_{\theta}(\alpha, r, 2k\Theta(\alpha, r)) = 0$ gives
\begin{align*}
\eta_{\theta}(2k\Theta(\alpha, r)) + 2kU_{\theta\theta}(\alpha, r, 2k\Theta(\alpha, r)) \frac{d}{dr} \Theta(\alpha, r) &= 0.
\end{align*}
By Corollary 16, $\frac{d}{dr} \Theta(\alpha, r) > 0$. Also, $U(\alpha, r, \cdot)$ has a local maximum at $\theta = 2k\Theta(\alpha, r)$, so $U_{\theta\theta} < 0$. Therefore $\eta_{\theta}(2\pi) = \eta_{\theta}(2k\Theta(\alpha, r)) > 0$. \hfill $\Box$

Lemma 7.3. If $u$ is the support function of $\Gamma_{k,\alpha}$, then the only functions $\eta$ on $S^1$ satisfying Equation (7.2) have the form $\eta = cu_{\theta}$.

Proof. The solutions of Equation (7.2) are $f = Au_{\theta} + B\eta$, where $\eta$ is defined in Lemma 7.2. But then $f_{\theta}(2\pi) = A u_{\theta}(2\pi) + B\eta(2\pi) \neq A u_{\theta}(0) = f_{\theta}(0)$ if $B \neq 0$, by the result of Lemma 7.2. Therefore the only solution with periodic boundary conditions on $[0, 2\pi]$ is that with $B = 0$. \hfill $\Box$

Lemma 7.4. All homothetic solutions are linearly unstable for $0 < \alpha < \frac{1}{3}$.

Proof. For the circle solution $\lambda = 3 < \frac{1}{\alpha}$ and, by continuity, $\lambda < \frac{1}{\alpha}$ also for $\Gamma_{k,\alpha}$ with $\alpha$ sufficiently close to $1/(k^2 - 1)$. Lemma 7.3 implies that $\lambda \neq \frac{1}{\alpha}$ along $\{\Gamma_{k,\alpha} : 0 < \alpha < 1/(k^2 - 1)\}$. It follows that $\lambda < \frac{1}{\alpha}$ along this curve, and therefore $\Gamma_{k,\alpha}$ is always linearly unstable. \hfill $\Box$

The proof from [6] applies to give Theorem 7.1.

The next application is to the behaviour of $k$-fold symmetric solutions. In this case some immersed cases can also be handled. Denote
\begin{align*}
K_{n,k}^{(\ell)} = \left\{ u \in C^{\ell}(\mathbb{R}) : \ u \left( \theta + 2\pi \frac{n}{k} \right) = u(\theta), \ u_{\theta\theta} + u > 0 \right\}.
\end{align*}
\( \mathcal{K}_{n,k}^{(\ell)} \) therefore consists of the support functions of \( C^\ell \) locally convex curves with total curvature \( 2n\pi \) and a \( k \)-fold rotation symmetry.

**Theorem 7.5.** Let \( n \) and \( k \) be integers such that \( k > 2n \). If \( \alpha < 0 \) or \( \alpha \geq \frac{n^2}{k^2 - n^2} \) then all solutions with initial data in \( \mathcal{K}_{n,k}^{(\ell)} \) converge to circles after rescaling. If \( 0 < \alpha < \frac{n^2}{k^2 - n^2} \) then there is an open dense set \( S \) in \( \mathcal{K}_{n,k}^{(\ell)} \) such that solutions with initial data in \( S \) converge after rescaling to the homothetic solution \( \Gamma_{n,k,\alpha} \) defined in Theorem 1.7.

The case of embedded \( k \)-fold symmetric solutions has \( n = 1, k \geq 3 \).

**Proof.** The proof has several steps: First, uniform bounds on the curvature and higher derivatives of the rescaled solutions are established. Then it is shown that the rescaled solutions approach a homothetic solution as the final time is approached. The results for \( \Gamma_{n,k,\alpha} \) hold for this range of \( \alpha \), by Theorem 1.7. The results for smaller \( \alpha \) will follow from an argument similar to that given for Theorem 7.1.

The key to the regularity estimates is a simple isoperimetric bound which is a consequence of the \( k \)-fold rotation symmetry. It is here that the condition \( k > 2n \) is crucial:

**Lemma 7.6.** There exists a constant \( C \) depending only on \( n \) and \( k \) such that every \( u \in \mathcal{K}_{n,k}^{(\ell)} \) satisfies \( \sup u \leq C \inf u \).

**Proof.** Let \( u \in \mathcal{K}_{n,k}^{(\ell)} \), and rotate so that \( u(0) = \sup u \). Then \( u_\theta(0) = 0 \), and \( u(2\pi n/n) = u(0), u_\theta(2\pi n/k) = 0 \). Let
\[
f(\theta) = u(\theta) \cos(\theta - \pi n/k) - u_\theta(\theta) \sin(\theta - \pi n/k).
\]
Then \( f(0) = f(2\pi n/k) = u(0) \cos(\pi n/k) \). Compute the derivative:
\[
f_\theta(\theta) = -(u_{\theta\theta} + u) \sin(\theta - \pi n/k).
\]
Since \( u_{\theta\theta} + u > 0 \), it follows that \( f \) is increasing on \([0, \pi n/k]\) and decreasing on \((\pi n/k, 2\pi n/k]\). This implies that \( f(\theta) \geq f(0) \) for \( \theta \in [0, 2\pi n/k] \). At a point in \((0, 2\pi n/k)\) where \( u \) attains its minimum, \( u_\theta = 0 \), and therefore
\[
u(\theta) \cos(\theta - \pi n/k) = f(\theta) \geq u(0) \cos(\pi n/k).
\]
This implies that \( \inf u = u(\theta) \geq u(0) \cos(\pi n/k) = \sup u \cos(\pi n/k) \). Note that since \( k > 2n \), \( 0 < \pi n/k < \pi/2 \) and \( \cos(\pi n/k) > 0 \).

Bounds on the speed now follow from results in [4]: For \( \alpha < 0 \), bounds on the radius of curvature is provided by [4] Lemma II.7 and Lemma II.8, while for \( \alpha > 0 \) bounds on curvature are obtained by following the proof of [4] Proposition III.6. Estimates on the support function in \( C^\infty \) for \(-1 \leq \alpha < 0 \), or \( C^{2+1/|\alpha|} \) for \( \alpha < -1 \), are provided by [4] Lemma II.11, and estimates in \( C^\infty \) for \( 0 < \alpha < 1 \) or in \( C^{2+1/\alpha} \) for \( \alpha > 1 \) are given by [4] Theorem III.9.

The convergence of rescaled solutions to homothetic solutions is a consequence of the following monotonicity result:
Lemma 7.7. For any immersed compact solution of Equation (1.1),

\[
\frac{d}{dt} \left( \frac{\int u_\theta^2 - u^2 d\theta}{\left( \int u^{\frac{\alpha-1}{\alpha}} d\theta \right)^{\frac{\alpha}{\alpha-1}}} \right) \leq 0
\]

for \( \alpha \neq 1 \), while

\[
\frac{d}{dt} \left( \frac{\int u_\theta^2 - u^2 d\theta}{\exp \left( \frac{1}{n\pi} \int \log u d\theta \right)} \right) \leq 0
\]

for \( \alpha = 1 \). Equality holds if and only if Equation (2.1) holds.

Proof. Under the evolution equation (1.1), the support function \( u \) evolves according to the equation

(7.3) \[
\frac{\partial u}{\partial t} = -\frac{1}{\alpha} (u_{\theta\theta} + u)^{-\alpha}.
\]

From this, the evolution equation for the integral quantities in the lemma can be computed:

\[
\frac{d}{dt} \left( \int u_\theta^2 - u^2 d\theta \right) = 2 \int u_{\theta\theta} u_{\theta} - uu_t d\theta
\]

\[= -2 \int (u_{\theta\theta} + u)u_t d\theta
\]

\[= \frac{2}{\alpha} \int (u_{\theta\theta} + u)^{1-\alpha} d\theta,
\]

while

\[
\frac{d}{dt} \left( \int u^{\frac{\alpha-1}{\alpha}} d\theta \right) = -\frac{\alpha - 1}{\alpha^2} \int u^{-\frac{1}{\alpha}} (u_{\theta\theta} + u)^{-\alpha} d\theta.
\]

These two equations give the following:

\[
\frac{d}{dt} \left( \int u_\theta^2 - u^2 d\theta \right) \left( \int u^{\frac{\alpha-1}{\alpha}} d\theta \right)^{\frac{\alpha}{\alpha-1}} = \frac{2\alpha^{-1}}{\left( \int u^{\frac{\alpha-1}{\alpha}} d\theta \right)^{\frac{2\alpha^{-1}}{\alpha}}} \left( \int u^{\frac{\alpha-1}{\alpha}} d\theta \right)^{\frac{2\alpha^{-1}}{\alpha}} \left( \int (u_{\theta\theta} + u)^{1-\alpha} d\theta \right)
\]

\[+ \int u_\theta^2 - u^2 d\theta \int u^{-\frac{1}{\alpha}} (u_{\theta\theta} + u)^{-\alpha} d\theta.
\]

Let \( f = (u_{\theta\theta} + u)u^{\frac{1}{\alpha}} \) and \( d\mu = u^{-\frac{1}{\alpha}} d\theta \). Then the quantity in brackets can be written as

\[
\int d\mu \int f^{1-\alpha} d\mu - \int f d\mu \int f^{-\alpha} d\mu.
\]

By the Hölder inequality, this is non-negative if \( \alpha < 0 \), and non-positive if \( \alpha > 0 \), with equality holding if and only if \( f \) is constant. \( \square \)

The regularity results together with Lemma 7.7 imply that there is a subsequence of times approaching the final time for which the rescaled solutions converge to a homothetic solution. In view of the bounds above and below on the support function from Lemma 7.6, homothetic solutions are smooth and strictly convex, and therefore the methods of [3] apply to show that the rescaled solutions converge smoothly to the homothetic solution as \( t \) approaches the final time.
In the cases $\alpha < 0$ and $\alpha > n^2/(k^2 - n^2)$ this completes the proof, since the $n$-fold circle is the only homothetic solution. The final ingredient needed to deal with the remaining values of $\alpha$ is the following:

**Lemma 7.8.** If $0 < \alpha < n^2/(k^2 - n^2)$ then all homothetic solutions in $\mathcal{K}_n^{(\ell)}$ other than scaled translates of $\Gamma_{n,k,\alpha}$ are linearly unstable in $\mathcal{K}_n^{(\ell)}$.

**Proof.** This is proved in exactly the same manner as Lemma 7.4. The linear stability is determined by the stability eigenvalue

$$\lambda = \inf_{f \in C^\infty (\mathbb{R}/(2n \pi/k)\mathbb{Z})} \left\{ \frac{\int f_\theta^2 - f^2}{u^{\alpha/n} f^2} \left| \int u^{-1/n} f = \int u^{-1/n} u_{\alpha} f = 0 \right. \right\}.$$ 

If $\alpha < n^2/(k^2 - n^2)$ then the $n$-fold circle solution is linearly unstable. The remaining homothetic solutions are scaled translates of $\Gamma_{n,jk,\alpha}$ for $j \geq 2$, and these occur for $0 < \alpha < n^2/(j^2 k^2 - n^2) < n^2/(k^2 - n^2)$. By continuity, $\lambda < 1/\alpha$ on $\Gamma_{n,jk,\alpha}$ for $\alpha$ sufficiently close to $n^2/(j^2 k^2 - n^2)$, and the argument of Lemma 7.4 implies that $\lambda$ never equals $1/\alpha$ on $\Gamma_{n,jk,\alpha}$. Therefore these are all linearly unstable.

The proof from [6] now adapts to this situation readily: The increasing entropy used there is replaced by the scaling-invariant integral from Lemma 7.7 and Lemma 7.8 ensures that small perturbations can be made to any solution to avoid converging to homothetic solutions other than $\Gamma_{n,k,\alpha}$. □
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