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1. INTRODUCTION

This paper concerns fine analytical error estimates in analog-to-digital conversion of bandlimited functions using the method of sigma-delta modulation (also called ΣΔ quantization). This method has found widespread usage in practice due to several advantages in its implementation compared to conventional methods (see [1,11]). A recent mathematical treatment of this problem appears in [3]. Below we give a quick introduction as well as setting our notation.

We define the class $\mathcal{B}_\Omega$ of $\Omega$-bandlimited functions to be the space of real-valued continuous functions in $L^1(\mathbb{R})$ whose Fourier transforms (as distributions) have supports contained in $[-\Omega, \Omega]$. We denote the Fourier transform of $x$ by $\hat{x}$, which is defined by

$$\hat{x}(\xi) = \int_{-\infty}^{\infty} x(t) e^{-i\xi t} \, dt$$

for $x \in L^1(\mathbb{R})$ and extended to the space of tempered distributions in the usual way. It is known via the Paley-Wiener-Schwartz theorem that any function $x \in \mathcal{B}_\Omega$ is the restriction to $\mathbb{R}$ of an entire function of exponential type $\Omega$. Finiteness of the range of frequencies and boundedness of the amplitude make $\mathcal{B}_\Omega$ a useful model space for audio signals. Throughout this paper, we normalize the bandwidth by setting $\Omega = \pi$.

Sampling is the first and most basic step of almost any analog-to-digital conversion algorithm. For any $\lambda > 0$, referred to as the sampling rate, it involves the operator $S_\lambda : C(\mathbb{R}) \to \mathbb{R}^\mathbb{Z}$ given by

$$(S_\lambda x)_n := x(\frac{n}{\lambda}).$$

The sampling operation can be inverted for bandlimited functions. Indeed, for a Schwartz function $\varphi$, let $T_{\lambda,\varphi} : \ell^\infty(\mathbb{Z}) \to C^\infty(\mathbb{R})$ denote the interpolation operator given by

$$(T_{\lambda,\varphi}s)(t) := \frac{1}{\lambda} \sum_{n \in \mathbb{Z}} s_n \varphi(t - \frac{n}{\lambda}).$$
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If, in addition, \( \varphi \) satisfies

\[
\varphi(\xi) = \begin{cases} 
1, & \text{if } |\xi| \leq \pi, \\
0, & \text{if } |\xi| > \lambda_0 \pi,
\end{cases}
\]

for some \( \lambda_0 > 1 \), then

\[
T_{\lambda, \varphi} S_{\lambda} x = x, \quad \text{for all } x \in B_{2}, \text{ and } \lambda \geq \lambda_0.
\]

This is the sampling theorem, and \( \varphi \) is called the reconstruction kernel. The proof follows easily via taking the Fourier transform of both sides and identifying the Fourier series expansion of \( \hat{x} \) on \([-\lambda \pi, \lambda \pi]\). (See, e.g., [9] for a complete proof.)

At the heart of analog-to-digital conversion lies quantization, which is the reduction of the sample values from their continuous range \( \mathbb{R} \) to a discrete set \( A \). We denote this operation by the mapping \( Q : \mathbb{R} \to A \), whose action is specific to each algorithm. We then set

\[
\tilde{x}_\lambda := \tilde{x}_{\lambda, Q} := T_{\lambda, \varphi} S_{\lambda} x,
\]

which represents an approximate reconstruction after quantization. Note that \( Q \) is necessarily a nonlinear operator. If \((Qs)_n\) depends only on \( s_n \), then the operation is said to be memoryless. The operator \( Q_\delta \) defined by

\[
(Q_\delta s)_n := \delta \left\lfloor \frac{s_n}{\delta} \right\rfloor,
\]

where \( \lfloor w \rfloor \) denotes the greatest integer less than or equal to \( w \), is the most basic example of a memoryless quantization operator. Note that \( s_\lambda Q_\delta s \) is small. Due to the decay and regularity of \( \varphi \), one has

\[
\sup_{\lambda \geq \lambda_0} \sup_{t \in \mathbb{R}} \frac{1}{\lambda} \sum_{n} |\varphi(t - \frac{n}{\lambda})| =: C_\varphi < \infty,
\]

which implies that the operator \( T_{\lambda, \varphi} \) is bounded from \( \ell^\infty(\mathbb{Z}) \) to \( L^\infty(\mathbb{R}) \) with a \( \lambda \)-uniform bound \( C_\varphi \) on its norm:

\[
\|T_{\lambda, \varphi} s\|_{L^\infty} \leq C_\varphi \|s\|_{\ell^\infty}.
\]

This implies, with \( \varphi \) as in \((1)\), that for any \( \lambda \geq \lambda_0 \),

\[
\|x - \tilde{x}_{\lambda, Q_\delta s}\|_{\ell^\infty} = \|T_{\lambda, \varphi} (S_{\lambda} x - Q_\delta S_{\lambda} x)\|_{\ell^\infty} \leq C_\varphi \delta,
\]

and in particular,

\[
\lim_{\delta \to 0} \tilde{x}_{\lambda, Q_\delta s} = x.
\]

This trivial algorithm hardly finds any usage in practice due to the hardware implementation cost of \( Q_\delta \) when \( \delta \) is small. It turns out that it can be much cheaper to use very coarse quantization algorithms in which the set \( A \) consists of as few as two elements. This is commonly referred to as one-bit quantization, due to the fact that a single binary digit (bit) is sufficient to label each quantization level. To compensate for the lack of resolution in amplitude, one then increases the sampling rate \( \lambda \), which is still relatively inexpensive in its cost of implementation.

We fix the set \( A \) to be \( \{0, 1\} \). To match this normalization with the averaging property of \( T_{\lambda, \varphi} \), we also assume that the input functions \( x \) satisfy, after an appropriate scaling and shift, \( 0 \leq x(t) \leq 1 \) for all \( t \). Hence, for each such function \( x \in B_{2} \), we are interested in approximations of the form

\[
\tilde{x}_{\lambda}(t) = \frac{1}{\lambda} \sum_{n \in \mathbb{Z}} q^n \varphi(t - \frac{n}{\lambda}),
\]
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where \( q_n^\lambda = (QS\lambda x)_n \in \{0,1\} \) for every \( n \), such that

\[
(3) \quad \tilde{x}_\lambda \to x, \quad \text{as } \lambda \to \infty.
\]

At first, it is not immediate that this objective can be achieved. For example, it is easily seen that the first (and natural) choice \( Q = 2Q_{1/2} \) for the quantization operator (with \( Q(1) \) redefined to equal 1) results in the constant approximation \( \tilde{x}_\lambda \equiv 0 \) or \( \tilde{x}_\lambda \equiv 1 \) for any function \( x \) whose range is contained within \([0,1/2]\) or \([1/2,1]\), respectively. Algorithms used in practice circumvent this problem by introducing regular oscillations in the output of quantization, even when the input is constant. Perhaps, the most basic example of these algorithms is the so-called “first order” sigma-delta modulation, the quantization rule of which can be described in one equation as

\[
(4) \quad Q := Q_{\Sigma \Delta} := \Delta Q_1 \Sigma,
\]

where \( \Delta \) is the standard difference operator defined by \( (\Delta u)_n = u_n - u_{n-1} \), \( Q_1 : \mathbb{R} \to \mathbb{Z} \) is the quantization operator \( Q_\delta \) for \( \delta = 1 \), and \( \Sigma \) is the integration operator defined to be the inverse of \( \Delta \) with zero initial condition, i.e., \( (\Sigma u)_n = w_n \) where \( (\Delta w)_n = u_n \) with \( w_0 = 0 \).

Note that \( a-a' \in [0,1) \) implies \( [a] - [a'] \in \{0,1\} \). Let \( s \in [0,1]^2 \) and \( q = Q_{\Sigma \Delta} s \). Since \( s_n = (\Sigma s)_n - (\Sigma s)_{n-1} \) and \( q_n = (Qs)_n = [(\Sigma s)_n] - [(\Sigma s)_{n-1}] \), we get that \( Q_{\Sigma \Delta} \) maps \([0,1]^2\) to \([0,1]^2\).

In practice, the operator \( Q_{\Sigma \Delta} \) is not implemented in the form of \( \Delta Q_1 \Sigma \) due to the fact that the integration operator \( \Sigma \) would in general produce unbounded sequences when applied to arbitrary sequences (in our case all the entries of which are nonnegative). Alternatively, the output sequence \( q \) can be generated using a simple recurrence relation that only involves bounded quantities. Indeed, setting \( u = \Sigma s - Q_1 \Sigma s = \Sigma s \) (mod 1) results in \( u_n \in [0,1) \), and

\[
(5) \quad u_n = u_{n-1} + s_n - q_n
\]

for all \( n \). Since \( (\Sigma s)_0 = 0 \) by definition, we obtain the initial condition \( u_0 = 0 \). We have \( u_{n-1} + s_n \in [0,2) \), and \( q_n \in [0,1) \), which imply together with \( \Box \) that \( q_n \) satisfies the formula

\[
(6) \quad q_n = \begin{cases} 0 & \text{if } u_{n-1} + s_n < 1, \\ 1 & \text{if } u_{n-1} + s_n \geq 1. \end{cases}
\]

This very simple and inexpensive recursive algorithm in fact makes the first order sigma-delta quantization extremely popular in practice.

Let us see how \( \tilde{x}_\lambda = T_{\lambda,\varphi} q^\lambda = T_{\lambda,\varphi} \Delta Q_1 \Sigma \lambda x \) approximates \( x \). For general \( \lambda \), let us define the sequence

\[
(7) \quad u^\lambda := \Sigma S \lambda x - Q_1 \Sigma S \lambda x,
\]

so that the error function \( e_\lambda := x - \tilde{x}_\lambda \) satisfies

\[
\varepsilon_\lambda = T_{\lambda,\varphi} \Delta (\Sigma S \lambda x - Q_1 \Sigma S \lambda x) = T_{\lambda,\varphi} \Delta u^\lambda.
\]

To each sequence \( s \in \ell^\infty(\mathbb{Z}) \), associate the measure

\[
\mu_\lambda(s) := \frac{1}{\lambda} \sum_n s_n \delta_{n/\lambda},
\]

where \( \delta_a \) denotes the Dirac mass at the point \( a \). Then we have

\[
T_{\lambda,\varphi} s = \mu_\lambda(s) * \varphi.
\]
Define also $\Delta_\eta$ to be the operator whose action on a measure is given by $\Delta_\eta\nu(\cdot) := \nu(\cdot) - \nu(\cdot - \eta)$. Then clearly $\mu_\lambda(\Delta_\eta) = \Delta_\frac{1}{\lambda}\mu_\lambda(s)$, so that by commutation of convolutional operators, we obtain the error formula

$$e_\lambda = T_{\lambda, \varphi}\Delta u^\lambda = \Delta_\frac{1}{\lambda}\mu_\lambda(u^\lambda) * \varphi = \mu_\lambda(u^\lambda) * \Delta_\frac{1}{\lambda}\varphi$$

Taking the sup norm of the resulting function yields the error bound

$$\|e_\lambda\|_{L^\infty} \leq \left\|\frac{1}{\lambda}\|u^\lambda\|_{L^\infty} \sum_n |\Delta_\frac{1}{\lambda}\varphi(-\frac{n}{\lambda})|\right\|_{L^\infty} \leq \frac{1}{\lambda} \text{Var}(\varphi),$$

where $\text{Var}(\varphi)$ denotes the total variation of $\varphi$ which, in this case, is clearly equal to $\|\varphi'\|_1$. This is the error bound first given in [3] for the class $\mathcal{B}_\varphi$. Assuming that the reconstruction kernel $\varphi$ is fixed once for all, we can summarize the above “basic estimate” as

$$\|x - \tilde{x}_\lambda\|_{L^\infty} \ll \lambda^{-1}. \quad (9)$$

(In this paper, we shall frequently use the common notation $X \ll_{\alpha, \beta, \ldots} Y$ to refer to the inequality $X \leq CY$ where the constant $C$ may depend on $\alpha, \beta, \ldots$, but no other variable.)

It has been observed via numerical simulation that the error decay in $\lambda$ is in fact faster than $\lambda^{-1}$. The folklore in the electrical engineering literature is that for the class of bandlimited functions, the error decays “on the average” like $\lambda^{-3/2}$. There are few results on the rigorous side, however. In the particular case of constant functions $x(t) = c$, Gray [4] proved using spectral arguments that a particular “root mean square” norm that averages the error over $\mathbb{R}$ as well as over the value of the constant $c \in [0, 1]$ decays asymptotically like $\lambda^{-3/2}$. A similar estimate was given also for pure sinusoids.

We are interested in finding the true error behavior of the first order sigma-delta quantization. In this paper, we shall present improvements on the error bound (9) for arbitrary bandlimited functions. The following is our main theorem:

**Theorem 1.** For all $\epsilon > 0$, there exists a family $\{\varphi_\lambda\}_{\lambda>1}$ of reconstruction kernels such that for all $\pi$-bandlimited functions $x$ with range in $[0, 1]$, and for all $t$ for which $x'(t) \neq 0$,

$$|x(t) - \tilde{x}_\lambda(t)| \ll_{\epsilon, x'(t)} \lambda^{-4/3+\epsilon},$$

where $\tilde{x}_\lambda = T_{\lambda, \varphi_\lambda}q^\lambda$ is the approximate reconstruction of $x$ from the first order sigma-delta quantized bit sequence $q^\lambda = Q_{\Sigma, \Delta}S_\lambda x$.

This result relies heavily on the theory of uniform distribution for point sequences, and stationary phase methods for exponential sums. In Section 2, we summarize the basic definitions and theorems that we shall use in our analysis. Section 3 is of a technical nature; we provide upper bounds on the discrepancy of the iterates of a time-varying dynamical system on the circle, which then leads to the proof of Theorem 1 in Section 4. In the special case of constant functions, the error bound of Theorem 1 can be improved further using some classical results in...
Diophantine approximation. Details of this improvement are given in Section 5. We conclude the paper with remarks on higher order sigma-delta modulation schemes.

2. Preliminaries

Uniform distribution. Let \( u = (u_n)_{n=1}^{\infty} \) be a sequence of points in \([0, 1)\) identified with the 1-torus \( T = \mathbb{R}/\mathbb{Z} \). Recall that the sequence \( u \) is said to be uniformly distributed (in short, u.d.) if

\[
\lim_{N \to \infty} \frac{\#\{1 \leq n \leq N : u_n \in I\}}{N} = |I|
\]

for every arc \( I \) in \( T \). For a finite nonempty set \( S \subset [0, 1) \) of points (possibly with multiplicity), define the discrepancy of \( S \) to be

\[
\text{Discr}(S) := \sup_{I \subset T} \left| \frac{\#(S \cap I)}{\#S} - |I| \right|.
\]

Then the \( N \)-term discrepancy of the sequence \( u \) is defined as

\[
D_N(u) := \text{Discr}\left(\{u_n\}_{n=1}^N\right).
\]

It is an elementary result that \( u \) is u.d. if and only if \( D_N(u) \to 0 \) as \( N \to \infty \). Two equivalent characterizations of uniform distribution are given by Weyl’s criterion:

\[
(u_n) \text{ is u.d.} \iff \frac{1}{N} \sum_{n=1}^{N} e^{2\pi i k u_n} \to 0 \text{ for each nonzero } k \in \mathbb{Z},
\]

\[
\iff \frac{1}{N} \sum_{n=1}^{N} f(u_n) \to \int_T f(u) \, du \text{ for every Riemann-integrable}
\]

(or, equivalently, continuous) \( f \) on \( T \).

These are “qualitative” statements. The quantitative theory aims to find out how quickly the convergence takes place in the above. We shall need the following two well-known results:

**Theorem 2** (Koksma’s inequality, [10]). For any sequence of points \( u_1, \ldots, u_N \) in \([0, 1)\), and any function \( f : [0, 1) \to \mathbb{R} \) of bounded variation,

\[
\left| \frac{1}{N} \sum_{n=1}^{N} f(u_n) - \int_{0}^{1} f(t) \, dt \right| \leq \text{Var}(f) \text{Discr}(\{u_n\}_{n=1}^{N}),
\]

where \( \text{Var}(f) \) is the total variation of \( f \).

**Theorem 3** (Erdős-Turan inequality, [10]). For any sequence of points \( u_1, \ldots, u_N \) in \([0, 1)\), and any positive integer \( K \),

\[
\text{Discr}(\{u_n\}_{n=1}^{N}) \ll \frac{1}{K} + \sum_{k=1}^{K} \frac{1}{k} \left| \frac{1}{N} \sum_{n=1}^{N} e^{2\pi i k u_n} \right|.
\]
Exponential sums. Erdős-Turan inequality provides us with a tool to estimate the discrepancy of a sequence of points by turning it into the problem of estimating an associated family of exponential sums. At least two types of exponential sums are relevant to the study of sigma-delta modulation. The first type is the well-studied class of Weyl sums

\[ S = \sum_{n=1}^{N} e^{2\pi i f(n)}, \]

where, by definition, \( f \) is a polynomial (with real coefficients). Weyl sums arise in sigma-delta modulation schemes with constant input, though the interesting cases appear only in “higher order” schemes [6] (see Section 6 for a short description of what this means). The main concentration of this paper is on the first order case, and therefore we will not be dealing with Weyl sums directly. The second type of sums are given by more general functions \( f \) in (15), that are not necessarily polynomials, yet still have a certain amount of smoothness. These sums, on the other hand, will arise in this paper, when the input is an arbitrary bandlimited function. For both types of sums, extremely sophisticated tools are available in the mathematical literature to estimate their sizes. We shall require here only outcomes of more “general purpose” tools, for they already lead to substantial improvements of the basic estimates. We shall make use of the truncated Poisson formula and van der Corput’s Lemma, which we give below.

**Theorem 4** (Truncated Poisson, [10]). Let \( f \) be a real-valued function and suppose that \( f' \) is continuous and increasing on \([a, b]\). Put \( \alpha = f'(a), \beta = f'(b) \). Then

\[ \sum_{\alpha - 1 \leq \tau \leq \beta} \int_{a}^{b} e^{2\pi i (f(t) - \tau t)} dt + O(\log(2 + \beta - \alpha)). \]

(If \( f' \) is decreasing on \([a, b]\), taking the complex conjugate of the above expression applied to \(-f \) leads to the same expression with \( \alpha \) and \( \beta \) switched.)

**Theorem 5** (van der Corput, [12]). Suppose \( \phi \) is real-valued and smooth in the interval \((a, b)\), and that \( |\phi^{(r)}(t)| \geq \mu \) for all \( t \in (a, b) \) and for a positive integer \( r \). If \( r = 1 \), suppose additionally that \( \phi' \) is monotonic. Then

\[ \int_{a}^{b} e^{i\phi(t)} dt \ll_{r} \mu^{-1/r}. \]

Discrepancy of arithmetic progressions modulo 1. Perhaps the most important uniformly distributed sequences are arithmetic progressions modulo 1, defined by \( u_n = n\alpha \) (mod 1), with \( \alpha \in \mathbb{R}\setminus\mathbb{Q} \). These sequences arise in first order sigma-delta modulation with constant inputs, and the corresponding discrepancy estimates, as we will show, directly relate to the error estimates. For simplicity, we shall only make use of metric results which are valid for almost every \( \alpha \) (with respect to the Lebesgue measure), and none of the results that depend on the finer Diophantine properties of \( \alpha \).

Denote by \( \|u\| \) the distance between a real number \( u \) and the set of integers. Let \( \psi : \mathbb{Z}^{+} \rightarrow \mathbb{R}^{+} \) be a given nondecreasing function. An irrational number \( \alpha \) is said to be of type \( <\psi \) if the inequality \( n\|n\alpha\| \geq 1/\psi(n) \) holds for all positive integers \( n \).
An important metric result (due to Khinchine) is the following: Let \( \epsilon > 0 \) be given. Then, almost all \( \alpha \) are of type \( < C_\epsilon \psi_\epsilon \) where \( \psi_\epsilon(q) = \log^{1+\epsilon}(2q) \), and \( C_\epsilon \) is a constant that may depend on \( \alpha \). This result leads to the following theorem:

**Theorem 6** ([8]). For any \( \epsilon > 0 \), the \( N \)-term discrepancy of \( u_n = n\alpha \) (mod 1) satisfies

\[
D_N(u) \ll_\alpha N^{-1} \log^{2+\epsilon} N
\]

for almost all \( \alpha \).

It is true that the same estimate holds uniformly (with the same constant) for any translate (in \( n \)) of the sequence \( u \). This strengthens the qualitative result that for irrational \( \alpha \), \((n\alpha)\) is not only u.d. (mod 1) but also well distributed [8].

If \( \alpha \) is of type \( < \psi \) for a constant function \( \psi \), then one says \( \alpha \) is of constant type [8]. For instance, all quadratic irrationals are in this category. For these, the discrepancy satisfies

\[
D_N(u) \ll \log N.
\]

This is the smallest possible order of discrepancy for any infinite sequence \( u \) due to the following lower bound:

\[
D_N(u) \geq c N^{-1} \log N
\]

for infinitely many \( N \), where \( c \) is an absolute constant.

**Bernstein’s inequality** [9]. For any \( 1 \leq p \leq \infty \), if \( x \in B \Omega \cap L^p \), then

\[
\|x'\|_{L^p} \leq \Omega \|x\|_{L^p}.
\]

### 3. A local discrepancy estimate for \( u^\lambda \)

Note that \( u_n^\lambda \), defined by (7), is simply the fractional part of \((\Sigma S_\lambda x)_n\). One can also describe this sequence by saying that \( u_n^\lambda \) is the \( n \)-th iterate of the time-varying dynamical system

\[
u_n^\lambda = R_x(\mathbb{A})(u_{n-1}^\lambda),
\]

where \( R_\theta : [0,1) \to [0,1) \) denotes the rotation map \( w \mapsto w + \theta \) (mod 1). Clearly, in the case when \( x \) is equal to a constant function with an irrational value, the sequence \( u^\lambda \) is uniformly distributed in \([0,1)\); in this case, we shall employ the discrepancy estimate given by Theorem 6.

For the general case, we define a local discrepancy quantity associated to the sequence \( u^\lambda \) by

\[
d(t, I, \lambda) := \text{Discr} \left( \left\{ u_n^\lambda : \frac{t}{\lambda} - t \in I \right\} \right).
\]

**Lemma 1.** There exist two absolute constants \( C_1 > 0 \) and \( C_2 > 0 \) such that for all \( t \) at which \( x'(t) \neq 0 \), and for all intervals \( I \) and numbers \( \lambda \) satisfying \( I \subset [-C_1|x'(t)|, C_1|x'(t)|] \), and \( \lambda > \max \left( |I|^{-1}, C_2|x'(t)|^{-1} \right) \), one has

\[
d(t, I, \lambda) \ll \frac{1}{\lambda} + \frac{1}{|I|^{1/2}} + \frac{1}{|I|^{1/2}|x'(t)|^{1/2}}
\]

3.1. **Analytic interpolation of the sequences \( u^\lambda \).** The proof of Lemma 1 will rely on the following proposition:

**Proposition 1.** For each \( \lambda > 1 \), there exists an analytic function \( X_\lambda \) such that

\[
u_n^\lambda = X_\lambda(n) \pmod{1},
\]

and

\[
\left\| X_\lambda' - x(\cdot/\lambda) \right\|_{L^\infty} \ll \frac{1}{\lambda}.
\]
Proof. Define $\hat{X}_\lambda$ to be the compactly supported distribution

$$\hat{X}_\lambda(\xi) = \frac{\lambda \hat{\varphi}(\lambda \xi)}{1 - e^{-i \xi}} + c \delta_0(\xi)$$

where $c = c(\lambda)$ is chosen such that $X_\lambda(0) = u_0^\lambda = 0$. Then $X_\lambda$ is an analytic function that satisfies

$$X_\lambda(t) - X_\lambda(t - 1) = x\left(\frac{t}{\lambda}\right)$$

for all $t$. This shows (21). Let $\varphi$ be a fixed smoothing kernel as defined in (1). Then it is clear by Fourier inversion that

$$X'_\lambda - x\left(\frac{\cdot}{\lambda}\right) = \phi_\lambda \ast x\left(\frac{\cdot}{\lambda}\right)$$

where

$$\hat{\phi}_\lambda(\xi) = \left(\frac{i \xi}{1 - e^{-i \xi}} - 1\right) \hat{\varphi}(\lambda \xi).$$

Since

$$\left\| X'_\lambda - x\left(\frac{\cdot}{\lambda}\right) \right\|_{L^\infty} \leq \| \phi_\lambda \|_{L^1},$$

it suffices to show that $\| \phi_\lambda \|_{L^1} \ll \lambda^{-1}$. To see this, first note that

$$\frac{i \xi}{1 - e^{-i \xi}} = 1 + \frac{i \xi}{2} + O(|\xi|^2).$$

Hence, for $|\xi| \leq \pi$, one has

$$\left| \frac{i \xi}{1 - e^{-i \xi}} - 1 \right| \ll |\xi|$$

and

$$\left| \frac{d}{d \xi} \left( \frac{i \xi}{1 - e^{-i \xi}} - 1 \right) \right| \ll 1.$$ 

Since $|\xi| \leq \lambda_0/\lambda$ in the support of $\hat{\phi}_\lambda$, we obtain

$$|\hat{\phi}_\lambda(\xi)| \ll \frac{1}{\lambda}$$

and

$$\left| \frac{d \hat{\phi}_\lambda}{d \xi} \right| \ll |\hat{\varphi}(\lambda \xi)| + |\xi| |\lambda (\hat{\varphi})(\lambda \xi)| \ll 1.$$ 

This implies that

$$\| \phi_\lambda \|_{L^\infty} \ll \int |\hat{\phi}_\lambda(\xi)| d\xi \ll \int_{|\xi| \leq \lambda_0/\lambda} \frac{1}{\lambda} d\xi \ll \frac{1}{\lambda^2},$$

and

$$\left\| \frac{d \phi_\lambda}{d \xi} \right\|_{L^2} \ll \left( \int_{|\xi| \leq \lambda_0/\lambda} d\xi \right)^{1/2} \ll \frac{1}{\sqrt{\lambda}}.$$
Combining these two estimates, we get, for any \( A > 0 \),
\[
\|\phi\|_{L^1} \leq \int_{|t| \leq A} \|\phi\|_{L^\infty} |t| dt + \int_{|t| > A} \frac{1}{|t|} |t\phi(t)| dt
\]
\[
\ll \frac{A}{\lambda^2} + \left( \int_{|t| > A} \frac{1}{|t|^2} dt \right)^{1/2} \left( \int |t\phi(t)|^2 dt \right)^{1/2}
\]
\[
\ll \frac{A}{\lambda^2} + \frac{1}{\sqrt{A}} \left\| \frac{d\phi}{dt} \right\|_{L^2}
\]
By choosing \( A = \lambda \), we obtain \( \|\phi\|_{L^1} \ll \lambda^{-1} \). This completes the proof. \( \square \)

**Corollary 1.** There exist two absolute constants \( C_1 > 0 \) and \( C_2 > 0 \) such that for all \( t \) at which \( x'(t) \neq 0 \), and for all \( \tau \) and \( \lambda \) satisfying \( |\frac{\tau}{\lambda} - t| \leq C_1 |x'(t)| \) and \( \lambda > C_2 |x'(t)|^{-1} \), one has
\[
\frac{1}{2} \left| \frac{x'(t)}{\lambda} \right| \leq |X_\lambda''(\tau)| \leq \frac{3}{2} \left| \frac{x'(t)}{\lambda} \right|.
\]

**Proof.** Since \( X_\lambda' - x'(\frac{\tau}{\lambda}) \) is in \( B_{\pi/\lambda} \), Bernstein’s inequality with Proposition [4] implies that
\[
\left\| X_\lambda'' - \frac{1}{\lambda} x''(\frac{\tau}{\lambda}) \right\|_{L^\infty} \leq \frac{\pi}{\lambda} \left\| X_\lambda' - x'(\frac{\tau}{\lambda}) \right\|_{L^\infty} \leq C_0 \frac{1}{\lambda^2}
\]
for some absolute constant \( C_0 \). Let \( C_1 \) and \( C_2 \) be constants satisfying
\[
\frac{C_0}{C_2} + \pi^2 C_1 \leq \frac{1}{2}.
\]
Then for any \( \tau \) and \( \lambda \) satisfying \( |\frac{\tau}{\lambda} - t| \leq C_1 |x'(t)| \) and \( \lambda > C_2 |x'(t)|^{-1} \), one has
\[
\left| X_\lambda''(\tau) - \frac{1}{\lambda} x'(t) \right| \leq \left| X_\lambda''(\tau) - \frac{1}{\lambda} x'(\frac{\tau}{\lambda}) \right| + \frac{1}{\lambda} \left| x'(\frac{\tau}{\lambda}) - x'(t) \right|
\]
\[
\leq \frac{C_0}{\lambda^2} + \frac{1}{\lambda} \left\| x'' \right\|_{L^\infty} \left| \frac{\tau}{\lambda} - t \right|
\]
\[
\leq \frac{1}{\lambda} \left( \frac{C_0}{C_2} \left| x'(t) \right| + \pi^2 C_1 \left| x'(t) \right| \right)
\]
\[
\leq \frac{1}{2} \left| \frac{x'(t)}{\lambda} \right|
\]
hence the result of the corollary. \( \square \)

### 3.2. Proof of Lemma [11]
Since \( u_n^\lambda = X_\lambda(n) \pmod{1} \), Erdős-Turán inequality gives
\[
d(t, I, \lambda) \ll \frac{1}{K} + \sum_{k=1}^{K} \frac{1}{k} \left[ \frac{1}{\lambda |I|} \right] \sum_{n \in \mathbb{Z} \cap \lambda(I + t)} e^{2\pi i k X_\lambda(n)}
\]
for any positive integer \( K \), where we have used the lower bound \( |\lambda | I | \) for the number of integers \( n \) such that \( \frac{n}{\lambda} - t \in I \). Let
\[
S_k(t, I, \lambda) := \sum_{n \in \mathbb{Z} \cap \lambda(I + t)} e^{2\pi i k X_\lambda(n)}
\]
for \( k \geq 1 \), and consider the phase function \( f = kX_\lambda \). Corollary 11 implies that \( f' \) is monotonic on the interval \( \lambda(I + t) \) (since \( f'' = kX''_\lambda \) is continuous and bounded away from zero) and that
\[
\frac{k}{2} \frac{|x'(t)|}{\lambda} \leq |f''(\tau)| \leq \frac{3k}{2} \frac{|x'(t)|}{\lambda}.
\]

Therefore Theorem 5 with \( r = 2 \) implies, for all \( \nu \),
\[
\left| \int_{\lambda(I+t)} e^{2\pi i (f(\tau) - \nu t)} d\tau \right| \ll \sqrt{\frac{\lambda}{k|x'(t)|}}.
\]

Since \( f' \) is monotonic and continuous, the number of integer values \( \nu \) that are attained by \( f' \) on \( \lambda(I + t) \) is bounded by \( 1 + |f''(\lambda(I + t))| \), which is further bounded by
\[
1 + \lambda|I| \sup_{\tau \in \lambda(I+t)} |f''(\tau)| \leq 1 + (\lambda|I|) \left( \frac{3k}{2} \frac{|x'(t)|}{\lambda} \right) \ll 1 + k|I||x'(t)|.
\]

When coupled with Theorem 11 this yields the estimate
\[
|S_k(t, I, \lambda)| \ll (k|I||x'(t)| + 3) \sqrt{\frac{\lambda}{k|x'(t)|}} + \log(k + 2)
\ll |I|\sqrt{|x'(t)|}\lambda k + \sqrt{\frac{\lambda}{k|x'(t)|}} + \log(k + 2).
\]

We see that the above bound is better than the trivial bound \( 1 + \lambda|I| \) for \( k \ll \lambda \) except for very small values of \( k \) which we are not interested in. Note that the Erdős-Turán inequality can be exploited most for large \( K \).

Plugging this into (24), we obtain
\[
d(t, I, \lambda) \ll \frac{1}{K} + \frac{\sqrt{|x'(t)|}}{\lambda} K^{1/2} + \frac{1}{|I| \sqrt{|x'(t)|}} + \frac{1}{|I| \lambda} \log^2(K)
\ll \left( \frac{|x'(t)|}{\lambda} \right)^{1/3} + \frac{1}{|I| \sqrt{|x'(t)|}} + \frac{1}{|I| \lambda} \log^2 \left( \frac{\lambda}{|x'(t)|} \right)
\]
where at the last step we chose the optimal value \( K \sim \left( \frac{|x'(t)|}{\lambda} \right)^{1/3} \). Clearly, the third term can be absorbed in the second term, and also \( |x'(t)| \) can be dropped from the first term. Therefore we get
\[
d(t, I, \lambda) \ll \frac{1}{\lambda^{1/3}} + \frac{1}{|I| \sqrt{|x'(t)|}} \frac{1}{\lambda^{1/2}},
\]
hence the proof of the lemma. \( \square \)

4. Proof of Theorem 11

We have now gathered the necessary tools and results for the proof of the main theorem of this paper. The rest of the analysis consists of a number of gluing steps:

For each \( t \) and \( \lambda \), let \( \eta = \eta(\lambda, t) \) be the integer such that \(-\frac{1}{\lambda} < \frac{\eta}{\lambda} - t \leq 0 \), and define an auxiliary sequence \( U := U_{\lambda,t} \) by
\[
U_m - U_{m-1} = u_{\eta+m} - \frac{1}{2}
\]
with the initial condition $U_0 = 0$. Then we have the expression

$$U_m = \sum_{k=1}^{m} \left( u_{n+k}^{\lambda} - \frac{1}{2} \right), \quad m \geq 1,$$

with a similar expression for $m \leq -1$. Using Koksma’s inequality for the function $f(u) = u$, we obtain the bound

$$|U_m| \ll m \cdot \text{Disc} \left\{ u_{n+k}^{\lambda} : 1 \leq k \leq m \right\} = m \cdot d \left( t, \left[ \frac{n+1}{\lambda}, t, \frac{\eta + m}{\lambda} - t \right], \lambda \right),$$

where we have used that

$$\{ u_{n+k}^{\lambda} : 1 \leq k \leq m \} = \left\{ u_{n+k}^{\lambda} : n - t \in \left[ \frac{n+1}{\lambda}, t, \frac{\eta + m}{\lambda} - t \right] \right\}.$$

Therefore Lemma 1 yields the estimate

$$|U_m| \ll m \left( \frac{1}{\lambda^{1/3}} + \frac{\lambda}{m^{1/3} |x'(t)|^{1/2}} \right) \ll \lambda^{2/3} + \frac{\lambda^{1/2}}{|x'(t)|^{1/2}}$$

for all $m$ such that $1 \leq m \leq C_1 |x'(t)| \lambda$. A similar argument for $m \leq -1$ provides us with the same estimate for $|m| \leq C_1 |x'(t)| \lambda$.

Let $\epsilon < 1$ be an arbitrary small positive number. Choose a Schwartz function $\varphi_1$ satisfying (1) with an arbitrary $\lambda_0 > 1$, and define

$$\varphi_{\lambda}(t) := \lambda^\frac{\epsilon}{2} \varphi_1(\lambda^\frac{\epsilon}{2} t).$$

Since $\varphi_{\lambda}(\xi) = \varphi_1(\lambda^{-\frac{\epsilon}{2}} \xi)$, and $\lambda \geq \lambda_0 \lambda^\frac{\epsilon}{2}$ for all $\lambda \geq \lambda_0^\frac{\epsilon}{2}$, we can employ $\varphi_{\lambda}$ in the reconstruction process.

The error expression we derived earlier in (8) can now be written as

$$e_{\lambda}(t) = \frac{1}{\lambda} \sum_{m} \left( u_{n+m}^{\lambda} - \frac{1}{2} \right) \Delta_{1/\lambda} \varphi_{\lambda}(t - \frac{n + m}{\lambda})$$

$$= \frac{1}{\lambda} \sum_{m} \Delta U_m \Delta_{1/\lambda} \varphi_{\lambda}(t - \frac{n + m}{\lambda})$$

$$= \frac{1}{\lambda} \sum_{m} U_m \Delta_{1/\lambda} \varphi_{\lambda}(t - \frac{n + m}{\lambda}).$$

We split this sum into two pieces given by $I_1 := \{ m \in \mathbb{Z} : |m| \leq C_1 |x'(t)| \lambda \}$, and $I_2 = \mathbb{Z} \setminus I_1$. For the first piece, we use the estimate (25) in the form $|U_m| \ll |x'(t)| \lambda^{2/3}$ and obtain

$$\left| \frac{1}{\lambda} \sum_{m \in I_1} U_m \Delta_{1/\lambda} \varphi_{\lambda}(t - \frac{n + m}{\lambda}) \right| \ll |x'(t)| \lambda^{2/3} \sum_{m} \left| \Delta_{1/\lambda} \varphi_{\lambda}(t - \frac{n + m}{\lambda}) \right|$$

$$\ll |x'(t)| \lambda^{2/3} \text{Var}(\Delta_{1/\lambda} \varphi_{\lambda}).$$

We have used the estimate

$$\text{Var}(\Delta_{1/\lambda} \varphi_{\lambda}) = \| \Delta_{1/\lambda} \varphi_{\lambda} \|_{L^1} \ll \lambda^{-1} \| \varphi_{\lambda} \|_{L^1} = \lambda^{-1+\epsilon} \| \varphi''_{\lambda} \|_{L^1} \ll \lambda^{-1+\epsilon}.$$

For the second piece, we use the trivial estimate $|U_m| \ll m$ and exploit the rapid decay of $\varphi_{\lambda}$ and its derivatives. Note that for all positive integers $N$ and $l$, we have

$$| \varphi_{\lambda}^{(l)}(s) | \ll N, l \quad (1 + |s|)^{-N}$$

where in the last step we have used the estimate

$$\text{Var}(\Delta_{1/\lambda} \varphi_{\lambda}) = \| \Delta_{1/\lambda} \varphi_{\lambda} \|_{L^1} \ll \lambda^{-1} \| \varphi_{\lambda} \|_{L^1} = \lambda^{-1+\epsilon} \| \varphi''_{\lambda} \|_{L^1} \ll \lambda^{-1+\epsilon}.$$

For the second piece, we use the trivial estimate $|U_m| \ll m$ and exploit the rapid decay of $\varphi_{\lambda}$ and its derivatives. Note that for all positive integers $N$ and $l$, we have

$$| \varphi_{\lambda}^{(l)}(s) | \ll N, l \quad (1 + |s|)^{-N}$$

where in the last step we have used the estimate

$$\text{Var}(\Delta_{1/\lambda} \varphi_{\lambda}) = \| \Delta_{1/\lambda} \varphi_{\lambda} \|_{L^1} \ll \lambda^{-1} \| \varphi_{\lambda} \|_{L^1} = \lambda^{-1+\epsilon} \| \varphi''_{\lambda} \|_{L^1} \ll \lambda^{-1+\epsilon}.$$
so that for $s > 4/\lambda$,
\[
|\Delta^2_{1/\lambda} \varphi(s)| \ll \lambda^{-2} \sup_{s - \frac{\lambda}{2} \leq r \leq s} |\varphi''(r)| \ll_N \lambda^{-2 - (N-3)/2} |s|^{-N}.
\]
Therefore
\[
\left| \frac{1}{\lambda} \sum_{m \in I_2} U_m \Delta^2_{1/\lambda} \varphi \left( t - \frac{\eta + m}{\lambda} \right) \right| \ll_N \left| \frac{1}{\lambda} \sum_{m \in I_2} |m| \lambda^{-2 - (N-3)/2} \left| \frac{m}{\lambda} \right|^{-N} \right|
\]
\[
\ll_{N, x'(t)} \lambda^{-1 - (N-3)/2},
\]
\[
\ll_{\epsilon, x'(t)} \lambda^{-2},
\]
(28)
where at the last step we choose $N = N(\epsilon)$ such that $(N - 3)/2 \geq 1$. Combining (27) and (28), we obtain the desired bound
\[
|e_\lambda(t)| \ll_{\epsilon, x'(t)} \lambda^{-4/3 + \epsilon},
\]
hence the proof of Theorem 1.

5. IMPROVEMENTS FOR CONSTANT FUNCTIONS

In the case of constant functions, the uniform error bound can be improved significantly. The reason is that Khinchine’s theorem provides us with a much better estimate for $|U_m|$ for almost every $x$, and moreover, which holds uniformly for all shifts of the sequence $u^\lambda$. Let $\epsilon > 0$ be given and assume $x$ is such that the result of Theorem 5 holds. Then we have
\[
|U_m| \ll_x \log^{2+\epsilon} |m| \quad \text{for all } m.
\]

Note that there is now a lot more freedom to choose $\varphi$, since the bandwidth of a constant function is zero. For simplicity, let us assume again that $\varphi$ is a fixed Schwartz function satisfying (1). We again split the error expression given by (26) into two pieces, this time the center block being $|m| \leq \lambda^2$. Then we obtain
\[
\left| \frac{1}{\lambda} \sum_{|m| \leq \lambda^2} U_m \Delta^2_{1/\lambda} \varphi \left( t - \frac{\eta + m}{\lambda} \right) \right| \ll_x \left| \frac{1}{\lambda} \sum_m \log^{2+\epsilon} (\lambda^2) \Delta^2_{1/\lambda} \varphi \left( t - \frac{\eta + m}{\lambda} \right) \right|
\]
\[
\ll_x \lambda^{-1} (\log^{2+\epsilon} \lambda) \text{Var}(\Delta_{1/\lambda} \varphi)
\]
\[
\ll_x \lambda^{-2} \log^{2+\epsilon} \lambda.
\]
(30)

For the second piece, we use the bound
\[
|\Delta^2_{1/\lambda} \varphi(s)| \ll \lambda^{-2} |s|^{-2},
\]
which now yields
\[
\left| \frac{1}{\lambda} \sum_{|m| > \lambda^2} U_m \Delta^2_{1/\lambda} \varphi \left( t - \frac{\eta + m}{\lambda} \right) \right| \ll_x \left| \frac{1}{\lambda} \sum_{|m| > \lambda^2} (\log^{2+\epsilon} |m|) \lambda^{-2} \left| \frac{m}{\lambda} \right|^{-2} \right|
\]
\[
\ll_x \lambda^{-2}.
\]
(31)
Combining (30) and (31) gives
\[
\|e_\lambda\|_{L^\infty} \ll_x \lambda^{-2} (\log \lambda)^{2+\epsilon}.
\]
(32)
Remark. The error bound (32) can easily be reproduced for the nonbandlimited reconstruction kernel
\[ \varphi(t) = \begin{cases} 1 - |t|, & \text{if } |t| \leq 1, \\ 0, & \text{otherwise}, \end{cases} \]
as well. This result appears (independently) in [2] and [5] in slightly different but essentially equivalent forms.

6. Higher order schemes

There is a whole class of higher order schemes, which provide improved approximations by employing even smarter quantization algorithms. For a given positive integer \( m \), suppose now that the quantization operator \( Q \) has the decomposition
\[ Q = \Delta^m \tilde{Q} \Sigma^m, \]
where the superscript \( m \) refers to an \( m \)-fold composition. Here, \( \tilde{Q} \) is to be designed such that, again, \( Q \) maps \([0, 1]^2\) to \([0, 1]^2\). We call such a map \( \tilde{Q} \) (or, equivalently, \( Q \)) admissible. Similar to the first order case, let \( u^\lambda := \Sigma^m \Lambda x - \tilde{Q} \Sigma^m \Lambda x \). If for a class of input functions \( x \), an admissible quantization operator \( \tilde{Q} \) also satisfies
\[ \|u^\lambda\|_{L^\infty} = \|\Sigma^m \Lambda x - \tilde{Q} \Sigma^m \Lambda x\|_{L^\infty} \leq C_m := C_m(\tilde{Q}) < \infty \]
for all \( \lambda \), then we say that the sigma-delta modulator (or, equivalently, \( Q \)) is stable. Then, similar to the analysis for \( m = 1 \), one would have
\[ \|T_{\lambda, \varphi} \Delta^m s\|_{L^\infty} = \|\mu_\lambda(s) \ast \Delta^m_{1/\lambda} \varphi\|_{L^\infty} \leq \frac{1}{\lambda^m} \|s\|_{L^\infty} \text{Var}(\Delta^m_{1/\lambda} \varphi) \leq \frac{1}{\lambda^m} \|s\|_{L^\infty} \|\varphi\|_{W^m}, \]
where in the last step we have made use of the bound
\[ \text{Var}(\Delta^m_{1/\lambda} \varphi) = \|\Delta^m_{1/\lambda} \varphi\|_{L^1} \leq \frac{1}{\lambda^{m-1}} \|\varphi^{(m)}\|_{L^1}. \]
Here \( \|\varphi\|_{W^m} = \|\varphi^{(m)}\|_{L^1} \) is the Sobolev \( W^m \) semi-norm of \( \varphi \). Applying this result to \( s = u^\lambda \), one obtains
\[ \|x - \tilde{x}_\lambda\|_{L^\infty} \leq m, Q \lambda^{-m}, \]
where we now emphasize the dependence of the constant on \( m \) as well as on the algorithm \( \tilde{Q} \), which needs to be specified. This error bound in this generality was given first in [3].

The naive operator \( Q_1 \) is unfortunately not admissible for \( m > 1 \). Indeed, consider \( m = 2 \) and a small constant \( x > 0 \). Then \( Q_1 \Sigma^2 \Lambda x \) will always contain a substring of the form 0 1 1; therefore the second order difference of this substring will contain a \(-1\). However, admissible and stable operators do exist. For certain such rules, and for the particular case of constant functions, we provide in [6] improved error estimates for an input-averaged square norm, using techniques analogous to the ones presented in this paper. These results, however, not only depend on the stability properties of \( u^\lambda \), but also on further algebraic and analytic properties of the associated two dimensional sequence \( u^\lambda_n = (u^\lambda_n, u^\lambda_{n-1}) \). For details we refer to [6].
The problem of finding stable operators with small $C_m(Q)$ is an ongoing research problem. In [3], the first example of an infinite family of stable sigma-delta modulators is given. We construct other families in [7], and moreover which collectively yield the error bound $\|e\|_{L^\infty} = O(2^{-0.07\lambda})$ for arbitrary $\pi$-bandlimited functions.
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