EXPONENTIAL THURSTON MAPS
AND LIMITS OF QUADRATIC DIFFERENTIALS

JOHN HUBBARD, DIERK SCHLEICHER, AND MITSUHIRO SHISHIKURA

Contents

1. Introduction 78
2. The characterization theorem 80
2.1. Definitions and statement of the main theorem 80
2.2. Classification of postsingularly finite exponential maps 80
3. Iteration in Teichmüller space 82
3.1. The Teichmüller space of a topological exponential map 83
3.2. The Teichmüller metric and its dual 84
3.3. Examples of quadratic differentials 85
3.4. Proof of the Main Theorem 2.4 86
4. The decomposition theorem 89
4.1. The thick-thin decomposition theorem for quadratic differentials 90
4.2. Quadratic differentials on annuli 91
4.3. The component of a quadratic differential adapted to a short closed geodesic 93
4.4. The component of a quadratic differential adapted to the thick part 96
5. Limits of quadratic differentials 98
5.1. Limit models 98
5.2. Thin parts 101
5.3. Thick parts 103
6. Push-forward of quadratic differentials 106
Appendix A. Some general results on Riemann surfaces 111
A.1. Collars on hyperbolic Riemann surfaces 112
A.2. Mass per modulus is convex 113
Acknowledgements 115
References 115

Received by the editors March 28, 2006.
2000 Mathematics Subject Classification. Primary 30F30; Secondary 30F60, 32G15, 37F20, 37F30.
Key words and phrases. Quadratic differential, decomposition, limit model, iteration, exponential map, classification.
1. Introduction

In the theory of iterated rational maps, the easiest maps to understand are postcritically finite: maps whose critical orbits are all periodic or preperiodic. These maps are also the most important maps for understanding the combinatorial structure of parameter spaces of rational maps.

We know a lot about postcritically finite rational maps. The main result is a theorem of Thurston [DH] which gives a purely topological criterion for whether or not a given postcritically finite branched covering map $f : S^2 \to S^2$ of the two-sphere to itself is equivalent (in a precise sense, given in Definition 2.2) to a rational map. Either a postcritically finite branched cover is equivalent to an essentially unique rational function or there is a “Thurston obstruction”. Such an obstruction is a collection of simple closed curves such that a certain associated matrix has leading eigenvalue at least 1.

Thurston’s theorem has two limitations. One is that the criterion is not easy to check, even though it is purely combinatorial-topological. More relevant to the present paper is the fact that the degree of the map enters in an essential way into the proof; the proof just does not go through for transcendental functions.

The simplest non-trivial transcendental maps are exponential maps $z \mapsto E_\lambda(z) = \lambda \exp(z)$ with $\lambda \in \mathbb{C}^* := \mathbb{C} \setminus \{0\}$. These have been investigated by many people; see for example [BR, EL, DGH, S1, RS1] and the references in these papers. Exponential maps have no critical values, but the unique singular value 0 plays an analogous role.

Postsingularly finite exponential maps are those for which the orbit of 0 is preperiodic. There are countably many such parameters. Bergweiler (unpublished) has used value distribution theory to estimate their density with respect to $|\lambda|$. There are no exponential maps with periodic singular orbits (but there are countably many hyperbolic components in exponential parameter space; these are completely classified in [S2]).

A topological exponential map is a covering map $f : S^2 \setminus \{\infty\} \to S^2 \setminus \{0, \infty\}$; this bears the same relation to exponentials as branched coverings $S^2 \to S^2$ bear to rational functions. Our Main Theorem 2.4 is the analog of Thurston’s characterization theorem: we show that a postsingularly finite topological exponential map is either equivalent to a holomorphic exponential map or it admits a (degenerate) Levy cycle. As with Thurston’s result, the complete classification of postsingularly finite maps is a separate step; we only state the result here and refer to [LSV] for details.

In the mid-1980’s, [DGH] gave a conjectural description for postsingularly finite exponential maps in analogy to and as a limit of results for polynomials $\lambda(1 + z/d)^d$ with a single finite critical point as $d \to \infty$. The theory of spiders [HS] was developed in the process. Our results confirm the conjecture in [DGH].

We use the same machinery for our proof as Thurston: given a postsingularly finite topological exponential map $f : S^2 \to S^2$, we set up a Thurston map $\sigma_f : T_f \to T_f$ in an appropriate Teichmüller space $T_f$ and show that either $\sigma_f$ has a fixed point, in which case the topological exponential map is equivalent to a holomorphic exponential map, or the iteration of $\sigma_f$ diverges in Teichmüller space, and there is a degenerate Levy cycle.

As mentioned above, the proof given in [DH] for Thurston’s result on rational maps depends in an essential way on the fact that rational maps have finite degree;
it does not work for exponentials. That paper shows that, depending on the initial point of the iteration of $\sigma_f$, there is a subset of Teichmüller space (with compact projection to moduli space) such that as soon as the iteration leaves this subset, the existence of a Thurston obstruction follows. A key ingredient in this proof is an estimate about how moduli of annuli on the finitely punctured Riemann sphere increase when erasing the points in $f^{-1}(P_f) \setminus P_f$; the cardinality of this set is bounded by $d|P_f|$, which diverges when $d \to \infty$ (see the beginning of Section 3 for details).

We use a different strategy to relate the failure of convergence to the existence of a Thurston obstruction. The cotangent space $T^*_\tau T_f$ to Teichmüller space at $\tau \in T_f$ is a certain space $Q^1(\tau)$ of integrable meromorphic quadratic differentials on $\mathbb{C}$, with at most as many poles as the length of the singular orbit (plus possibly a pole at $\infty$). The dual of the $L^1$-norm on the $Q^1(\tau)$ space defines the infinitesimal Teichmüller metric on $T_f$ (see Subsection 3.2). The analytic map $\sigma_f : T_f \to T_f$ is weakly contracting for this metric in the sense that $\|d\sigma_f\| = \|(d\sigma_f)^*\| < 1$. This is not surprising: all analytic maps are non-expanding; but the norm may tend to 1 as we iterate $\sigma_f$.

More precisely, if the sequence

$$\tau_0, \tau_1 = \sigma_f(\tau_0), \ldots, \tau_{n+1} = \sigma_f(\tau_n), \ldots$$

does not converge in $T_f$, then there must exist $q_n \in Q^1(\tau_n)$ with $\|q_n\|_C = 1$ such that $\lim_{n \to \infty} \|(d\sigma_f)^*(q_n)\|_C = 1$.

In this case, the $q_n$ cannot converge in $L^1(\mathbb{C})$. In fact, poles must coalesce, and very fat annuli in the complement of the poles of the $q_n$ must develop; the core curves of these annuli will present us with the needed Levy cycle.

Proving this requires understanding how the mass of degenerating quadratic differentials is distributed. We prove in Section 4 a “thick-thin” decomposition theorem which describes this distribution in considerable detail.

Although in this paper we use this decomposition only for integrable meromorphic quadratic differentials on the Riemann sphere, it is proved for integrable quadratic differentials on an arbitrary Riemann surface; moreover, the constants that appear are independent of the topology. As such it may have many other applications: Veech curves (already in progress), compactifications of moduli spaces, complex dynamics, conformal field theory, and perhaps other subjects as well.

Exponential maps are of course rather special transcendental entire maps. However, we believe that our methods should help to prove a similar result for larger classes of transcendental maps.

**Organization of the paper.** In Section 2 we give the main definitions, state the main theorem (Theorem 2.4) and give the resulting classification of postsingularly finite exponential maps. In Section 3 we discuss Thurston’s iteration in Teichmüller space and in particular its contracting properties, and we prove the main theorem modulo a key proposition about contraction of quadratic differentials under repeated exponential push-forwards, which will be proved in Section 6. In Section 4 we state and prove our “thick-thin” theorem for quadratic differentials. This will be used in Section 5 to provide limit models for quadratic differentials when some annuli become infinitely fat; these limit models are either integrable or they are multiples of $dz^2/z^2$ on $\mathbb{C}$. In Appendix A we provide some background information about the geometry of Riemann surfaces with short hyperbolic geodesics.
2. The characterization theorem

2.1. Definitions and statement of the main theorem. Conventions. Let \( \mathbb{S}^2 \) be an oriented topological 2-sphere with the two distinguished points 0 and \( \infty \). All homeomorphisms and coverings in this paper will be understood to preserve the orientation of \( \mathbb{S}^2 \) or \( \mathbb{C} \). We write \( f^n \) for the \( n \)-th iterate of \( f \), and \( E_\lambda(z) = \lambda e^z \) for \( \lambda \in \mathbb{C}^* := \mathbb{C} \setminus \{0\} \).

Definition 2.1 (Topological exponential maps). A universal cover \( g: (\mathbb{S}^2 \setminus \{\infty\}) \to (\mathbb{S}^2 \setminus \{0, \infty\}) \) will be called a topological exponential map. It is called postsingularly finite if the orbit of 0 is finite, hence preperiodic. The postsingular set is \( P_g := \bigcup_{n \geq 0} g^n(0) \cup \{\infty\} \).

Definition 2.2 (Thurston equivalence). Two postsingularly finite topological exponential maps \( f \) and \( g \) with postsingular sets \( P_f \) and \( P_g \) are called Thurston equivalent if there are two homeomorphisms \( \varphi_1, \varphi_2: \mathbb{S}^2 \to \mathbb{S}^2 \) with \( \varphi_1|_{P_f} = \varphi_2|_{P_f} \), \( P_g = \varphi_1(P_f) = \varphi_2(P_f) \) and \( \varphi_1(\infty) = \varphi_2(\infty) = \infty \) such that the diagram

\[
\begin{array}{ccc}
\mathbb{S}^2 \setminus \{\infty\} & \longrightarrow & \mathbb{S}^2 \setminus \{\infty\} \\
\downarrow f & & \downarrow g \\
\mathbb{S}^2 \setminus \{\infty, 0\} & \longrightarrow & \mathbb{S}^2 \setminus \{\infty, 0\} \\
\downarrow \varphi_1 & & \downarrow \varphi_2 \\
\end{array}
\]

(1)

commutes and \( \varphi_1 \) is homotopic (or equivalently isotopic) to \( \varphi_2 \) on \( \mathbb{S}^2 \) relative to \( P_f \).

Since 0 is the only omitted value of \( f \) and \( g \), the relation \( \varphi_1 \circ f = g \circ \varphi_2 \) on \( \mathbb{S}^2 \setminus \{\infty\} \) implies \( \varphi_1(0) = 0 \) and hence \( \varphi_2(0) = 0 \).

Definition 2.3 (Essential curves and Levy cycle). Let \( g \) be a postsingularly finite exponential map. A simple closed curve \( \gamma \subset \mathbb{S}^2 \setminus P_g \) is called essential if both connected components of \( \mathbb{S}^2 \setminus \gamma \) contain at least two points of \( P_g \). A Levy cycle of \( g \) is a finite sequence of disjoint essential simple closed curves \( \gamma_0, \gamma_1, \ldots, \gamma_m-1, \gamma_m = \gamma_0 \) such that for \( i = 0, 1, \ldots, m-1 \), one component \( \gamma'_i \) of \( g^{-1}(\gamma_{i+1}) \) is homotopic to \( \gamma_i \) relative to \( P_g \) and \( g: \gamma'_i \to \gamma_{i+1} \) is a homeomorphism.

Levy cycles are preserved under Thurston equivalences. Let \( U_i \) be the components of \( \mathbb{S}^2 \setminus \gamma_i \) not containing \( \infty \); if all restrictions \( g: U_i \to U_{i+1} \) are homeomorphisms, then the Levy cycle is called degenerate. It is easy to see that in our case, every Levy cycle is degenerate. Degenerate Levy cycles have the convenient property that one can collapse all postsingular points surrounded by each simple closed curve in all Levy cycles and thus obtain another postsingularly finite topological exponential map without Levy cycle.

Main Theorem 2.4 (Characterization of exponential maps). A postsingularly finite topological exponential map is Thurston equivalent to a (necessarily unique) postsingularly finite holomorphic exponential map if and only if it does not admit a degenerate Levy cycle.

2.2. Classification of postsingularly finite exponential maps. The main theorem allows us to classify postsingularly finite exponential maps completely. This has been done in [LSV]; we briefly state the main result in Corollary 2.6 below. To do this, we need to introduce dynamic rays and to state one lemma.
Let $f$ be an entire holomorphic map. A point $z \in \mathbb{C}$ is called an escaping point if $f^{\circ n}(z) \to \infty$ as $n \to \infty$. A dynamic ray of $f$ is an injective continuous map $\gamma : [0, \infty] \to \mathbb{C}$ with $\gamma(\infty) = \infty$ such that $\gamma(t)$ is an escaping point for every $t \in \mathbb{R}^+$, subject to the condition that $\gamma([0, \infty])$ is maximal with respect to inclusion (in the sense that it is not a proper subset of the image of another curve consisting of escaping points). The dynamic ray $\gamma$ lands at a point $a \in \mathbb{C}$ if $\lim_{t \to \infty} \gamma(t)$ exists and equals $a$.

It is shown in [SZ1] that for every exponential map $E_\lambda$, every escaping point $z$ is either on a dynamic ray or it is the landing point of a dynamic ray; in both cases the dynamic ray is unique. For every dynamic ray $\gamma$, the $f$-image $\tilde{\gamma} : [0, \infty] \to \mathbb{C}$ with $\tilde{\gamma}(t) = f(\gamma(t))$ for $t \in \mathbb{R}^+$ and $\tilde{\gamma}(\infty) = \infty$ is contained in another dynamic ray.

A dynamic ray $\gamma$ is periodic if $\gamma(\mathbb{R}^+) = f^{\circ k}(\gamma(\mathbb{R}^+))$ for some $k \in \mathbb{N}$ (no $\gamma(t)$ can be periodic but the set $\gamma(\mathbb{R}^+)$ can be); the ray $\gamma$ is preperiodic if $f^{\circ l}(\gamma)$ is periodic for some positive $l \in \mathbb{N}$. The following result is shown in [SZ2] Theorem 6.4.

**Lemma 2.5** (Dynamic rays landing at singular value). For every postsingularly finite exponential map, the singular value $0$ is the landing point of at least one and at most finitely many dynamic rays.

Let $\gamma$ be one of the rays landing at $0$, and let $\gamma_n := f^{\circ (n-1)}(\gamma_1)$ for $n \geq 2$. By [SZ1], the limit $v_n := \lim_{n \to \infty} \text{Im}(\gamma_n(t))$ exists for every $n$, and $v_n + \text{Im}(\log \lambda) \in 2\pi\mathbb{Z}$ (the branch of $\log \lambda$ does not matter here as long as it remains fixed). We will associate an external address $s = s_1 s_2 s_3 \ldots$ of integers to $\gamma_1$ by setting $s_n := (v_n - v_1)/2\pi$.

**Corollary 2.6** (Classification of exponential maps). For every strictly preperiodic external address $s \in \mathbb{Z}^N$, starting with $s_1 = 0$, there is a unique postsingularly finite exponential map for which the dynamic ray $\gamma_1$ landing at $0$ has external address $s$.

Different external addresses $s, s'$ may yield the same exponential map; this happens if and only if more than one dynamic ray lands at the singular value. There is a straightforward algorithm to tell when this happens; see [LSV]: a necessary condition is that $s$ and $s'$ have the same period and the same preperiod, and the precise answer involves either combinatorial itineraries or internal addresses [S3], [RS2] Appendix A; $s$ and $s'$ describe the same exponential map if and only if they have the same angled internal address associated to them.

This result has useful implications on exponential parameter space (see [S1] [S3] [RS1]): this space is structured in terms of parameter rays associated to a precisely described set of external addresses in $\mathbb{Z}^N$ [FS], and postsingularly finite exponential maps are exactly the landing points of parameter rays at preperiodic external addresses. More precisely, a postsingularly finite exponential map $E_\lambda$ is the landing point of the parameter ray at the strictly preperiodic external address $s$ if and only if in the dynamical plane of $E_\lambda$, the dynamic ray at external address $s$ lands at the singular value $0$ [LSV] Theorem 3.4. Together with [FRS], this also allows us to answer a complex version of a question of Euler [E]: he determined for which $a > 0$ the sequence $a, a^a, a^{a^a}, a^{a^{a^a}} \ldots$ has a limit. The answer is that convergence to a fixed point happens for $a \in [e^{-e}, e^{1/e}]$; convergence to a 2-cycle happens for $a < e^{-e}$, and convergence to $\infty$ happens for $a \geq e^{1/e}$. An equivalent formulation of this question is to ask for which $\lambda \in \mathbb{R}$ (with $\lambda = \log a$) the sequence $z_0 := 0$, $z_{n+1} := \lambda e^{z_n}$ has a limit. In this form, this question makes sense for complex $\lambda$. It is easy to see that this sequence converges to a limit in $\mathbb{C}$,
without eventually being constant, if and only if \( \lambda = \mu e^{-\mu} \) for \( |\mu| < 1 \) or \( \mu \) a root of unity (convergence to periodic cycles, without eventually being periodic, is classified in terms of hyperbolic components in [S2], as well as boundaries of hyperbolic components, as in [S5] [RS]). Eventually periodic dynamics happens exactly for postsingularly finite exponential maps, and the special case of eventually constant convergence happens for those postsingularly finite exponential maps where the singular orbit eventually falls onto a fixed point. Finally, convergence to \( \infty \) leads to parameter rays as described above and is classified in [FRS].

3. Iteration in Teichmüller space

In this section, we will describe the Teichmüller space setup that allows us to prove the Main Theorem 2.4. This is lifted almost verbatim from [DH]: for each postsingularly finite topological exponential map \( g \), we will define an analytic map \( \sigma_g : T_g \to T_g \), where \( T_g \) is the Teichmüller space modeled on a sphere with punctures at \( P_g \) (this is not to be confused with the Teichmüller space modeled on a genus \( g \) surface, which is often denoted similarly). A fixed point of \( \sigma_g \) corresponds to a holomorphic exponential map which is Thurston equivalent to \( g \).

We will see that \( \sigma_g \) is strictly contracting for the infinitesimal Teichmüller metric, i.e., that \( \|d\sigma_g(\tau)\| < 1 \) for every \( \tau \in T_g \). Since Teichmüller space is path connected and geodesically complete, it follows that if \( \sigma_g \) has a fixed point \( \tau_0 \), then this fixed point is unique, and every point \( \tau \in T_g \) is attracted to \( \tau_0 \) under iteration of \( \sigma_g \).

The problem is that the contraction of \( \sigma_g \) is not uniform: there is no constant \( k < 1 \) such that \( \|d\sigma_g(\tau)\| \leq k \), so the existence of a fixed point does not follow from the Banach fixed point theorem. In fact, it is fairly easy to see that if \( g \) admits a Levy cycle, then \( \sigma_g \) has no fixed point. The main issue in the proof of Theorem 2.4 is the converse: to show that if for some \( \tau \in T_g \) the sequence \( \sigma_g^m(\tau) \) does not converge in \( T_g \), then \( g \) admits a Levy cycle.

In [DH], finiteness of the degree of a rational map made it possible to describe a subset of Teichmüller space, depending only on the initial point of the iteration, such that the contraction on this subset is uniform, while the existence of a Thurston obstruction follows as soon as the iteration leaves this subset. An important ingredient in this argument is the following: let \( f : \mathbb{P}^1 \to \mathbb{P}^1 \) be a postcritically finite rational map of degree \( d \) with postcritical set \( P_f \) of finite cardinality \( |P_f| \).

Let \( \hat{P}_f = f^{-1}(P_f) \) be the set of pre-postcritical points; then clearly \( |\hat{P}_f| < d|P_f| \), and this bound depends on \( d \). At most \( |\hat{P}_f| \) non-homotopic annuli in \( \overline{\mathbb{C}} \setminus \hat{P}_f \) may become homotopic in \( \overline{\mathbb{C}} \setminus P_f \). Thus if an annulus in \( \overline{\mathbb{C}} \setminus P_f \) is very fat, at least one of the annuli on \( \overline{\mathbb{C}} \setminus \hat{P}_f \) must have been fat too. If there is no bound on \( |\hat{P}_f| \), then very fat annuli in \( \overline{\mathbb{C}} \setminus P_f \) may arise without any fat annuli in \( \overline{\mathbb{C}} \setminus \hat{P}_f \). This destroys the motor for the proof in [DH]. (The relevant parts in [DH] are Theorem 7.1, which describes how moduli of annuli, or equivalently inverses of lengths of simple geodesics, can increase when \( p \) punctures are removed, and Proposition 8.2, which identifies the number of removed points as \( d^m \), where \( d \) is the degree and \( m \) is an integer which also depends on \( d \).)

Since this strategy fails for transcendental maps, and we need a different argument: if there is no fixed point in Teichmüller space, the Thurston map \( \sigma_g \) cannot be uniformly contracting; this leads to a sequence of integrable meromorphic quadratic differentials with arbitrarily little loss of mass under the push-forward, and our Limit Theorem 5.2 provides control on the mass distribution of the quadratic differential.
differentials. This will be used in Propositions \ref{prop:existence} and \ref{prop:uniqueness} to conclude the existence of a degenerate Levy cycle.

We will now make this program precise.

3.1. The Teichmüller space of a topological exponential map. Let \( g : \mathbb{S}^2 \setminus \{\infty\} \to \mathbb{S}^2 \setminus \{\infty, 0\} \) be a postsingularly finite topological exponential map with singular orbit \( p_j := g^{\circ (j-1)}(0) \) for \( j \geq 1 \). Let \( k' \geq 1 \) and \( k'' \geq 1 \) be the preperiod and period of the singular orbit so that \( p_{k'} \neq p_{k'+k''} \) but \( p_{k'+1} = p_{k'+k''+1} \). Set also \( k := k' + k'' \) and \( p_0 := \infty \).

Since \( g : \mathbb{S}^2 \setminus \{\infty\} \to \mathbb{S}^2 \setminus \{\infty, 0\} \) is a universal covering map, the group of deck transformations is canonically isomorphic to \( \mathbb{Z} \); denote by \( t \) the generator corresponding to a positively oriented simple loop around 0 in \( \mathbb{S}^2 \setminus \{\infty, 0\} \). Let \( v \in \mathbb{Z} \setminus \{0\} \) be the unique integer such that \( t^vp_{k'} = p_{k'+k''} \). Equivalently, let \( \gamma : [0,1] \to \mathbb{S}^2 \setminus \{\infty\} \) be a path with \( \gamma(0) = p_{k'} \) and \( \gamma(1) = p_{k'+k''} \); then \( v \) is the winding number of the closed curve \( g \circ \gamma \) around 0.

Let \( (\mathbb{S}^2, P_g) \) be a topological 2-sphere with the \( k + 1 \) distinct points \( P_g := \{p_0, p_1, \ldots, p_{k'+k''}\} \) marked. The Teichmüller space \( T_g \) of \( g \) (modeled on \( (\mathbb{S}^2, P_g) \)) is the space of homeomorphisms \( \varphi : \mathbb{S}^2 \to \mathbb{C} \) with \( \varphi(\infty) = \infty \), \( \varphi(0) = 0 \) and \( \varphi(p_{k'+k''}) - \varphi(p_{k'}) = 2\pi iv \), modulo the equivalence relation \( \varphi \sim \varphi' \) if \( \varphi|_{P_g} = \varphi'|_{P_g} \) and \( \varphi \) and \( \varphi' \) are isotopic relative to \( P_g \). (The normalizations \( \varphi(\infty) = \infty \), \( \varphi(0) = 0 \) and \( \varphi(p_{k'+k''}) - \varphi(p_{k'}) = 2\pi iv \) allow us to avoid the usual quotient by conformal equivalences in the definition of Teichmüller space. Thus \( T_g \) is isomorphic to the standard Teichmüller space modeled on \( \mathbb{S}^2 \) with \( k + 1 \) marked points.)

The next step is to construct a map \( \sigma_g : T_g \to T_g \) as follows: for a homeomorphism \( \varphi : \mathbb{S}^2 \to \mathbb{C} \) with \( \varphi(0) = 0 \) and \( \varphi(\infty) = \infty \), the map \( \varphi \circ g \) is a universal cover \( \mathbb{S}^2 \setminus \{\infty\} \to \mathbb{C}^* \), which is analytic for a unique analytic structure on \( \mathbb{S}^2 \setminus \{\infty\} \), and with this analytic structure \( \mathbb{S}^2 \setminus \{\infty\} \) is isomorphic to \( \mathbb{C} \) (note that there is no universal covering from \( \mathbb{D} \) to \( \mathbb{C}^* \)). Let \( \hat{\varphi} : \mathbb{S}^2 \setminus \{\infty\} \to \mathbb{C} \) be the unique conformal isomorphism such that \( \hat{\varphi}(0) = 0 \) and \( \hat{\varphi}(p_{k'+k''}) - \hat{\varphi}(p_{k'}) = 2\pi iv \); the first requirement determines \( \hat{\varphi} \) up to a multiplicative factor, and the second determines the factor. If we set \( \lambda = \varphi(p_2) \), we see that the diagram

\[
\begin{array}{ccc}
\mathbb{S}^2 \setminus \{\infty\} & \xrightarrow{\hat{\varphi}} & \mathbb{C} \\
\downarrow{g} & & \downarrow{E_\lambda} \\
\mathbb{S}^2 \setminus \{\infty, 0\} & \xrightarrow{\varphi} & \mathbb{C}^*
\end{array}
\]

(2)

commutes: the map \( \varphi \circ g \circ \hat{\varphi}^{-1} \) is a holomorphic universal cover from \( \mathbb{C} \) to \( \mathbb{C}^* \) and sends \( 0 = p_1 \) to \( \lambda = \varphi(p_2) \), so it has the form \( \lambda \exp(\alpha z) \) for some \( a \in \mathbb{C}^* \). By construction, the points \( p_{k'} \) and \( p_{k''} \) differ by the \( v \)-th power of a generating deck transformation, so the same must be true for \( \hat{\varphi}(p_{k'+k''}) \) and \( \hat{\varphi}(p_{k'}) \) with \( \hat{\varphi}(p_{k'+k''}) - \hat{\varphi}(p_{k'}) = 2\pi iv \); thus translation by \( 2\pi i \) is a generating deck transformation on the right hand side. The orientation of the generator \( t \) implies \( a = 1 \).

The homeomorphism \( \hat{\varphi} \) extends to a homeomorphism \( \hat{\varphi} : \mathbb{S}^2 \to \mathbb{C} \) with \( \hat{\varphi}(\infty) = \infty \), since on both sides we have the one-point compactification. Therefore, \( \hat{\varphi} \) represents a point in \( T_g \).

Since an isotopy of \( \varphi \) lifts to an isotopy of \( \hat{\varphi} \), we see that the formula \( \sigma_g(\langle \varphi \rangle) := \langle \hat{\varphi} \rangle \), where \( \langle \varphi \rangle \) denotes the point in Teichmüller space represented by \( \varphi \), defines a mapping \( \sigma_g : T_g \to T_g \). We will often write \( \sigma \) for \( \sigma_g \).
The crucial observation is the following:

**Theorem 3.1** (Fixed points and exponential maps). A fixed point of \( \sigma \) gives a postsingularity finite holomorphic exponential map \( E_\lambda \) which is Thurston equivalent to \( g \), and conversely any such holomorphic \( E_\lambda \) defines a fixed point of \( \sigma \) in \( T_g \).

**Proof.** If \( \langle \varphi \rangle \) and \( \langle \tilde{\varphi} \rangle = \sigma(\langle \varphi \rangle) \) are the same point in Teichmüller space, then for \( \lambda := \varphi(p_2) \), the relation \( E_\lambda \circ \tilde{\varphi} = \varphi \circ g \) from \( \mathbb{C} \) gives a Thurston equivalence between \( g \) and \( E_\lambda \). Conversely, if \( g = E_\lambda \) is holomorphic to begin with, then \( \langle \text{id} \rangle \) is a fixed point of \( T_g \). \( \square \)

The case \( |P_g| \leq 3 \) is immediate: it implies \( k' = k'' = 1 \), \( P_g = \{ \infty, 0, p_2 \} \) and \( g(p_2) = p_2 \), and in particular \( |P_g| = 3 \). There is no essential simple closed curve in \( \mathbb{C} \setminus P_g \) and hence no Levy cycle. On the other hand, we have \( \varphi(p_2) = \varphi(0) + 2\pi iv = 2\pi iv \) and any two admissible maps \( \varphi, \tilde{\varphi}: S^2 \to \overline{\mathbb{C}} \) are isotopic to each other rel \( P_g \). Thus Teichmüller space consists of a single point which is fixed under \( \sigma \) and \( g \) is equivalent to the exponential map \( z \mapsto \lambda e^z \) with \( \lambda = 2\pi iv \). We will from now on suppose that \( k = k' + k'' \geq 3 \), hence \( |P_g| \geq 4 \).

### 3.2. The Teichmüller metric and its dual

The Teichmüller metric on Teichmüller space is given as follows: let \( \tau, \tau' \in T_g \) be represented by two homeomorphisms \( \varphi, \varphi': S^2 \to \overline{\mathbb{C}} \) so that \( \psi := \varphi' \circ \varphi^{-1} \) is quasiconformal. Then \( d(\tau, \tau') = \inf \log K_\psi \), where \( \psi \) ranges over all quasiconformal homeomorphisms obtained from representatives \( \varphi \) and \( \varphi' \) of \( \tau \) and \( \tau' \), and \( K_\psi \geq 1 \) is its maximal dilatation. Background on quasiconformal maps can be found in [A2, GL, H, IT, L]. We will need the facts that \( T_g \) is complete for the Teichmüller metric and that the Teichmüller metric is a Finsler metric: there is a norm, called the Teichmüller norm, on each tangent space \( T_\tau T_g \) such that the distance between points \( \tau, \tau' \) is the infimum of lengths of curves joining \( \tau \) to \( \tau' \): if \( \tau' \neq \tau \), then this infimum is positive, and it is realized as the length of a curve in \( T_g \) connecting \( \tau \) to \( \tau' \).

The cotangent space to Teichmüller space is the space of integrable holomorphic quadratic differentials endowed with the \( L^1 \)-norm \( \| q \|_C = \int_C |q(x + iy)| \, dx \, dy \). The infinitesimal metric inducing the Teichmüller metric is the dual norm to the norm on cotangent space.

For a finite set \( Z \subset \overline{\mathbb{C}} \), let \( Q^1(Z) \) be the finite-dimensional Banach space of integrable meromorphic quadratic differentials on \( \overline{\mathbb{C}} \) with poles only on \( Z \); integrability implies that all poles are simple (note that for a Riemann surface \( X \), the notation \( Q^1(X) \) is often used for integrable quadratic differentials on \( X \), also in our Section [3]). We will make use of results from [DH] and [HS], which fit in with general results in Teichmüller theory as described in [A2, GL, H, IT, L].

The cotangent space to Teichmüller space at the point \( \langle \varphi \rangle \) is canonically isomorphic to \( T^*_\langle \varphi \rangle T_g = Q^1(\varphi(P_g)) \). The \( L^1 \)-norm on \( Q^1(\varphi(P_g)) \) is dual to the infinitesimal Teichmüller norm on \( T_\langle \varphi \rangle T_g \). For a quadratic differential \( q \) on \( \overline{\mathbb{C}} \), we denote its \( L^1 \)-norm on \( \mathbb{C} \) (or equivalently on \( \overline{\mathbb{C}} \)) by \( \| q \|_C \). We use the words “mass” as a synonym for the norm of a quadratic differential.

The assignment \( \langle \varphi \rangle \mapsto (\varphi(p_1), \ldots, \varphi(p_k)) \) defines a map \( T_g \to \mathbb{C}^k \); because of the two normalization conditions, this turns \( T_g \) into a \( k - 2 \)-dimensional complex
manifold. The map \( \sigma \) is analytic. The crucial fact is that the co-derivative of \( \sigma \) at \( \langle \tilde{\varphi} \rangle = \sigma(\langle \varphi \rangle) \) is the linear map

\[
d\sigma^*_{\langle \tilde{\varphi} \rangle} : T^*_{\langle \tilde{\varphi} \rangle} T_g \to T^*_{\langle \varphi \rangle} T_g \quad \text{given by} \quad d\sigma^*_{\langle \tilde{\varphi} \rangle} q = (E_\lambda) \ast q ,
\]

for \( q \in Q^1(\tilde{\varphi}(P_g)) \) with \( \lambda := \varphi(p_2) \). Here, \( (E_\lambda) \ast q \) denotes the push-forward of \( q = q(z) dz^2 \) under the map \( E_\lambda \), i.e.

\[
(E_\lambda) \ast (q(z) \, dz^2) = \sum_{z \in E^{-1}_\lambda(w)} \frac{q(z) \, dw^2}{(E_\lambda^*(z))^2} = \frac{dw^2}{w^2} \sum_{z \in E^{-1}_\lambda(w)} q(z) \quad \text{(3)}
\]

This defines a meromorphic quadratic differential on \( \mathbb{C}^* \) with norm \( \| (E_\lambda) \ast q \|_C \leq \| q \|_C \). Since the isolated singularities at 0 and \( \infty \) have finite mass, they must be at worst simple poles, so \( (E_\lambda) \ast q \) is a meromorphic quadratic differential with all poles simple, and these poles can only be at the \( E_\lambda \)-images of the poles of \( q \), as well as at 0 and \( \infty \). Similar remarks apply to all push-forward maps induced by coverings.

For exponential maps \( E_\lambda \), as for all transcendental entire maps, we have

\[
\| (E_\lambda) \ast q \|_C < \| q \|_C \quad \text{for } q \neq 0;
\]
in case of equality, all preimages of a pole of \( (E_\lambda) \ast q \) (other than 0 or \( \infty \)) must also be poles of \( q \), but \( q \) can have only finitely many poles.

Since \( Q^1(\tilde{\varphi}(P_g)) \) is finite dimensional, it follows that

\[
\| d\sigma^*_{\langle \tilde{\varphi} \rangle} \| = \left\{ \sup_{q \in Q^1(\tilde{\varphi}(P_g)) \setminus \{0\}} \frac{\| (E_\lambda) \ast q \|_C}{\| q \|_C} \right\} < 1 .
\]

By definition of the dual norm, we have \( \| d\sigma_{\langle \varphi \rangle} \| = \| d\sigma_{\langle \tilde{\varphi} \rangle} \| < 1 \).

This argument can be iterated: every \( \tau_0 := \langle \varphi_0 \rangle \in T_g \) defines a sequence \( \tau_n := \langle \varphi_n \rangle \) in \( T_g \) via \( \tau_{n+1} = \sigma(\tau_n) \). For every \( n \geq 0 \) and \( s \geq 1 \), we have

\[
\| (d\sigma^{\circ k})_{\tau_n} \| = \left\{ \sup_{q \in Q^1(\tilde{\varphi}_{n+k}(P_g)) \setminus \{0\}} \frac{\| (E^{(k)}) \ast q \|_C}{\| q \|_C} \right\}
\]

where \( E^{(k)} = E_{\lambda_{n}} \circ \cdots \circ E_{\lambda_1} \) with \( \lambda_s = \varphi_{n+k-s}(p_2) \).

The strategy of the proof of the main theorem is to show that the non-existence of a fixed point in Teichmüller space implies the existence of quadratic differentials with almost no contraction under the push-forward, and this will give us good enough control on the geometry to conclude that there is a Levé cycle. The key to this will be Proposition 322, which will be proved in Section 6. Before stating it, we will describe how to visualize certain quadratic differentials.

3.3. Examples of quadratic differentials. We have found the following construction useful when trying to visualize elements of \( Q^1(Z) \), especially quadratic differentials which undergo little contraction under \( (E_\lambda) \ast \). Let \( P \subset \mathbb{C} \) be a compact polygon with sides parallel to the real and imaginary axes, so the interior angles are all \( \pi/2 \) or \( 3\pi/2 \). The double \( \tilde{P} \) of \( P \), i.e., the surface obtained by gluing two copies \( P' \) and \( P'' \) of \( P \) along their common boundary, is homeomorphic to a sphere and carries a unique complex structure compatible with that of \( P \subset \mathbb{C} \) on \( P' \) and compatible with the conjugate complex structure on \( P'' \). Moreover \( \tilde{P} \) carries a
Figure 1. The quadratic differential corresponding to this polygon has 11 simple poles and 7 simple zeroes. The polygon \( P \) is composed of a “base rectangle” with three corners labeled 0, 1, \( \infty \), with decorations attached at the end of two “tubes”. When \( \tilde{P} \) is identified with \( \mathbb{P}^1 \), the boundary of \( P \) becomes the real axis. The poles and zeroes, except for the four corners of the base rectangle, are concentrated in two small disks centered at points on the segment \([0, 1]\). As the tubes get longer (and perhaps thinner), more and more of the mass may “migrate” out to the decorations.

The quadratic differential \( q \) which is simply \( dz^2 \) on \( P' \) and \( d\bar{z}^2 \) on \( \overline{P'} \). The quadratic differential has simple poles at the vertices of \( P \) with angle \( \pi/2 \) and simple zeroes at those with angle \( 3\pi/2 \). The measure \( |q| \) is then simply the element of area, so that \( \|q\|_{\tilde{P}} \) is equal to twice the area of \( P \).

Since by the uniformization theorem \( \tilde{P} \) is isomorphic to \( \mathbb{P}^1 \), by simply drawing \( P \), we have completely specified an integrable meromorphic quadratic differential on \( \mathbb{P}^1 \) if we require three points of \( P \) to correspond to 0, 1, \( \infty \). Of course, actually writing it down might be difficult (already for a square the uniformization requires elliptic functions), but it is usually quite easy to grasp the qualitative aspects of \( q \), and more particularly, it is easy to find the fat annuli in the complement of the poles and estimate their moduli.

Figure 1 illustrates this construction. Note that the annulus \( A \) has large modulus; since 0, 1, \( \infty \) are in the same component of \( \mathbb{P}^1 \setminus A \), it follows that the bounded component of \( \mathbb{P}^1 \setminus A \) has small diameter.

3.4. Proof of the Main Theorem 2.4. As mentioned above, the following result will be a key ingredient in the proof of our main theorem. In the remainder of this section, we will prove the main theorem using this result, and the rest of the paper will then give a proof of Proposition 3.2.

Proposition 3.2 (Contraction after several iterations). For every number of poles \( N \), for every number of iterates \( m \) and for every modulus \( M > 0 \), there is a positive ratio \( r < 1 \) with the following property: if \( q \) is an integrable meromorphic quadratic differential with at most \( N \) poles on \( \mathbb{C} \) and \( \lambda_1, \ldots, \lambda_m \in \mathbb{C}^* \) so that

\[
\|(E_{\lambda_m} \circ E_{\lambda_{m-1}} \circ \cdots \circ E_{\lambda_1})_* q\| \geq r \|q\|
\]
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then there exist two concentric disks \( \hat{D} \subset D \) such that \( E_{\lambda_m} \circ E_{\lambda_{m-1}} \circ \cdots \circ E_{\lambda_1} \) is injective on \( D \), the disk \( \hat{D} \) contains at least two poles of \( q \), and the annulus \( D \setminus \hat{D} \) has modulus at least \( M \).

We will need some properties of the geometry of Riemann surfaces which are collected in Subsection A.1. We will always use the hyperbolic metric on \( \C \setminus \varphi(P_g) \) with constant curvature \(-1\).

A simple closed curve or an annulus in \( \C \setminus \varphi(P_g) \) is called essential if both complementary components contain at least two points in \( \varphi(P_g) \). We will call a closed geodesic \( \gamma \) “short” if it is a simple closed geodesic with length \( \ell(\gamma) < \ell^* := \log(3 + 2\sqrt{2}) \) (a closed geodesic is necessarily essential). Then any two short closed geodesics are either identical or disjoint and non-homotopic (see Corollary A.2). Since \( |P_g| = k + 1 \), it follows that the number of different short closed geodesics is at most \( k - 2 \).

**Proposition 3.3** (Contraction or Levy cycle). Let \( g \) be a postsingularly finite topological exponential map. Denote the preperiod of the singular orbit by \( k' \) and the period by \( k'' \), and set \( k := k'' + k' \). For every distance \( d_0 \), there is a real number \( r < 1 \) with the following property: if \( \tau \in T_g \) satisfies

\[
d(\tau, \sigma(\tau)) < d_0 \quad \text{and} \quad \|\sigma^k(\tau)\| > r,
\]

then \( g \) has a degenerate Levy cycle.

**Proof.** Let \( r < 1 \) be as in Proposition 3.2 applied to \( N = k + 1 \) and

\[
M := k \frac{\pi}{\ell^*} e^{k d_0}.
\]

For this \( r \), assume that \( \tau \in T_g \) satisfies the above conditions. Denote \( \tau_s := \sigma^{k-s}(\tau) \) for \( s = 0, \ldots, k \). By the definition of \( \sigma \), one can choose representatives \( \varphi_s \) of \( \tau_s \) so that \( E_{\lambda_s} \circ \varphi_{s-1} = \varphi_s \circ g \) for \( s = k, \ldots, 1 \), where \( \lambda_s = \varphi_s(p_2) \). It follows from (3) that the co-derivative of \( \sigma^k \) at \( \tau_0 \) corresponds to the push-forward by \( E^{(k)} = E_{\lambda_k} \circ \cdots \circ E_{\lambda_1} \). Hence there is a \( q \in Q^1(\varphi_0(P_g)) \) with \( \|E^{(k)} q\| > r\|q\| \).

By Proposition 3.2, there are two concentric disks \( \hat{D} \subset D \) such that \( E^{(k)} |_{\hat{D}} \) is injective, \( A := D \setminus \hat{D} \) is a round annulus with \( \text{mod}(A) = M \), and \( g \) has at least two poles (which are automatically in \( \varphi_0(P_g) \)) in \( \hat{D} \).

The injective image \( E^{(k)}(A) \) is an annulus which surrounds at least two points in \( E^{(k)}(\varphi_0(P_g) \cap \C) \subset \varphi_k(P_g) \); it may contain some of the points \( \varphi_k(P_g) \). Since \( \varphi_k(P_g) \cap \C \) contains exactly \( k \) points, there is a parallel round subannulus \( A_0 \subset A \) with \( \text{mod}(A_0) = M/k \) such that \( E^{(k)}(A_0) \) does not contain a point of \( \varphi_k(P_g) \).

Define \( A_s \) by \( A_s = E_{\lambda_s}(A_{s-1}) \) for \( s = 1, \ldots, k \). Then for \( s = 0, \ldots, k - 1 \), the map \( E_{\lambda_{s+1}}(A_s) : A_s \to A_{s+1} \) is a conformal isomorphism, \( A_s \) does not contain a point of \( \varphi_s(P_g) \) and \( A_s \) surrounds at least two points of \( \varphi_s(P_g) \). These are essential in \( \C \setminus \varphi_s(P_g) \), since \( \varphi_s(p_k') \) and \( \varphi_s(p_k) = \varphi_s(p_k') + 2\pi iv \) cannot be surrounded at the same time because of the injectivity of \( E_{\lambda_{s+1}} \) on the disk surrounded by \( A_s \).

Let \( \gamma_s \subset \C \setminus P_g \) be a simple closed curve such that \( \varphi_s(\gamma_s) \) is the core curve of \( A_s \). By the construction, \( g \) maps \( \gamma_s \) homeomorphically onto \( \gamma_{s+1} \). Since \( d(\tau_s, \tau_{s-1}) = d(\sigma^{(n-s)}(\tau_s), \sigma^{(n-s+1)}(\tau_s)) \leq d(\tau_s, \sigma(\tau)) < d_0 \), we have \( d(\tau_s, \tau_0) < kd_0 \). There exists a quasiconformal map \( \psi_s : \C \to \C \) isotopic to \( \varphi_0 \circ \varphi_s^{-1} \) relative to \( \varphi_s(P_g) \) such that its dilatation \( K(\psi_s) \) is at most \( e^{d(\tau_s, \tau_0)} < e^{kd_0} \). Then \( \varphi_0(\gamma_s) \) is homotopic to \( \psi_s(\varphi_s(\gamma_s)) \) and the annulus \( \hat{A}_s = \psi_s(A_s) \) has modulus at least \( \frac{1}{K(\psi_s)} \text{mod}(A_s) > e^{-kd_0} \), \( \frac{M}{k} = \frac{\pi}{\ell^*} \).
(See Ahlfors [A1].) Therefore there is a closed geodesic \( \hat{\gamma} \) in \( \mathbb{C} \setminus \varphi_0(P_g) \) homotopic to \( \varphi_0(\gamma) \) (and to the core curve of \( A_s \)) and its length satisfies
\[
\ell(\hat{\gamma}) \leq (\text{length of core curve of } A_s) = \frac{\pi}{\text{mod}(A_s)} < \ell^*.
\]
There can be at most \( k - 2 \) distinct closed geodesics of length less than \( \ell^* \). Therefore there are two indices \( s_1 < s_2 \in \{0, 1, \ldots, k-1\} \) so that \( \hat{\gamma}_{s_1} \) and \( \hat{\gamma}_{s_2} \) coincide. Hence corresponding \( \gamma_{s_1} \) and \( \gamma_{s_2} \) are homotopic in \( S^2 \setminus P_g \). Thus \( \{\gamma_{s_1}, \ldots, \gamma_{s_2}\} \) is a Levy cycle of \( g \). It is automatically degenerate because the \( \gamma_s \) bound disks on which \( g \) is a homeomorphism.

Proof of Theorem 2.4. Let \( g : \mathbb{C} \to \mathbb{C}^* \) be a postsingularly finite topological exponential map, and again let \( k \) be the length of the singular orbit. Choose a point \( \tau_0 \in T_g \) and run the Thurston iteration \( \tau_n := \sigma^n(\tau_0) \). Let \( C_0 : [0, 1] \to T_g \) be a curve in Teichmüller space connecting \( \tau_0 \) to \( \tau_1 \) with finite length, say \( d_0 \). Let \( C_n : [0, 1] \to T_g \) be the image curve with \( C_n(t) := \sigma^n(C_0(t)) \), for \( n \geq 1 \). Then for \( \tau' := C_n(t) \), we have
\[
d(\tau', \sigma(\tau')) \leq d(\tau', \tau_{n+1}) + d(\tau_{n+1}, \sigma(\tau')) \leq d(\tau', \tau_{n+1}) + d(\tau_n, \tau') \leq d(C_0(t), \tau_1) + d(\tau_0, C_0(t)) = d_0.
\]
Suppose that \( g \) has no degenerate Levy cycle. Then Proposition 3.3 yields an \( r < 1 \) such that for every \( n \in \mathbb{N} \) and every \( t \in [0, 1] \), \( \|d\sigma^k(C_n(t))\| \leq r \). Hence \( \sigma^k \) contacts the length of \( C_n \) by factor \( r \) and we have \( d(\tau_{n+1}, \tau_n) \leq r^{(n-k)/k}d_0 \). Therefore \( (\tau_n) \) forms a Cauchy sequence which converges to a fixed point in \( T_g \); this implies that \( g \) is Thurston equivalent to a holomorphic exponential map.

The uniqueness statement in the theorem follows because no contracting map can have more than one fixed point. It remains to show that \( g \) cannot simultaneously be Thurston equivalent to a holomorphic exponential map and have a Levy cycle. This follows just as for rational maps; we give an argument different from [DH]: since the existence of a Levy cycle is preserved under Thurston equivalences, it suffices to show that a postsingularly finite holomorphic exponential map \( g \) cannot have a Levy cycle. Let \( M \) be the maximal modulus of an essential annulus in \( \mathbb{C} \setminus P_g \) and let \( \gamma \subset \mathbb{C} \setminus P_g \) be a simple closed curve on a degenerate Levy cycle. Choose a point \( \langle \varphi_0 \rangle \in T_g \) in which there is an annulus with modulus \( 2M \) and with core curve homotopic to \( \varphi_0(\gamma) \). Then every \( \langle \varphi_n \rangle = \sigma^n(\langle \varphi_0 \rangle) \) must have an annulus with modulus at least \( 2M \) in the homotopy class of \( \gamma \), and the Thurston iteration cannot converge to the fixed point \( \langle \text{id} \rangle \in T_g \).

Remark. A different way to show that no holomorphic exponential map has a Levy cycle uses lengths of hyperbolic geodesics: let \( g \) be a holomorphic exponential map with finite postsingular set \( P_g \), and set \( P_0 := g^{-1}(P_g) \supset P_g \). If a simple closed curve \( \gamma \) is part of a Levy cycle, then we may as well represent \( \gamma \) by the unique closed hyperbolic geodesic in its homotopy class; let \( \ell(\gamma) \) be its length in \( \mathbb{C} \setminus P_g \). Since \( g : (\mathbb{C} \setminus P_0) \to (\mathbb{C} \setminus P_g) \) is a covering map, hence a local hyperbolic isometry, \( g^{-1}(\gamma) \) is a countable collection of simple closed curves in \( \mathbb{C} \setminus P_g \), each of length \( \ell(\gamma) \) (or \( g^{-1}(\gamma) \) is a single curve, homeomorphic to \( \mathbb{R} \); but then \( \gamma \) cannot be part of a Levy cycle). Since the inclusion \( \iota : (\mathbb{C} \setminus P_g) \to (\mathbb{C} \setminus P_0) \) is a strict contraction with respect to the hyperbolic metrics, it follows that all bounded components of \( g^{-1}(\gamma) \) are closed curves of length less than \( \ell(\gamma) \); for those which are essential, the
For the exponential map $z \mapsto \lambda e^z$ with $\lambda \approx 1.449 + 1.008i$, the singular orbit lands at a fixed point after three iterations, and this fixed point is the landing point of the three dynamic rays at external addresses $001$, $010$, and $100$; these rays are permuted transitively by the dynamics. Consequently, the singular value is the landing point of the three preperiodic dynamic rays at external angles $001$, $010$, and $002$. If a topological exponential map is modeled after this example, except that the three dynamic rays are forced to land at three distinct fixed points, then the single curve surrounding the three fixed points is mapped to itself with degree one and forms a degenerate Levy cycle, hence a particularly simple Thurston obstruction. In the Thurston iteration, any annulus around this curve would acquire modulus tending to infinity, squeezing the three fixed points into a single point.

Figure 2. For the exponential map $z \mapsto \lambda e^z$ with $\lambda \approx 1.449 + 1.008i$, the singular orbit lands at a fixed point after three iterations, and this fixed point is the landing point of the three dynamic rays at external addresses $001$, $010$, and $100$; these rays are permuted transitively by the dynamics. Consequently, the singular value is the landing point of the three preperiodic dynamic rays at external angles $001$, $010$, and $002$. If a topological exponential map is modeled after this example, except that the three dynamic rays are forced to land at three distinct fixed points, then the single curve surrounding the three fixed points is mapped to itself with degree one and forms a degenerate Levy cycle, hence a particularly simple Thurston obstruction. In the Thurston iteration, any annulus around this curve would acquire modulus tending to infinity, squeezing the three fixed points into a single point.

corresponding simple closed geodesics are yet shorter. But if $\gamma$ were part of a Levy cycle, then a finite repetition of this argument would yield a simple closed geodesic of length less than $\ell(\gamma)$ in the same homotopy class as $\gamma$, and this is a contradiction.

An example of a topological exponential map with a Thurston obstruction is given in Figure 2. See also [HS, Sec. 5] for a discussion of Thurston obstructions of polynomials which applies also in our case.

4. The decomposition theorem

In this section we will give a “thick-thin” decomposition of Riemann surfaces of finite type with an integrable quadratic differential. This result is of interest in its own right, and it may help to prove an analog of Thurston’s theorem for entire functions other than exponentials.
4.1. **The thick-thin decomposition theorem for quadratic differentials.**

Let $X$ be a hyperbolic Riemann surface of finite type. If $\gamma \subset X$ is a simple closed geodesic of length $\ell(\gamma) < \ell^* := \log(3 + 2\sqrt{2})$, then by the Collaring Theorem A.1, $\gamma$ is surrounded by an annulus $A_\gamma$ of modulus at least $\pi/\ell - 1$ (the standard collar around $\gamma$) so that $\gamma$ is the core curve of $A_\gamma$; moreover, for different simple closed geodesics, the standard collars are disjoint.

The standard collar $A_\gamma$ is isomorphic to the cylinder $\{ z \in \mathbb{C} : |\text{Im} z| < h_\gamma \}/\mathbb{Z}$ with circumference 1 and height $2h_\gamma$, by a conformal isomorphism which identifies $\gamma$ with $\mathbb{R}/\mathbb{Z}$. Set $h'_\gamma := h_\gamma - \sqrt{h_\gamma}$. We define the central collar $A^0_\gamma \subset A_\gamma$ as the subannulus which corresponds to the region $\{ z : |\text{Im} z| < h'_\gamma \}$, so that $\text{mod}(A^0_\gamma) = \text{mod}(A_\gamma) - \sqrt{\text{mod}(A_\gamma)}$. We will also denote by $A^\pm_\gamma$ the two components of $A_\gamma \setminus A^0_\gamma$; in context we will need to be careful which is which.

**Remark.** The choice of the square root $\sqrt{h}$ in this definition is not critical. It is sufficient to require that for each short curve $\gamma$, $h_\gamma - h'_\gamma$ is large, while $h'_\gamma/h_\gamma$ is close to one; this means that $\text{mod}(A^\pm_\gamma)$ (the “boundary padding”) is large in absolute terms, but small compared to $\text{mod}(A_\gamma)$. Under these assumptions, the estimate in Theorem 4.1 below still holds.

For any $\delta \in (0, \ell^*)$, the $\delta$-decomposition of $X$ consists of writing

$$X = \bigcup_{i \in I} A^0_i \cup \bigcup_{j \in J} Y_j,$$

where the $\gamma_i$ are the simple closed geodesics on $X$ of length $\ell(\gamma_i) < \delta$, the $A^0_i$ are the central collars around the $\gamma_i$, and the $Y_j$ are the connected components of $X \setminus \bigcup_j A^0_j$. We denote the standard collars around $\gamma_i$ by $A_i$.

For any Riemann surface $X$, we denote by $Q^1(X)$ the space of integrable holomorphic quadratic differentials on $X$. If $Y \subset X$ is a measurable subset and $q \in Q^1(X)$, we will write

$$\|q\|_Y := \int_Y |q|.$$

The following theorem is the main result of this section.

**Theorem 4.1** (Decomposition of quadratic differentials). For every $\varepsilon > 0$, there exists a universal constant $\delta_0 > 0$ with the following property: if $X$ is a hyperbolic Riemann surface of finite type and $0 < \delta < \delta_0$ and if

$$X = \bigcup_{i \in I} A^0_i \cup \bigcup_{j \in J} Y_j$$

is the $\delta$-decomposition of $X$, then every $q \in Q^1(X)$ can be written as

$$q = \sum_{i \in I} q_{A_i} + \sum_{j \in J} q_{Y_j}$$

with all $q_{A_i}, q_{Y_j} \in Q^1(X)$ and adapted to the decomposition of $X$ so that

$$\sum_i \left( \|q - q_{A_i}\|_{A^0_i} + \|q_{A_i}\|_{X \setminus A^0_i} \right) + \sum_j \left( \|q - q_{Y_j}\|_{Y_j} + \|q_{Y_j}\|_{X \setminus Y_j} \right) \leq \varepsilon \|q\|_{\cup A_i}.$$

**Remark.** The value of $\delta_0$ depends only on $\varepsilon$, not on the topology of $X$, so the result might generalize to arbitrary hyperbolic Riemann surfaces.
4.2. Quadratic differentials on annuli. Choose $h > 1$ and let $A := \{z \in \mathbb{C} : |\text{Im } z| < h\}/\mathbb{Z}$. Then any element $q \in Q^1(A)$ can be developed in a Fourier series

$$q = \left( \sum_{n=-\infty}^{\infty} a_n e^{2\pi i n z} \right) dz^2.$$ 

Write

$$q^+ = \left( \sum_{n=-\infty}^{-1} a_n e^{2\pi i n z} \right) dz^2, \quad q^0 = a_0 dz^2, \quad q^- = \left( \sum_{n=1}^{\infty} a_n e^{2\pi i n z} \right) dz^2.$$

Note that $q^+$ is actually defined in the semi-infinite cylinder $\{ z \in \mathbb{C} : \text{Im } z > h\}/\mathbb{Z}$ and $q^-$ is defined in $\{ z \in \mathbb{C} : \text{Im } z < -h\}/\mathbb{Z}$.

**Proposition 4.2** (Decomposition of differentials on annuli). For $h > 1$, let $A := \{z \in \mathbb{C} : |\text{Im } z| < h\}/\mathbb{Z}$ be an annulus of modulus $2h$, let $q \in Q^1(A)$ be an integrable quadratic differential and decompose it as $q = q^0 + q^+ + q^-$ as above. For every $\varepsilon > 0$, we have the following: suppose $A^+_\eta$ and $A^-_\eta$ are parallel subannuli of $A$ at the two ends of $A$, both of modulus $\eta > \frac{h}{2\pi} \log \left( 2 + \frac{1}{h} \right)$, and $A^0 \subset A$ is another parallel subannulus of $A$ with $A^0 \subset A \setminus (A^+ \cup A^-)$ and $\text{mod}(A^0)/\text{mod}(A) > 1 - \frac{\varepsilon}{1+\varepsilon}$. Then we have

$$\|q - q^0\|_{A^0} \leq \varepsilon \|q\|_A, \quad \|q^0\|_{A^+_\eta \cup A^-_\eta} \leq \varepsilon \|q\|_A, \quad \|q^+\|_{\{\text{Im } z < h - \eta\}/\mathbb{Z}} \leq \varepsilon \|q\|_A, \quad \|q^-\|_{\{\text{Im } z > -h + \eta\}/\mathbb{Z}} \leq \varepsilon \|q\|_A, \quad \|g\|_{A \setminus (A^+_\eta \cup A^-_\eta \cup A^0)} \leq \varepsilon \|q\|_A.$$ 

(5)

**Proof.** Let us consider

$$q^- = e^{2\pi iz} \left( \sum_{n=1}^{\infty} a_n e^{2\pi i(n-1)z} \right) dz^2 =: e^{2\pi iz} f(z) dz^2.$$ 

Set $F(y) = \int_0^1 |f(x + iy)| dx$ as in Proposition [A]. For $\alpha < \beta \in \mathbb{R} \cup \{\pm \infty\}$, let $B_{\alpha,\beta} := \{z \in \mathbb{C} : \alpha < \text{Im}(z) < \beta\}$.

If $\beta > \alpha \geq -h$, then

$$\|q^-\|_{B_{\alpha,\beta}} := \int_{\alpha}^{\beta} \left( \int_{\mathbb{R}/\mathbb{Z}} |q^- (x + iy)| dx \right) dy = \int_{\alpha}^{\beta} e^{-2\pi y} F(y) dy.$$ 

Moreover, by Proposition [A] b), the function $F$ is decreasing, so we have

$$\|q^-\|_{B_{-h,-h+\eta}} \geq F(-h') \int_{-h}^{-h+\eta} e^{-2\pi y} dy = F(-h') \cdot \frac{e^{2\pi h} - e^{2\pi(h-\eta)}}{2\pi},$$ 

whereas

$$\|q^-\|_{B_{-h+\eta,\infty}} \leq F(-h') \int_{-h+\eta}^{\infty} e^{-2\pi y} dy = F(-h') \cdot \frac{e^{2\pi(h-\eta)}}{2\pi}$$

and hence

$$\frac{\|q^-\|_{A \setminus A^-_\eta}}{\|q^-\|_{A^-_\eta}} \leq \frac{\|q^-\|_{B_{-h+\eta,\infty}}}{\|q^-\|_{A^-_\eta}} \leq \frac{e^{2\pi(h-\eta)}}{e^{2\pi h} - e^{2\pi(h-\eta)}} = \frac{1}{e^{2\pi h} - 1} < \frac{\varepsilon}{1+\varepsilon} =: \varepsilon'.$$
The case of $q^+$ is similar, and the case of $q^0$ is easier: since $q_0 = a_0 \, dz^2$, we have

\[ \|q^0\|_{A \setminus A^0} \leq \frac{\varepsilon}{1 + \varepsilon} \|q^0\|_{A^0} = \varepsilon' \|q^0\|_{A^0} . \tag{7} \]

The argument from here is just bookkeeping: we have

\[ \|q\|_A \geq \|q\|_{A^+} + \|q\|_{A^-} \]

\[ \geq \left( \|q^+\|_{A^+} - \|q^0\|_{A^+} - \|q^-\|_{A^-} \right) \]

\[ + \left( \|q^0\|_{A^-} - \|q^+\|_{A^-} - \|q^-\|_{A^-} \right) \]

\[ + \left( \|q^-\|_{A^+} - \|q^0\|_{A^+} - \|q^-\|_{A^-} \right) \]

\[ \geq \left( \|q^+\|_{A^+} + \|q^0\|_{A^+} + \|q^-\|_{A^-} \right) \]

\[ - \varepsilon' \left( \|q^+\|_{A^+} + \|q^0\|_{A^+} + \|q^-\|_{A^-} \right) \]

\[ = (1 - \varepsilon') \left( \|q^+\|_{A^+} + \|q^0\|_{A^+} + \|q^-\|_{A^-} \right) . \tag{8} \]

Now inequality (6) leads to

\[ \|q^-\|_{B_{-A+0,\infty}} \leq \varepsilon' \|q^-\|_{A^-} \leq \frac{\varepsilon'}{1 - \varepsilon'} \|q\|_A = \varepsilon \|q\|_A ; \]

the analogous inequality for $q^+$ is proved the same way, and the analogous formula for $q^0$ follows in the same way from inequality (7). This proves half of Proposition 4.2.

The other half follows also: for instance, using (8),

\[ \|q - q^0\|_{A^0} \leq \|q^+\|_{A^+} + \|q^-\|_{A^-} \leq \|q\|_{A \setminus A^+} + \|q^+\|_{A \setminus A^-} \]

\[ \leq \varepsilon' \left( \|q^-\|_{A^-} + \|q^+\|_{A^+} \right) \leq \frac{\varepsilon'}{1 - \varepsilon'} \|q\|_A = \varepsilon \|q\|_A . \]

\[ \square \]

**Corollary 4.3** (Little mass near end). For $h > 1$, again let $A := \{ z \in \mathbb{C} : |\operatorname{Im} z| < h \}/\mathbb{Z}$ be an annulus of modulus $2 \eta$, let $q \in Q^1(A)$ be an integrable quadratic differential and let $A^+_{\eta}$ and $A^-_{\eta}$ be the two parallel subannuli at the two ends of modulus $\eta > 0$. If $\eta > \frac{1}{2 \varepsilon} \log(2 + \frac{1}{\varepsilon})$ and $\eta/h < \frac{1}{1 + \varepsilon}$, then $\|q\|_{A^+_{\eta}} + \|q\|_{A^-_{\eta}} \leq \varepsilon \|q\|_A$ implies that there is a $c \in \mathbb{C}$ with

\[ \|q - cdz^2\|_A \leq 5\varepsilon . \]

**Proof.** Using Proposition 4.2 and its notation, write $q = q^+ + q^- + q^0$ with $q^0 = a_0 \, dz^2$ and estimate

\[ \|q^+\|_A \leq \|q\|_{A^+} + \|q^+ - q\|_{A^-} + \|q^+\|_{A \setminus A_{\eta}} \leq \|q\|_{A^+} + (\varepsilon + \varepsilon) \|q\|_A . \]

The estimate for $q^-$ is the same. The claim follows. \[ \square \]
4.3. The component of a quadratic differential adapted to a short closed geodesic. We now start to discuss an arbitrary hyperbolic Riemann surface $X$, using ideas from McMullen [M3]. If $\gamma \subset X$ is a simple closed geodesic of length $\ell(\gamma)$, we denote by $\pi_\gamma : \tilde{X}_\gamma \to X$ the covering space in which there is a unique simple closed geodesic $\tilde{\gamma}$, and $\tilde{\gamma}$ projects under $\pi_\gamma$ to $\gamma$ by an isometry. We will make the identification

$$\tilde{X}_\gamma = \left\{ z \in \mathbb{C} : |\text{Im } z| < \frac{\pi}{2\ell(\gamma)} \right\} / \mathbb{Z},$$

so that $\tilde{\gamma} = \mathbb{R}/\mathbb{Z}$. Then $dz^2 \in Q^1(\tilde{X}_\gamma)$ with $\|dz^2\|_{X,\gamma} = \pi/\ell(\gamma)$, and the quadratic differential

$$q_\gamma = (\pi_\gamma)_* dz^2$$

is an element of $Q^1(X)$ with $\|q_\gamma\|_X \leq \frac{\pi}{\ell(\gamma)}$.

Again let $A_\gamma$ be the standard collar around $\gamma$ (compare Subsection $[A.1]$), and set $\text{mod}(A_\gamma) = : M_\gamma = 2h_\gamma$. As a covering map, $\pi_\gamma : \tilde{X}_\gamma \to X$ is a local hyperbolic isometry. Let $\tilde{A}_\gamma$ be the component of $(\pi_\gamma)^{-1}(A_\gamma)$ containing $\tilde{\gamma}$; hence

$$\tilde{A}_\gamma = \left\{ z \in \mathbb{C} : |\text{Im } z| < h_\gamma \right\} / \mathbb{Z}.$$

Set $h'_\gamma = h_\gamma - \sqrt{h_\gamma}$, and as before decompose the cylinder $\tilde{A}_\gamma$ as $\tilde{A}_\gamma = \tilde{A}_0^0 \cup \tilde{A}_\gamma^+ \cup \tilde{A}_\gamma^-$ corresponding, respectively, to points $z \in A_\gamma$ with

$$|\text{Im } z| < h'_\gamma, \quad h'_\gamma \leq |\text{Im } z| < h_\gamma, \quad \text{and } -h_\gamma < |\text{Im } z| \leq -h'_\gamma.$$

These project to annuli $A_0^0, A_\gamma^+, A_\gamma^-$ in $X$ by conformal isomorphisms; then $A_0^0$ is the central collar around $\gamma$. Let $\gamma^+$ and $\gamma^-$ be the components of the boundary $\partial A_\gamma$ with $\gamma^+ \subset \partial A_\gamma^+, \gamma^- \subset \partial A_\gamma^-$, and let $\tilde{\gamma}^+$ and $\tilde{\gamma}^-$ be the corresponding boundary curves of $\tilde{A}_\gamma$.

In the proposition below, we speak of $q \in Q^1(A_\gamma)$. In practice, such a differential will be obtained by taking a differential in $Q^1(X)$, restricting it to $A_\gamma$, and extending it by 0 elsewhere. In particular, it will be quite discontinuous on the boundary of $A_\gamma$.

**Proposition 4.4** (Decomposition of differentials on annuli in $X$). For every $\varepsilon > 0$, there exists $\delta > 0$ (independent of $X$) such that if $\ell(\gamma) < \delta$, then for any $q \in Q^1(A_\gamma)$, there exist quadratic differentials $q_0^0, q_+^+, q_-^-$ subject to the following conditions:

- $q_0^0 \in Q^1(X), q_+^+, q_-^- \in Q^1(X \setminus \gamma^+), q_-^- \in Q^1(X \setminus \gamma^-)$;
- $q = q_0^0 + q_+^+ + q_-^-$ on $X$ (where we use the extension $q \equiv 0$ on $X \setminus A_\gamma$);
- the differential $q - q_+^+$ has an analytic extension to a neighborhood of $\gamma^+$, and $q - q_-^-$ has an analytic extension to a neighborhood of $\gamma^-$;
- these differentials satisfy the inequalities

$$\|q - q_0^0\|_{A_0^0} \leq \varepsilon \|q\|_{A_\gamma}, \quad \|q_+^+\|_{X \setminus A_\gamma^+} \leq \varepsilon \|q\|_{A_\gamma},$$

$$\|q - q_-^-\|_{A_\gamma^-} \leq \varepsilon \|q\|_{A_\gamma}, \quad \|q_-^-\|_{X \setminus A_\gamma^-} \leq \varepsilon \|q\|_{A_\gamma}.$$

**Proof.** Use the restricted projection $\pi_\gamma : \tilde{A}_\gamma \to A_\gamma$ to define a pull-back quadratic differential $\tilde{q} := \pi_\gamma^* q$ on $\tilde{A}_\gamma$, and extend it by 0 to $\tilde{X}_\gamma \setminus \tilde{A}_\gamma$. We then have $\|\tilde{q}\|_{A_\gamma} = \|\tilde{q}\|_{\tilde{A}_\gamma}$. Expand $\tilde{q}$ on $\tilde{A}_\gamma$ into a Fourier series as in the beginning of Subsection 4.2.
and decompose $\tilde{q} =: \tilde{q}^+ + \tilde{q}^0 + \tilde{q}^-$ corresponding to the positive terms of the Fourier series, the constant term $\tilde{a}_0 dz^2$, and the negative terms.

Recall that the series for $\tilde{q}^+$ converges if $\text{Im } z < h_\gamma$ and that for $\tilde{q}^0$ it converges if $\text{Im } z > -h_\gamma$; we extend them by $0$ to $\{ z : \text{Im } z \geq h_\gamma \}$ and $\{ z : \text{Im } z \geq -h_\gamma \}$, respectively, so that they give quadratic differentials on $\tilde{X}_\gamma$, holomorphic on the complement of $\tilde{A}_\gamma^+$ and $\tilde{A}_\gamma^-$, respectively. The differential $\tilde{q}^0$ is holomorphic on $\tilde{X}_\gamma$ anyway, with $\tilde{q}^0 \in \mathcal{Q}_1(\tilde{X}_\gamma)$.

Since $\tilde{A}_\gamma$ is a parallel subannulus of $\tilde{X}_\gamma$ with $\text{mod}(\tilde{A}_\gamma) \geq \text{mod}(\tilde{X}_\gamma) - 1$, the complement $\tilde{X}_\gamma \setminus \tilde{A}_\gamma$ consists of two parallel subannuli $E^+$ and $E^-$, each of modulus at most $1$ and so that $E^+$ is adjacent to $\tilde{A}_\gamma^+$ and $E^-$ is adjacent to $\tilde{A}_\gamma^-$. Define quadratic differentials on $\tilde{X}_\gamma$ as

$$
\tilde{q}_{\text{rest}}^+ = (\tilde{q}^+ + \tilde{q}^0)_{|E^+} \quad \text{and} \quad \tilde{q}_{\text{rest}}^- = (\tilde{q}^+ + \tilde{q}^0)_{|E^-}
$$

(the restrictions to $E^\pm$, extended by zero elsewhere). This gives an exact equality $\tilde{q} + \tilde{q}_{\text{rest}}^+ + \tilde{q}_{\text{rest}}^- = \tilde{q}^+ + \tilde{q}^0 + \tilde{q}^-$ on all of $\tilde{X} = E^+ \cup \tilde{A} \cup E^-$. We can thus write

$$
\tilde{q} = (\tilde{q}^- - \tilde{q}_{\text{rest}}^-) + \tilde{q}^0 + (\tilde{q}^+ - \tilde{q}_{\text{rest}}^+).
$$
While this is valid on \( \tilde{X} \), the left hand side has its support on \( \tilde{A} \); on the right hand side, the first term is discontinuous only at \( \tilde{\gamma}^\ast \), the last term is discontinuous only at \( \tilde{\gamma}^+ \), and the middle term is continuous everywhere.

Thus we can define
\[
q^0 := (\pi_\gamma)_\ast q^0 , \quad q^+ := (\pi_\gamma)_\ast (\tilde{q}^+ - \tilde{q}_{\text{rest}}^+) \quad \text{and} \quad q^- := (\pi_\gamma)_\ast (\tilde{q}^- - \tilde{q}_{\text{rest}}^-) .
\]

This yields holomorphic quadratic differentials \( q^0 \in Q^1(X) \), \( q^+ \in Q^1(X \setminus \gamma^+) \) and \( q^- \in Q^1(X \setminus \gamma^-) \). Moreover, we have \( q^+ + q^0 + q^- = q \) on all of \( X \) (where we have extended \( q \) by zero to \( X \setminus A_\gamma \)). The construction assures that \( q - q^+ = q^0 + q^- \) has a holomorphic extension to a neighborhood of \( \gamma^+ \) and \( q - q^- = q^0 + q^+ \) has a holomorphic extension to a neighborhood of \( \gamma^- \).

Now subdivide \( A_\gamma = A^+_\gamma \cup A^0_\gamma \cup A^-_\gamma \) as above into disjoint parallel subannuli, and similarly for \( \tilde{A}_\gamma \). We will show that \( q^- \), \( q^0 \) and \( q^+ \) satisfy the inequalities as claimed in the proposition.

On \( A^+_\gamma \), we have the decomposition
\[
(q - q^+)|_{A^+_\gamma} = (\pi_\gamma)_\ast \left( (\tilde{q} - \tilde{q}^+)|_{\tilde{X} \setminus \tilde{A}^+_\gamma} \right)
- (\pi_\gamma)_\ast \left( \tilde{q}^+|_{\tilde{X} \setminus \tilde{A}^+_\gamma} \right)
+ (\pi_\gamma)_\ast \left( (\tilde{q}^0 + \tilde{q}^-)|_{E^+} \right),
\]

because \( q|_{A_\gamma} = (\pi_\gamma)_\ast (\tilde{q}) \), the differential \( \tilde{q} \) has its support in \( \tilde{A}_\gamma \), and \( \pi_\gamma^{-1}(A^+_\gamma) \cap \tilde{A}_\gamma = A^+_\gamma \).

Since the push-forward \( (\pi_\gamma)_\ast \) does not increase the \( L^1 \)-norm of quadratic differentials, we have
\[
\|q - q^+\|_{A^+_\gamma} \leq \|\tilde{q} - \tilde{q}^+\|_{\tilde{X} \setminus \tilde{A}^+_\gamma} + \|\tilde{q}^+\|_{\tilde{X} \setminus \tilde{A}^+_\gamma} + \|\tilde{q}^0\|_{\tilde{X} \setminus \tilde{A}^+_\gamma} + \|\tilde{q}^-\|_{\tilde{X} \setminus \tilde{A}^-_\gamma} .
\]

Now suppose that \( \delta \) is sufficiently small so that \( \ell(\gamma) < \delta \) implies
\[
\text{mod}(A^+_\gamma) = \sqrt{h_\gamma} > \frac{1}{2\pi} \log \left( 2 + \frac{1}{\varepsilon/4} \right)
\]

and
\[
\frac{\text{mod}(A^0_\gamma)}{\text{mod}(A^+_\gamma)} = 1 - \frac{1}{\sqrt{h_\gamma}} > 1 - \frac{\varepsilon/4}{1 + 2\varepsilon/4} .
\]

Then we can apply Proposition 4.2 with an error term \( \varepsilon/4 \), and (10) becomes
\[
\|q - q^+\|_{A^+_\gamma} \leq 4\frac{\varepsilon}{4} \|\tilde{q}\|_{\tilde{A}_\gamma} = \varepsilon \|q\|_{A_\gamma} .
\]

Similarly, from the decompositions
\[
(q - q^0)|_{A^0_\gamma} = (\pi_\gamma)_\ast \left( (\tilde{q} - \tilde{q}^0)|_{\tilde{X} \setminus \tilde{A}^0_\gamma} \right),
(q - q^0)|_{A^0_\gamma} = (\pi_\gamma)_\ast \left( (\tilde{q}^0|_{\tilde{X} \setminus \tilde{A}^0_\gamma}) \right),
q^0|_{X \setminus A^0_\gamma} = (\pi_\gamma)_\ast \left( \tilde{q}^0|_{\tilde{X} \setminus \tilde{A}^0_\gamma} \right),
\]
we obtain
\[ q^+|_{X\setminus A_i^+} \leq \|\hat{q}^+\|_{X\setminus \hat{A}_i^+} + \|\hat{q}^0\|_{X\setminus \hat{A}_i^0} + \|\hat{q}^-\|_{X\setminus \hat{A}_i^-} \leq \frac{3\varepsilon}{4} \|q\|_{A_i^-} , \]
\[ \|q - q^0\|_{A_i^-} \leq \|\hat{q} - \hat{q}^0\|_{\hat{A}_i^0} + \|\hat{q}^0\|_{X\setminus \hat{A}_i^0} \leq 2\frac{\varepsilon}{4} \|\hat{q}\|_{A_i^-} \leq \varepsilon \|q\|_{A_i^-} , \]
\[ \|q^0\|_{X\setminus A_i^0} \leq \|\hat{q}^0\|_{X\setminus \hat{A}_i^0} \leq \frac{\varepsilon}{4} \|\hat{q}\|_{A_i^-} \leq \varepsilon \|q\|_{A_i^-} . \]

The case of \( q^- \) is similar. \( \Box \)

4.4. The component of a quadratic differential adapted to the thick part.

Given a finite type hyperbolic Riemann surface \( X \) and a length \( \delta \in (0, \ell^*) \), there is a bounded finite number of simple closed geodesics \( \gamma_i \) of length less than \( \delta \). Each of them has an associated standard collar \( A_i \) with core curve \( \gamma_i \) and a parallel central collar \( A_i^0 \subset A_i \).

Now consider a quadratic differential \( q \in Q^1(X) \) and a particular standard collar \( A_i \). Applying Proposition 4.3 to the restriction \( q|_{A_i} \), we associate to \( A_i \) a quadratic differential \( q_{A_i} := q^0_{\gamma_i} \in Q^1(X) \), so that for all \( i \), we have the inequalities \( \|q - q_{A_i}\|_{A_i^0} \leq (\varepsilon/4) \|q\|_{A_i} \) and \( \|q_{A_i}\|_{X \setminus A_i^0} \leq (\varepsilon/4) \|q\|_{A_i} \), provided \( \delta \) is sufficiently small depending only on \( \varepsilon \). We also have two additional quadratic differentials \( q_{\tilde{A}_i}^+ \) and \( q_{\tilde{A}_i}^- \) which approximate \( q \) near the two ends of \( A_i \).

This automatically defines the domains \( Y_j \), as the components of \( X \setminus \bigcup_i A_i^0 \). Every component \( Y_j \) contains one component of \( X \setminus \bigcup_i A_i \) (the actual thick part) plus finitely many adjacent annuli of diverging moduli (the “boundary padding”). We still need to define the \( q_{Y_j} \) associated to the thick parts \( Y_j \) and show that they satisfy the corresponding inequalities of Theorem 4.4.

For each \( Y_j \), consider its adjacent annuli \( A_{i_1}, \ldots, A_{i_n} \). To lighten notation, we will write \( Y \) for \( Y_j \) and denote the adjacent annuli by \( A_{i_1}, \ldots, A_{i_n} \). These will be oriented so that \( A_{i_1}^+ \) is on the same side of \( \gamma_i \) as \( Y \) (suppose for now that no \( A_i \) is adjacent to \( Y \) on both ends). Write
\[ Z := Y \setminus \bigcup_{i=1}^n A_i \]
and consider the (non-analytic) quadratic differential \( q|_Z \) obtained by restricting \( q \) to \( Z \) and extending by 0 to \( X \setminus Z \) (see Figure 4). We can now define \( q_Y \) to be
\[ q_Y = q|_Z + \sum_{i=1}^n q_{A_i}^+ . \]

In the case that an annulus \( A_{i_1} \) is adjacent to \( Y \) on both ends, it will be counted twice, and both differentials \( q_{\tilde{A}_{i_1}}^- \) and \( q_{\tilde{A}_{i_1}}^+ \) are included in the sum for \( q_Y \).

Proof of Theorem 4.4. We start by observing that \( q_Y \) is holomorphic on \( X \): it is by definition holomorphic on \( X \setminus \bigcup \gamma_i^+ \), and by Proposition 4.3 \( q|_{A_j} - q_{A_j}^- \) is holomorphic near \( \gamma_j^+ \) for every \( j \). Now in a neighborhood of \( \gamma_j^+ \),
\[ q_Y = (q|_Z + q|_{A_j}) - (q|_{A_j} - q_{A_j}^-) + \sum_{i \neq j} q_{A_i}^+ , \]
so \( q_Y \) is holomorphic in a neighborhood of \( \gamma_j^+ \) also.
We claim that \( q = \sum_Y q_Y + \sum_A q_A \), where \( \sum_Y \) and \( \sum_A \) run over the thick and thin parts of the \( \delta \)-decomposition of \( X \). Indeed,

\[
q = \sum_Z q|_Z + \sum_A q|_A = \sum_Z q|_Z + \sum_A (q^-_A + q_A + q^+_A) = \sum_Y q_Y + \sum_A q_A
\]

because every \( A^- \) and every \( A^+ \) is adjacent to exactly one component \( Y \).

Now we start to establish the inequalities. We have

\[
\| q - q_Y \|_Z \leq \sum_i \| q_{A_i}^+ \|_Z
\]

and

\[
\| q - q_Y \|_{A_j^+} \leq \sum_{i \neq j} \| q_{A_i}^+ \|_{A_j^+} ,
\]

hence

\[
\| q - q_Y \|_Y \leq \sum_i \| q_{A_i}^+ \|_{X \setminus A_i^+} \leq \varepsilon' \sum_i \| q \|_{A_i}
\]

where the summation is over the annuli \( A_i \) adjacent to \( Y \) (counting an annulus twice if both ends are adjacent to \( Y \)). Similarly,

\[
\| q_Y \|_{X \setminus Y} \leq \sum_i \| q_{A_i}^+ \|_{X \setminus A_i^+} \leq (\varepsilon/4) \sum_i \| q \|_{A_i} .
\]

Combining this with the inequalities on \( q_{A_i} \) from the beginning of Subsection 4.4 we obtain

\[
\sum_Y \| q - q_Y \|_Y + \sum_Y \| q_Y \|_{X \setminus Y} + \sum_A \| q - q_A \|_{A^0} + \sum_A \| q_A \|_{X \setminus A^0} \leq \varepsilon \sum_A \| q \|_A .
\]
5. LIMITS OF QUADRATIC DIFFERENTIALS

In Theorem 4.4 we have described how a meromorphic integrable quadratic differential on a Riemann surface of finite type can be decomposed according to a decomposition of the Riemann surface into annuli around short simple closed geodesics and the complementary components. In this section, we describe the possible limit models when the lengths of the simple closed geodesics tend to zero. This will be used in Section 6 to prove our key Proposition 3.2.

5.1. LIMIT MODELS. We continue to investigate sequences of quadratic differentials (such as those arising as cotangent vectors in the iteration procedure in Teichmüller space, especially when the contraction under the push-forward tends to zero). In particular, we want to describe possible limits (for each of the components in the thick-thin decomposition as described in Section 4) that can arise in such sequences: we show that up to choosing a subsequence, we can describe simple models for the limiting mass distribution of holomorphic quadratic differentials on the complex plane. For our purposes it is sufficient to investigate quadratic differentials up to a decomposition of the Riemann surface into annuli around short simple closed geodesics and the complementary components. In this section, we describe the possible limit models when the lengths of the simple closed geodesics tend to zero. (The second of our two possibilities involves holomorphic quadratic differentials on \(C^*\).)

**Definition 5.1** (Limit model for quadratic differential). Let \((q_n)_{n \in \mathbb{N}}\) be a sequence of measurable quadratic differentials on \(C\) with \(0 < \|q_n\|_C < \infty\) for each \(n\), such that \(\lim_{n \to \infty} \|q_n\|_C\) exists and is non-zero.

- If \(q\) is a meromorphic quadratic differential with \(0 < \|q\|_C < \infty\), then we say that \((q_n)\) *has limit model \(q\) if there exist conformal automorphisms \(M_n(z) = a_nz + b_n\) of \(C\) (with \(a_n, b_n \in \mathbb{C}\)) satisfying
  \[
  \lim_{n \to \infty} \|M_n^*q_n - q\|_C = 0.
  \]
  In this case, we call \(M_n\) the *scaling* and \(a_n\) the *scaling factor*.

- We say that the sequence \((q_n)\) *has limit model \(dz^2/z^2\) on annuli* \(A_n = \{z \in \mathbb{C} : r_n < |z - b_n| < R_n\} \) (with \(0 < r_n < R_n\) and \(b_n \in \mathbb{C}\)) if there exist complex numbers \(c_n \neq 0\) such that \(R_n/r_n \to \infty\) and the affine maps \(M_n(z) = z + b_n\) satisfy
  \[
  \lim_{n \to \infty} \left\|M_n^*q_n - c_n \frac{dz^2}{z^2}\right\|_{\{r_n < |z| < R_n\}} = 0.
  \]
  In this case, we call \(r_n\) and \(R_n\) the *inner and outer radii of \(A_n\) and \(b_n\) the *center of \(A_n\). (Note that \(r_n, R_n\) and \(b_n\) are not unique.)

In the first case, it is easy to see that \(\|q_n\|_C \to \|q\|_C\). In the second case, the differential \(c_n \frac{dz^2}{z^2}|_{r_n < |z| < R_n}\) is a finite-mass restriction of \(c_n \frac{dz^2}{z^2}\) to the annulus between radii \(r_n\) and \(R_n\), so in particular the claim implies that
\[
\|M_n^*q_n\|_{\{|z| < r_n\} \cup \{|z| > R_n\}} \to 0.
\]
Note that the \(q_n\) in this definition are not global meromorphic differentials on \(\mathbb{C}\) (unlike differentials \(q_n\) used in Theorem 5.2): our quadratic differentials are not...
required to be continuous; they will be the restrictions of meromorphic quadratic differentials to measurable subsets of \( \mathbb{C} \).

Figure 5 shows a sequence of quadratic differentials in which both kinds of limit models occur.

**Figure 5.** The shaded figure is a polygon \( P_n \) representing a sequence of quadratic differentials \( q_n \) on \( \overline{\mathbb{C}} \). The symbols 0, 1, \( \infty \) written inside \( P_n \) indicate that the double \( \tilde{P}_n \) should be normalized so that the three labeled vertices go to 0, 1, and \( \infty \), respectively. The numbers written around \( P_n \) (and the \( 1/n \) written inside it) are intended to be the actual Euclidean lengths of the sides, so \( P_n \) has area \( 13 + 1/n \), and since \( q_n \) is a quadratic differential on the double \( \tilde{P}_n \) of \( P_n \), we have \( \|q_n\| = 26 + 2/n \) which does not tend to 0 or \( \infty \). The symbols 0, 1, \( \infty \) written inside indicate that those points of the double of the polygon correspond to 0, 1, \( \infty \) on the Riemann sphere. Around it are the three limit models of the thick parts. The actual limit of the quadratic differentials “is” the model on the right, because 0, 1, \( \infty \) belong to distinct components of the complement, or to the region itself. This convergence is actually uniform on any compact subset of \( \overline{\mathbb{C}} \) omitting 0 and \( \infty \). Small neighborhoods of these points need to be blown up to “see” the other limit models. There is only one thin part contributing a region to Theorem 5.2, the one labeled \( A \). Although the part labeled \( B \) is an annulus of modulus \( n \), it carries mass \( 2/n \) which disappears in the limit. The region labeled \( C \) (shaded dark) is also a large annulus, of modulus \( \sim (\log n)/(2\pi) \), and it also contributes a definite share of the mass, since its area is \( \sim \pi \) and does not tend to 0. But the quadratic differential in that region does not behave like \( dz^2/z^2 \) (it surrounds as many zeroes as poles of \( q \)).

Now we show that every sequence of integrable meromorphic quadratic differentials with bounded numbers of poles and constant mass has a subsequence so that the entire mass is recovered in finitely many limit models.
Theorem 5.2 (Decomposition of mass). Let \((q_n)\) be a sequence of meromorphic quadratic differentials on \(\mathbb{C}\) with at most \(N\) poles and \(\|q_n\|_C = 1\) for all \(n\). Then there are a subsequence (also denoted \((q_n)\)), a number \(l \in \mathbb{N}\) and disjoint regions \(V_n^{[1]}, \ldots, V_n^{[l]} \subset \mathbb{C}\) for each \(n\) with the following properties:

(a) for each \(j\), the non-zero limit \(\lim_{n \to \infty} \|q_n\|_{V_n^{[j]}}\) exists in \((0, 1]\), while
\[
\lim_{n \to \infty} \|q_n\|_{\mathbb{C} \setminus \bigcup_{j=1}^{l} V_n^{[j]}} = 0;
\]

(b) for each \(j = 1, 2, \ldots, l\), the restriction \(q_n|_{V_n^{[j]}}\) has limit model \(q_\infty^{[j]}\), where either

(b1) \(q_\infty^{[j]}\) is a meromorphic quadratic differential on \(\mathbb{C}\) with at most \(N\) poles

and \(0 < \|q_\infty^{[j]}\|_C \leq 1\); in this case, for each pole \(w_\infty\) of \(q_\infty^{[j]}\), there exists a pole \(w_n\) for \(q_n\) such that \((M_n)^{-1}(w_n) \to w_\infty\), where \(M_n\) is the scaling associated to \(q_n\); or

(b2) \(q_\infty^{[j]} = \frac{dz^2}{z^2}\), and \(V_n^{[j]}\) is contained in the annulus \(A_n\) associated to \(q_n\) in Definition 5.1; moreover, the bounded component of \(\mathbb{C} \setminus V_n^{[j]}\) contains at least two poles of \(q_n\).

Proof. Let \(Z^0(q_n)\) be the set of poles of \(q_n\), and define \(Z(q_n) := Z^0(q_n) \cup \{\infty\}\) and \(X_n = \mathbb{C} \setminus Z(q_n)\): each \(X_n\) is a Riemann surface on which we have a holomorphic quadratic differential \(q_n \in Q^1(X_n)\), to which we will be able to apply Theorem 4.1. By choosing subsequences repeatedly, we may assume:

- The number of poles of \(q_n\) on \(\mathbb{C}\) and on \(\mathbb{C}\) is constant, so that all \(X_n\) have the same topology. Moreover, the poles are labeled so that the cross-ratios of all quadruples of distinct poles or of any triple of distinct poles and \(\infty\) converge in the Riemann sphere as \(n \to \infty\).
- There is an integer \(s\), a length \(\delta^* < \log(3 + 2\sqrt{2})\) and a sequence \(\delta_n \to 0\) such that on every \(X_n\), there are precisely \(s\) simple closed geodesics \(\gamma_n^{[1]}, \ldots, \gamma_n^{[s]}\) of length \(\ell(\gamma_n^{[i]}) < \delta^*\), and these lengths satisfy \(\ell(\gamma_n^{[i]}) \leq \delta_n\). Let \(I := \{1, \ldots, s\}\). (To accomplish this, note first that by Corollary A.2, the number of simple closed geodesics of length less than \(\log(3 + \sqrt{2})\) is bounded by \(N - 3\); by restricting to a subsequence, we may assume that all their lengths converge. Relabel so that \(\ell(\gamma_n^{[1]}) \leq \ell(\gamma_n^{[2]}) \leq \ldots\), and let \(s\) be the largest index with \(\lim \ell(\gamma_n^{[i]}) = 0\). Then \(\delta^*\) is half the smallest positive limit length, or \(\delta^* = 1\) if all limit lengths are zero. Finally, let \(\delta_n = \max\{\ell(\gamma_n^{[1]}), \ldots, \ell(\gamma_n^{[s]})\}\).)

- The components of \(X_n \setminus \bigcup_{j=1}^{s} \gamma_n^{[i]}\) can be labeled by a set \(J\) so that components with a given label have the same boundary curves and contain the same number of poles, independently of \(n\).

Around each curve \(\gamma_n^{[i]}\) put the standard collar \(A_n^{[i]}\) and the central collar \(B_n^{[i]} \subset A_n^{[i]}\) (compare Subsection 4.1; we write \(B_n^{[i]}\) instead of \((A_n^{[i]})^0\)), and let \(Y_n^{[i]}\) be the components of
\[
X_n \setminus \bigcup_{i=1}^{s} B_n^{[i]}.
\]

By passing to a further subsequence, we may assume that the masses
\[
b_n^{[i]} := \|q_n\|_{B_n^{[i]}} \quad \text{and} \quad c_n^{[j]} := \|q_n\|_{Y_n^{[j]}}
\]
converge to \(b[i]\) and \(c[j]\), respectively. Note that \(\sum_i b[i] + \sum_j c[j] = 1\).

The decomposition of \(X_n\) into the components \(B_n[i]\) and \(Y_n[j]\) is related to the standard thick-thin decomposition of \(X_n\) for the constant \(\delta^*\), but there are two significant differences. First, the punctures are all in the thick part; by our construction none of the poles are in the closure in \(\overline{\mathbb{C}}\) of the \(A_n[i]\), much less in the closure of the \(B_n[i]\). Second, since the padding \(A_n[i] \setminus B_n[i]\) has been added to the thick parts, but itself has modulus tending to infinity with \(n\), the boundary curves of the \(Y_n[j]\) have hyperbolic lengths tending to 0 with \(n\).

In our limit \(n \to \infty\), we have \(\delta_n \to 0\) in our \(\delta_n\)-decomposition of \(q_n\) on \(X_n\). Therefore, there exists a sequence \(\varepsilon_n \to 0\) such that \(\delta_n < \delta_0(\varepsilon_n)\), where \(\delta_0(\varepsilon)\) is as in Theorem 4.4. We restrict to such \(n\) for which \(\delta_n < \delta^*\). We will use Theorem 4.4 to decompose the quadratic differentials \(q_n\) on \(X_n\) with error size \(\varepsilon_n\) as follows: for each region \(B_n[i] \subset A_n[i]\) and \(Y_n[j]\), we have a quadratic differential \(q_{A_n[i]} \in Q^1(\mathbb{C})\) or \(q_{Y_n[j]} \in Q^1(\mathbb{C})\) which “represents” \(q_n\) in its respective region \(B_n[i]\) or \(Y_n[j]\), so that

\[
\|q_n|_{B_n[i]} - q_{A_n[i]}\|_{\mathbb{C}} \leq 2\varepsilon_n \|q_n\|_{\mathbb{C}} \to 0 \quad \text{and} \quad \|q_n|_{Y_n[j]} - q_{Y_n[j]}\|_{\mathbb{C}} \leq 2\varepsilon_n \|q_n\|_{\mathbb{C}} \to 0.
\]

Hence, as \(n \to \infty\), we have \(\|q_{A_n[i]}\|_{\mathbb{C}} \to b[i]\) and \(\|q_{Y_n[j]}\|_{\mathbb{C}} \to c[j]\). Let \(V_n[1], \ldots, V_n[i]\) be the collection of \(B_n[i]\) with \(b[i] > 0\) and \(Y_n[j]\) with \(c[j] > 0\). For such regions it suffices, in view of these estimates, to show that the \(q_{A_n[i]}\) and \(q_{Y_n[j]}\) have limit models. This will be done in Lemmas 5.3 and 5.4 below. (For the remaining regions with \(b[i] = 0\) or \(c[j] = 0\), we could say that the limit model is zero.) It also follows that \(\lim_{n \to \infty} \|q_n\|_{\bigcup_{i=1}^n V_i} = 0\).

5.2. Thin parts.

**Lemma 5.3** (Limit model on thin parts). For every index \(i\) with \(b[i] > 0\), \(q_{A_n[i]}\) has limit model \(dz^2/z^2\); moreover, \(B_n[i]\) surrounds at least two poles of \(q_n\).

**Proof.** The annulus \(B_n[i]\) surrounds at least two poles of \(q_n\) because its core curve is essential by construction. Let \(w_n\) be one of them; after an affine change of coordinates, we may assume that \(w_n = 0\). Let \(\hat{A}_n\) be the largest round annulus centered at \(w_n\) with \(\hat{A}_n \subset A_n[i]\), let \(A_n[i] \subset \hat{A}_n\) be the smallest parallel subannulus containing \(B_n[i]\), and let \(\hat{A}_n^+\) and \(\hat{A}_n^-\) be the outer and inner components of \(\hat{A}_n \setminus A_n[i]\) (see Figure 6). The annuli exist and are non-empty by the Round Annuli Lemma A.3 and there is a universal constant \(\mu^*\) with

\[
\text{mod}(A_n[i]) \geq \text{mod}(\hat{A}_n) \geq \text{mod}(A_n[i]) - \mu^*;
\]

since the two components of \(A_n[i] \setminus B_n[i]\) contain \(\hat{A}_n^+\) and \(\hat{A}_n^-\), we get

\[
\sqrt{\text{mod}(A_n[i])} \geq \text{mod}(\hat{A}_n^+) \geq \sqrt{\text{mod}(A_n[i])} - \mu^* \to \infty.
\]

In particular,

\[
\text{mod}(\hat{A}_n^+)/\text{mod}(\hat{A}_n) \to 0.
\]
Since the padding $A_n[i] \setminus B_n[i]$ is itself the union of two annuli of large modulus (even though much smaller than the modulus of $A_n[i]$, each contains a large round subannulus, of approximately the same modulus; we may take these annuli $\hat{A}_n^\pm$ to be centered at the same point $w_n$. By definition $\hat{A}_n^0$ is the smallest annulus containing both, and $\hat{A}_n^0 = \hat{A}_n \setminus \bigcup \hat{A}_n^\pm$.

Let $h_n := \text{mod}(\hat{A}_n)/2$, so that $\hat{A}_n$ is conformally equivalent to $\hat{B}_n = \{ z \in \mathbb{C} : |\text{Im}(z)| \leq h_n \}/\mathbb{Z}$; conformal isomorphisms $\psi_n : \hat{B}_n \to \hat{A}_n$ have the form $\psi_n(z) = \alpha_n (\exp(2\pi i z))$ with $\alpha_n \in \mathbb{C}$. Define $Q_n := \psi_n^* q_{A_n}$. Then Corollary 4.3 applies to the restricted differentials $Q_n|_{\hat{B}_n}$; since $\|Q_n\|_{\hat{B}_n} = \|q_{A_n}\|_{\hat{A}_n} \to b[i]$, this yields

$$\left\| Q_n|_{\hat{B}_n} - c_n dz^2 \right\|_{\hat{B}_n} \to 0$$
for an appropriate sequence of numbers \(c_n \in \mathbb{C}\). But since \((\psi_n)_*(dz^2) = -dz^2/(2\pi z)^2\), we obtain
\[
\left\| q_{A_n} - \frac{-c_n}{(2\pi)^2 z^2} \right\|_{\hat{A}_n} \to 0.
\]
Since \(\|q_{A_n}\|_{\mathcal{C} \setminus \hat{A}_n} \to 0\), the claim follows.

\[\square\]

5.3. Thick parts. From now on, consider an index \(j\) describing thick regions \(Y_{n}^{[j]}\) with \(c[j] = \lim_{n \to \infty} c_n^{[j]} > 0\).

**Lemma 5.4** (Limit model on thick parts). There is a limiting integrable meromorphic quadratic differential \(q_{\infty}^{[j]}\) on \(\overline{\mathbb{C}}\) with \(\|q_{\infty}^{[j]}\|_\mathcal{C} = c[j]\) and a sequence of Möbius transforms \(M_n(z) = a_n z + b_n\) so that \(\|M_n q_{Y_{n}^{[j]}} - q_{\infty}^{[j]}\|_{Y_{n}^{[j]}} \to 0\).

**Proof.** Choose two poles \(w_0^n, w_1^n \in \mathbb{C}\) of \(q_n\) with the same labels for all \(n\), not belonging to the same component of \(\mathbb{C} \setminus Y_{n}^{[j]}\), and not belonging to the unbounded component of \(\mathbb{C} \setminus Y_{n}^{[j]}\) (if any); it is perfectly acceptable to have \(w_0^n\) and/or \(w_1^n\) in \(Y_{n}^{[j]}\). Such poles exist: each component of \(\mathbb{C} \setminus Y_{n}^{[j]}\) contains two elements of \(\mathbb{C} \setminus X_n\) (or the boundary annuli of \(Y_{n}^{[j]}\) would not be essential); each element is either a pole of \(q_n\) or the point \(\infty\). If \(X_n \setminus Y_{n}^{[j]}\) has at least three components, let \(w_0^n\) and \(w_1^n\) be two poles from two different bounded components. If \(X_n \setminus Y_{n}^{[j]}\) has only two components, then at least one of them is bounded, and additionally \(Y_{n}^{[j]}\) must contain one pole (or the two annuli in the boundary padding would be homotopic).

If \(X_n \setminus Y_{n}^{[j]}\) has only one component, then \(Y_{n}^{[j]}\) must contain two poles itself (or the adjacent annulus \(B_{b}^{[j]}\) would not be essential), and if \(X_n \setminus Y_{n}^{[j]}\) is empty, then \(Y_{n}^{[j]}\) must contain at least three poles, at most one of which is at \(\infty\).

Let \(M_n \in \text{Aut}(\mathbb{C})\) be given by \(M_n(z) = a_n z + b_n := (w_1^n - w_0^n)z + w_0^n\), so that \(M_n(p) = w^n_p\) for \(p = 0, 1\). By construction, all poles of \(M_n q_n\) converge in \(\overline{\mathbb{C}}\); let \(\{w_0 = 0, w_1 = 1, \ldots, w_s = \infty\}\) be the set of their limits, including \(\infty\) even if it is not a limit of poles. Set \(X[j] := \overline{\mathbb{C}} \setminus \{w_0, \ldots, w_s\}\).

We argue in two steps: first we show that \(Y_{n}^{[j]} := M_n^{-1} Y_{n}^{[j]}\) fills \(X[j]\) as \(n \to \infty\) (in the sense that every compact \(K \subset X[j]\) is contained in almost all \(Y_{n}^{[j]}\)). Then we show that, after choosing a further subsequence, there is a \(q_{\infty}^{[j]} \in Q^1(\mathbb{C})\) with the required properties.

For the first step, recall that \(Y_{n}^{[j]}\) is surrounded by annuli with diverging moduli. Let \(D_n\) be an open component of \(\mathbb{C} \setminus Y_{n}^{[j]}\); it contains at least two poles of \(M_n q_n\) (or one pole and \(\infty\)), and the positions of the poles converge in \(\overline{\mathbb{C}}\). There is an annulus \(C_n \subset Y_{n}^{[j]}\) which separates \(D_n\) from all poles in \(Y_{n}^{[j]}\) and all components of \(\mathbb{C} \setminus Y_{n}^{[j]}\) other than \(D_n\) (this annulus is part of the boundary padding in \(Y_{n}^{[j]}\)), and \(\text{mod}(C_n) \to \infty\). By construction, \(C_n\) separates \(D_n\) from at least two of the three points 0, 1, \(\infty\). This implies that the spherical diameter of \(D_n\) tends to zero: for every four distinct points \(a_1, a_2, b_1, b_2 \in \overline{\mathbb{C}}\), the modulus of annuli separating \(\{a_1, a_2\}\) from \(\{b_1, b_2\}\) is bounded above.

Since \(\mathbb{C} \setminus Y_{n}^{[j]}\) consists of a bounded number of open components, and each component either converges to \(\infty\) or has diameter tending to 0, it follows that \(Y_{n}^{[j]}\) fills \(X[j]\) as claimed. Distinct sequences of poles in \(Y_{n}^{[j]}\) or components of \(\mathbb{C} \setminus Y_{n}^{[j]}\) converge to
distinct points in $\mathbb{C} \setminus X^{[j]}$; otherwise there would be a short curve which separated the poles of $q_n$ in a way the previously chosen short curves $\gamma_i$ never did.

Now for convergence of the $\hat{q}_n := M^*_n q_{\gamma_n}$, which are meromorphic quadratic differentials in $Q^1(M_n^{-1}(Z(q_n)))$. For one thing, there is no problem in choosing a subsequence that converges algebraically in the following sense: if we write $\hat{q}_n = \frac{P_n(z)}{Q_n(z)} dz^2$ with polynomials $P_n(z)$ and $Q_n(z)$, after adjusting by multiplicative constants and extracting a subsequence, we may suppose that $P_n$ and $Q_n$ converge to limit polynomials $P_\infty$ and $Q_\infty$, so that at least one of them is not identically 0. Moreover we have $Q_\infty \not\equiv 0$; otherwise in a neighborhood of a point $z_0$ where $P_\infty(z_0) \not\equiv 0$, the mass of $q_n$ must tend to $\infty$, and this contradicts the fact that $\|q_n\|_C$ is uniformly bounded. Therefore $\hat{q}_n \rightarrow q^{[j]}_\infty = \frac{P_\infty(z)}{Q_\infty(z)} dz^2$ uniformly on compact subsets of $\mathbb{C} \setminus X^{[j]}$. (At this point, we cannot exclude the possibility that $P_\infty \equiv 0$.)

The differential $q^{[j]}_\infty$ cannot have a multiple pole: otherwise, there would be a compact set near a multiple pole of $q^{[j]}_\infty$, in which the mass of $q^{[j]}_\infty$ exceeded the available mass of the $\hat{q}_n$. It follows that $q^{[j]}_\infty \equiv Q^1(X^{[j]})$ and the poles of $q^{[j]}_\infty$ are the limit of poles of $\hat{q}_n$. (The same conclusion can be reached using the Cauchy formula and the uniform bound on the $L^1$-norm, together with the Arzela-Ascoli theorem and Fatou’s lemma.)

It remains to show that the sequence $\hat{q}_n$ converges in $L^1$-norm, since this will imply $\|\hat{q}_n - q^{[j]}_\infty\|_C \rightarrow 0$ and $\|q^{[j]}_\infty\|_C = c^{[j]}$. Since we had shown above that $\hat{q}_n$ converges in $\mathbb{C} \setminus X^{[j]}$, it suffices to show the following:

Claim 5.5 (Small mass in small neighborhood). For every $w \in \mathbb{C} \setminus X^{[j]}$ and $\varepsilon > 0$, there exists $\delta > 0$ such that $\|\hat{q}_n\|_{N_\delta(w)} < \varepsilon$ for sufficiently large $n$, where $N_\delta(w)$ is the $\delta$-neighborhood of $w$ in the spherical metric.

If $w \in \mathbb{C} \setminus X^{[j]}$ is the limit of simple poles of $\hat{q}_n$ in $Y_n'$, then the claim follows from the following fact whose proof is left to the reader (it can be derived from Proposition 14.2 via $z \mapsto e^{2\pi it}$).

Claim 5.6 (Mass near simple pole). Suppose $h(z)$ is a meromorphic function in $D = D_1(0)$ with at most one simple pole in $D_{1/2}(0)$ and no poles in the annulus $D \setminus D_{1/2}(0)$. For every $\varepsilon > 0$, there exists a $\delta > 0$ (depending only on $\varepsilon$, not on $h$) such that $\|h\|_{D_\delta(0)} \leq \varepsilon \|h\|_{D_1(0)}$.

The remaining case is when $w \in \mathbb{C} \setminus X^{[j]}$ is the limit of components of $\mathbb{C} \setminus Y_n'$. Even though we already know that $\|\hat{q}_n\|_{Y_n'} \rightarrow 0$ by Theorem 4.1, it is conceivable that some or all of the mass of the $\hat{q}_n$ could drift into the punctures (such as $w$) that the complement of $Y_n'$ becomes. While $\|\hat{q}_n\|_{Y'_n} \rightarrow c^{[j]} > 0$, the $Y'_n$ contain annuli in the boundary padding with diverging moduli, and parts of these annuli tend into the punctures. We need to know that almost all the mass of $\hat{q}_n$ is not near the punctures.

Given $w$ as above, for each $n$, there exist a component $D_n$ of $\mathbb{C} \setminus Y_n'$ and a pole (or $\infty$) $w_n$ of $\hat{q}_n$ within $D_n$ such that $D_n$ and $w_n$ tend to $w$. Let $\gamma_n$ be the closed geodesic in $M_1^{-1}(X_n)$ homotopic to $\partial D_n$, and let $\hat{A}_n$ be its standard collar. Then $\gamma^{[i]}_n = M_n(\gamma_n)$ and $\hat{A}'_n = M_n(\hat{A}_n)$ for some $i$. Let $\hat{A}^+_n$ be the boundary padding of
\( \hat{A}_n \) attached to \( Y_n \), i.e. \( \hat{A}_n^+ = Y_n^+ \cap \hat{A}_n \). For \( \eta > 0 \), let \( \hat{A}_{n,\eta}^+ \) be the parallel subannulus of \( \hat{A}_n^+ \) of modulus \( \eta \), sharing the boundary with \( \hat{A}_n \) (as in Proposition 4.2).

By Proposition 4.2 applied to \( \hat{q}_n \) on \( \hat{A}_n \) (or, more directly, applied to \( q_{\hat{A}_n}^+ \) that appeared in Subsection 1.3), we obtain the following: given \( \varepsilon > 0 \), there exists \( \eta > 0 \) such that \( \|q_{\hat{A}_n}^+\|_{\hat{A}_n^+} < \frac{\varepsilon}{2} \) for sufficiently large \( n \). Since \( \|q_{\hat{A}_n}^+\|_{\hat{A}_n^+} < \frac{\varepsilon}{2} \) for large \( n \), in order to prove Claim 5.5 it suffices to show that, with \( \eta \) fixed as above, for some \( \delta > 0 \) and large \( n \),

\[
(12) \quad N_\delta(w_n) \subset \left( \mathbb{T} \setminus Y_n' \right) \cup \left( \hat{A}_{n,\eta}^+ \setminus \hat{A}_n^+ \right).
\]

Let \( C_n \) be the maximal round annulus within \( \hat{A}_n \setminus \hat{A}_{n,\eta}^+ \) with center \( w_n \), and let \( C'_n \) be the maximal round annulus within \( M_n^{-1}(X_n) \) with center \( w_n \) and containing \( C_n \). Then we have

\[
\text{mod}(C_n) \geq \text{mod}(\hat{A}_n) - \mu^* = \text{mod}(\hat{A}_n) - \eta - \mu^*
\]

\[
(13) \quad \geq \frac{\pi}{\ell(\gamma_n)} - 1 - \eta - \mu^* \geq \text{mod}(C'_n) - 1 - \eta - \mu^* ;
\]

indeed, the first inequality is the Round Annuli Lemma A.3 the second is the Collaring Theorem A.1 and finally \( \text{mod}(C'_n) \leq \pi/\ell(\gamma_n) \) is the fact that \( \gamma_n \) has shorter length in \( M_n^{-1}(X_n) \) than the core curve of \( C'_n \), where the latter has length \( \pi/\text{mod}(C'_n) \) in \( C'_n \).

Now suppose that \( w \neq \infty \). Then the outer boundary of \( C'_n \) must pass through a point in \( \mathbb{T} \setminus M_n(X_n) \) which does not converge to \( w \) or \( \infty \); otherwise it contradicts the choice of scaling \( M_n \) at the beginning of the proof. Therefore the outer radius of \( C'_n \) converges to a positive finite limit \( r' \). By (13) and \( C_n \subset C'_n \), the outer radius of \( C_n \) must be at least \( r = r' \exp(-2\pi(1 + \eta + \mu^*)) \). This implies (12) with \( N_\delta(w_n) = D_r(w_n) \).

The same argument works for \( w = \infty \), by considering the inner radius of \( C_n \), and thus Claim 5.5 has been proved for all cases. This concludes the proof of Lemma 5.4.

Now we can finish the proof of Theorem 5.2. For a thick region \( Y_n^{[j]} \) with \( c^{[j]} > 0 \), we have found a limiting quadratic differential \( q_{\infty}^{[j]} \in Q^1(\mathbb{C}) \) with \( \|q_{\infty}^{[j]}\|_C = c^{[j]} \). Its number of poles is bounded by \( N \), and each pole is a limit of poles of \( M_n^* q_n \). Moreover,

\[
\left\| M_n^* \left( q_{n|Y_n^{[j]}} \right) - q_{\infty}^{[j]} \right\|_C \leq \left\| M_n^* \left( q_{n|Y_n^{[j]}} \right) - M_n^* q_{Y_n^{[j]}} \right\|_C + \left\| M_n^* q_{Y_n^{[j]}} - q_{\infty}^{[j]} \right\|_C
\]

\[
\leq \left\| q_n - q_{Y_n^{[j]}} \right\|_{Y_n^{[j]}} + \left\| q_{Y_n^{[j]}} \right\|_{C \setminus Y_n^{[j]}} + \left\| M_n^* q_{Y_n^{[j]}} - q_{\infty}^{[j]} \right\|_C
\]

\[
\rightarrow 0.
\]

This shows that the restrictions of the \( q_n \) to the \( Y_n^{[j]} \) have limit model \( q_{\infty}^{[j]} \).

As for an annulus \( B_n^{[i]} \) with \( b^{[i]} > 0 \), by a similar estimate and Lemma 5.3 we conclude that the restrictions of the \( q_n \) to the annuli \( B_n^{[i]} \) have limit model \( d\zeta^2/\zeta^2 \).

Since the mass of \( q_n \) on the remaining domains must tend to 0, this finishes the proof of Theorem 5.2.
6. Push-forward of quadratic differentials

In this section, we finally conclude the proof of our main theorem, by proving Proposition 6.2 if the Thurston map $\sigma$ from Subsection 3.4 has no fixed point, then there exists a sequence of quadratic differentials with almost no contraction under the push-forward under any finite number of exponential maps. Now that we have established good control on the geometry of quadratic differentials, it will be relatively easy to conclude that this implies the existence of a degenerate Levy cycle.

We would like to point out that the results in this section are the only places in this paper where we really need the precise properties of the exponential function. These are the statements which need to be generalized in order for a generalization of the main theorem to hold.

We call a sequence $(q_n)$ of measurable quadratic differentials exp-efficient if $\|q_n\|_{C} \neq 0$ for all $n$ and $\lim_{n \to \infty} \frac{\|\text{exp}_{*} q_n\|_{C}}{\|q_n\|_{C}} = 1$.

**Proposition 6.1** (Exp-efficient integrable push forwards). Let $q_n$ be a sequence of measurable quadratic differentials on $C$ which has limit model $q$ with associated scalings $M_n(z) = a_n z + b_n$, where $q$ is a meromorphic quadratic differential on $C$ with $0 < \|q\|_{C} < \infty$.

If the sequence $(q_n)$ is exp-efficient, then the scaling factors $a_n \to 0$, and $(\text{exp}_{*} q_n)$ also has limit model $q$ with scaling $z \mapsto M_n(z) := a_n \exp(b_n) z + \exp(b_n)$.

**Remark.** The scaling $\hat{M}_n$ is chosen so that if $a_n \to 0$, then

$$S_n(z) := (\hat{M}_n)^{-1} \circ \exp \circ M_n(z) = \frac{e^{a_n z} - 1}{a_n} \to z \quad \text{as } n \to \infty$$

uniformly on compact sets on $C$.

**Proof:** No non-zero meromorphic integrable quadratic differential has absolutely efficient push-forward under the exponential map (in the sense that $\|\exp_{*} q\|_{C} = \|q\|_{C}$) because that would require that $q(z + 2\pi i) = \beta(z)q(z)$ where $\beta(z)$ is holomorphic and positive real-valued (see equation (3)); hence $\beta$ is constant, and this implies that $\|q\|_{C} = \infty$. Therefore, there is an $\alpha \in (0, 1)$ depending on $q$ such that $\|\exp_{*} q\|_{C} \leq \alpha \|q\|_{C}$.

We first discuss the special case that $q_n$ has the limit model $q$ with trivial scalings, i.e. $M_n(z) = z$ for all $n$. Then for every $\varepsilon > 0$ we have $\|q_n - q\|_{C} < \varepsilon \|q\|_{C}$ for sufficiently large $n$; hence $\|q\|_{C} \leq \frac{\|q_n\|_{C}}{(1 - \varepsilon)}$. For such $n$ we have

$$\|\exp_{*} q_n\|_{C} \leq \|\exp_{*} q\|_{C} + \|\exp_{*} (q_n - q)\|_{C} \leq \alpha \|q\|_{C} + \|q_n - q\|_{C} \leq (\alpha + \varepsilon) \|q\|_{C} \leq \frac{\alpha + \varepsilon}{1 - \varepsilon} \|q_n\|_{C}.$$ 

If $\varepsilon > 0$ is chosen small enough so that $(\alpha + \varepsilon)/(1 - \varepsilon) < 1$, this implies that $q_n$ cannot be exp-efficient, a contradiction.

Now consider the case of general scalings $M_n(z) = a_n z + b_n$. It is clear that the translations $b_n$ have no effect on the efficiency under the push-forward, so we may as well translate the differentials $q_n$ so that all $b_n = 0$. If the sequence $a_n$ is bounded in $C^*$, this leads to the same contradiction as before: for bounded scaling factors $a_n$, there is a uniform contraction rate $\alpha < 1$. If the sequence $a_n \to \infty$, then we write $a_n = 2^{k_n} a_n^2$ with $k_n \in \mathbb{N}$ and a sequence $a_n^2$ with $1 \leq |a_n^2| \leq 2$; define an
auxiliary scaling $M^q_n(z) := a_n^q z$ and set $Q(z) := z^2$. Now the functional equation $\exp(2z) = Q(\exp(z))$ implies
\[
\|\exp_*((M_n)_*q)\|_C = \|((Q^2)^k)_* \exp_* (M_n^q)_*q\|_C \leq \|\exp_* (M_n^q)_*q\|_C,
\]
and this is at least as bad as before. Therefore, the sequence $a_n$ can have neither a bounded subsequence nor a subsequence tending to $\infty$, so $a_n \to 0$ as claimed.

Since $b_n = 0$, it remains to show that $(\exp_* q_n)$ has limit model $q$ with scalings $M_n(z) = a_n z + 1$.

Recall that $S_n = (\hat{M}_n)^{-1} \circ \exp \circ M_n$ converges to the identity uniformly on compact sets of $C$. Since the push-forward by $S_n$ cannot increase the $L^1$-norm, we have
\[
\| (M_n)^* (\exp_* q_n) - q \|_C = \| (M_n^{-1})^* \circ \exp_* \circ (M_n)_* \circ (M_n)^* (q_n) - q \|_C
\]
\[
= \| (S_n)_* (M_n^* q_n) - q \|_C \leq \| (S_n)_* (M_n^* q_n) - (S_n)_* q \|_C + \| (S_n)_* q - q \|_C
\]
\[
\leq \| (M_n^* q_n) - q \|_C + \| (S_n)_* q - q \|_C.
\]

Given $\varepsilon > 0$, it follows from Claim 5.6 that there exists a neighborhood $W$ of $Z(q) \cup \{0, \infty\}$ such that for sufficiently large $n$, we have $\| (S_n)_* q \|_W < \varepsilon/3$ and $\|q\|_W < \varepsilon/3$. Here uniformity with respect to $n$ follows from uniformity in Claim 5.6 and the convergence of poles of $(S_n)_* q$ to $Z(q) \cup \{0, \infty\}$. Since $S_n \to \text{id}$ uniformly in $\overline{C} \setminus W$ as $n \to \infty$, we have $\| (S_n)_* q - q \|_W < \varepsilon/3$ for sufficiently large $n$. Thus we have
\[
\| (S_n)_* q - q \|_C \leq \| (S_n)_* q - q \|_W + \| (S_n)_* q \|_W + \| q \|_W < \varepsilon.
\]

This implies $\| (M_n)_* (\exp_* q_n) - q \|_C \to 0$ as claimed.

**Proposition 6.2 (Exp-efficient annular push-forwards).** Let $q_n$ be a sequence of measurable quadratic differentials on $C$. Suppose that the sequence $q_n$ has the limit model $dz^2/z^2$ on annuli $A_n = \{z \in C: r_n < |z - z_n| < R_n\}$.

If the sequence $(q_n)$ is exp-efficient, then there is a sequence $R^*_n \in (r_n, R_n)$ with $R^*_n \to 0$ such that
\[
\|q_n\|_{A^*_n} / \|q_n\|_{A_n} \to 1
\]
where $A^*_n := \{z \in C: r_n < |z - z_n| < R^*_n\}$.

Moreover, the quadratic differentials $\exp_* q_n$ also have the limit model $dz^2/z^2$ on annuli $\{z \in C: r'_n < |z - z'_n| < R'_n\}$, where $z'_n = \exp(z_n)$, $r' = |\exp(z_n)| r_n$ and $R'_n = |\exp(z_n)| R_n$.

**Proof.** The general idea of the proof is similar to Proposition 6.1, the main difference lies in the fact that there is no integrable limit model for our quadratic differentials, and this requires a preparatory argument. We will use the notation $A(r, R) := \{z \in C: r < |z| < R\}$ for the centered annulus between radii $r < R$. Let $q := dz^2/z^2$ on $C$.

As a toy example, consider the annulus $A := A(\pi, 2\pi)$ and the restricted differential $q|_A$. Then there is a constant $0 < \alpha < 1$ such that $\|\exp_* (q|_A)\|_C \leq \alpha \|q|_A\|_C$, simply because the contributions near the points $1 - i\pi$ and $1 + i\pi$ are not aligned.
Similarly as in Proposition 6.1, the functional equation \( \exp(2z) = (\exp(z))^2 \) implies that for any \( r \geq \pi \) and any integer \( i \geq 0 \), we have
\[
\frac{\|\exp_*(q|_{A(2^i r^2, 2^{i+1} r)})\|_C}{\|q|_{A(2^i r^2, 2^{i+1} r)}\|_C} \leq \frac{\|\exp_*(q|_{A(r, 2r)})\|_C}{\|q|_{A(r, 2r)}\|_C}.
\] But this yields for any \( r \geq \pi \) and any integer \( k \geq 1 \)
\[
\frac{\|\exp_*(q|_{A(r, 2^k r)})\|_C}{\|q|_{A(r, 2^k r)}\|_C} \leq \frac{\|\exp_*(q|_{A(r, 2r)})\|_C}{\|q|_{A(r, 2r)}\|_C}
\]
because on every subannulus \( A(2^i r, 2^{i+1} r) \), the relative loss of mass is at least the same as on \( A(r, 2r) \), and the interference between these various subannuli can only increase the amount of cancellation. This implies that there is a universal constant \( \alpha' < 1 \) such that for every pair of radii \( R, r \) with \( \pi \leq r \leq R/2 \), we have
\[
\frac{\|\exp_*(q|_{A(r, R)})\|_C}{\|q|_{A(r, R)}\|_C} \leq \alpha'.
\]

Now suppose that \( q_n \) is an exp-efficient sequence of measurable quadratic differentials, and suppose there are annuli \( A_n = \{ z \in \mathbb{C} : r_n < |z - z_n| < R_n \} \) as in the claim of the proposition such that \( q_n \) has limit model \( dz^2 \) on \( A_n \). Since nothing changes under translations, we may as well assume that all \( z_n = 0 \).

Write \( A'_n := \{ z \in A_n : |z - z_n| < \pi \} \) and \( A''_n := \{ z \in A_n : |z - z_n| > \pi \} \). Under the push-forward, a definite fraction of the mass on \( A''_n \) cancels, so if the sequence \( q_n \) on the annuli \( A_n \) is exp-efficient, then \( \|q_n\|_{A''_n} / \|q_{n}\|_{A^n} \to 0 \).

Now fix any small \( R^* \in (0, \pi) \) and restrict to \( n \) with \( r_n < R^* \). Then the annulus \( A(R^*, \pi) \) has modulus \( 1/R^* \log(\pi/R^*) \). Since the mass of \( dz^2/z^2 \) on concentric subannuli of \( A_n \) is proportional to the moduli of these subannuli and \( \text{mod}(A_n) \to \infty \), it follows that \( \|q_n\|_{A(R^*, \pi)} \to 0 \) as \( n \to \infty \). Combining this, it follows that
\[
\frac{\|q_n\|_{A(r_n, R^*)}}{\|q_n\|_{A_n}} \to 1.
\]

The rest of the argument is analogous to Proposition 6.1 using the scalings \( M_n(z) = a_n z + b_n \) with \( a_n = R_n^* \).

**Lemma 6.3 (Sequence of exp-efficient push-forwards).** Suppose that \( q_n \) is a sequence of measurable quadratic differentials with \( 0 < \|q_n\|_C < \infty \) for all \( n \) such that
\[
\frac{\|(E_{\lambda_{n,m}} \circ E_{\lambda_{n,m-1}} \circ \cdots \circ E_{\lambda_{n,1}}) \circ q_n\|_C}{\|q_n\|_C} \to 1
\]
where \( \lambda_{n,i} \in \mathbb{C}^* \) are arbitrary. Let \( V_n \subset \mathbb{C} \) be domains such that \( \|q_n\|_{V_n} / \|q_n\|_C \geq \alpha > 0 \) for some fixed \( \alpha > 0 \) and all \( n \). Then for every \( s = 0, 1, \ldots, m - 1 \), the sequence of quadratic differentials
\[
(E_{\lambda_{n,s}} \circ E_{\lambda_{n,s-1}} \circ \cdots \circ E_{\lambda_{n,1}})(q_n|_{V_n})
\]
is exp-efficient.

**Proof.** Set \( \tilde{q}_n := q_n|_{V_n} \). We obviously have
\[
0 \leq \|\tilde{q}_n\|_C - \|(E_{\lambda_{n,m}} \circ E_{\lambda_{n,m-1}} \circ \cdots \circ E_{\lambda_{n,1}}) \circ \tilde{q}_n\|_C
\]
\[
\leq \|q_n\|_C - \|(E_{\lambda_{n,m}} \circ E_{\lambda_{n,m-1}} \circ \cdots \circ E_{\lambda_{n,1}}) \circ q_n\|_C
\]

because all the cancellation which occurs for \( \hat{q}_n \) also occurs for \( q_n \). But this implies
\[
\|\hat{q}_n\|_C - \|\left(E_{\lambda_{m,n}} \circ E_{\lambda_{m,m-1}} \circ \cdots \circ E_{\lambda_{m,1}}\right) \ast \hat{q}_n\|_C \\
\leq \|q_n\|_C - \|\left(E_{\lambda_{m,n}} \circ E_{\lambda_{m,m-1}} \circ \cdots \circ E_{\lambda_{m,1}}\right) \ast q_n\|_C \rightarrow 0;
\]

\[
\frac{\|E_{\lambda_{n,m}} \circ E_{\lambda_{n,m-1}} \circ \cdots \circ E_{\lambda_{n,1}}\ast \hat{q}_n\|_C}{\|q_n\|_C} \rightarrow 1.
\]

hence
\[
\frac{\|E_{\lambda_{n,m}} \circ E_{\lambda_{n,m-1}} \circ \cdots \circ E_{\lambda_{n,1}}\ast \hat{q}_n\|_C}{\|q_n\|_C} \rightarrow 1.
\]

Since all push-forwards are weakly contracting, we have
\[
\|\hat{q}_n\|_C \geq \|E_{\lambda_{n,1}}\ast \hat{q}_n\|_C \geq \cdots \geq \|E_{\lambda_{m,n}} \circ E_{\lambda_{m,m-1}} \circ \cdots \circ E_{\lambda_{m,1}}\ast \hat{q}_n\|_C,
\]

and this implies for every \( s < m \)
\[
\frac{\|E_{\lambda_{n,s+1}} \circ E_{\lambda_{n,s}} \circ \cdots \circ E_{\lambda_{n,1}}\ast \hat{q}_n\|_C}{\|E_{\lambda_{n,s}} \circ \cdots \circ E_{\lambda_{n,1}}\ast q_n\|_C} \rightarrow 1
\]
as claimed. \( \square \)

**Proof of Proposition 3.2.** Suppose that the statement is false. Then there exist \( N, m, M \) such that for all \( r < 1 \), there exists \( E^{(m)} = E_{\lambda_{m}} \circ \cdots \circ E_{\lambda_{1}} \) and a quadratic differential \( q \) with at most \( N \) poles such that \( \|E^{(m)} \ast q\|_C \geq r \|q\|_C \) and for every nested pair of disks \( \bar{D} \subset D \) such that \( \bar{D} \) is an essential annulus in the complement of the poles of \( q \) and with \( \text{mod}(D \setminus \bar{D}) \geq M \), the map \( E^{(m)} \) is not injective on \( D \).

Thus choose \( N, m, M \), a sequence \( r_n \) tending to 1, a sequence
\[
E^{(m)}_n = E_{\lambda_{n,m}} \circ \cdots \circ E_{\lambda_{n,1}}
\]
and a corresponding sequence of quadratic differentials \( q_n \) such that
\[
\|E^{(m)}_n \ast q_n\|_C \geq r_n \|q_n\|_C.
\]

If we can show that there exists a subsequence for which there are disks \( \bar{D}_n \subset D_n \) which are essential in the complement of the poles of \( q_n \), with \( \text{mod}(D_n \setminus \bar{D}_n) > M \) and \( E^{(m)}_n \) injective on \( D_n \), we will have derived the contradiction needed to prove Proposition 3.2.

Extract a subsequence as in Theorem 5.2 (and omit double indices for simplicity of notation). Pick an index \( j \) and a sequence of regions \( \mathcal{V}_n^{[j]} \) such that \( q_n|_{\mathcal{V}_n^{[j]}} \) has a limit model \( q \).

Define
\[
q_n^{(0)} := q_n \quad \text{and} \quad q_n^{(i)} := (E_{\lambda_{n,1}})_{\ast}(q_n^{(i-1)}) \quad \text{for} \ i = 1, 2, \ldots, m.
\]

Similarly, set
\[
\hat{q}_n^{(0)} := q_n|_{\mathcal{V}_n^{[j]}} \quad \text{and} \quad \hat{q}_n^{(i)} := (E_{\lambda_{n,1}})_{\ast}(\hat{q}_n^{(i-1)}) \quad \text{for} \ i = 1, 2, \ldots, m.
\]

By Lemma 6.3 the sequences \( \hat{q}_n^{(0)}, \ldots, q_n^{(m-1)} \) are also exp-efficient. We will discuss the two cases of Theorem 5.2 separately.

**Case (b1):** The limit model \( q \) of \( \hat{q}_n^{(0)} \) is an integrable meromorphic quadratic differential on \( \mathcal{C} \). In this case, there exist scalings \( M_n^{(0)}(z) = a_n^{(0)}z + b_n^{(0)} \) with \( a_n^{(0)} \to 0 \) as \( n \to \infty \). We will determine the scalings \( M_n^{(i)} \) for \( q_n^{(i)} \) inductively.
The quadratic differentials \((E^{(s)}_n)_*q_n\) look more and more like \(q\) in \(M_0^n(D_R(0))\). Since \(A_n^{[i]}\) tends to 0, these regions become smaller and smaller (much more drastically than suggested by the picture) and correspondingly are surrounded by bigger and bigger annuli containing no poles.

Suppose that, for \(i \in \{0, 1, \ldots, m - 1\}\), the differentials \(\hat{q}_n^{(i)}\) have limit model \(q^{(i)}\) with scalings \(\hat{M}_n^{(i)}(z) = a_n^{(i)}z + b_n^{(i)}\). Then by Proposition 6.1 and the remark thereafter, \(a_n^{(i)} \to 0\), and \(\exp_* \hat{q}_n^{(i)}\) has limit model \(q\) with scalings \(\hat{M}_n^{(i)}\).

Let \(M_n^{(i+1)}(z) := \lambda_{n,i+1} M_n^{(i)}(z)\). Then \(\hat{q}_n^{(i+1)}\) has limit model \(q\) with scalings \(\hat{M}_n^{(i+1)}\) because \((\hat{M}_n^{(i+1)})^* \hat{q}_n^{(i+1)} = (\hat{M}_n^{(i)})^* (\exp_* \hat{q}_n^{(i)})\). We also have

\[
S_n^{(i+1)} := (M_n^{(i+1)})^{-1} \circ E_{\lambda_{n,i+1}} \circ M_n^{(i)} = (\hat{M}_n^{(i)})^{-1} \circ \exp \circ M_n^{(i)} \to \text{id}
\]

uniformly on compact sets in \(\mathbb{C}\). Hence for any \(R > 0\), the composition \(E_{\lambda_{n,m}} \circ E_{\lambda_{n,m-1}} \circ \cdots \circ E_{\lambda_{n,1}}\) is injective on \(D_n := M_n^{(0)}(D_R(0))\).

Choose \(\hat{R}\) so that \(D_{\hat{R}-1}(0)\) contains all poles of \(q\) in \(\mathbb{C}\) (there must be at least three of them). Then \(D_n := M_n^{(0)}(D_{\hat{R}}(0))\) must contain at least two poles of \(q_n\) for large \(n\); in fact, the poles of the limit model \(q\) in \(\mathbb{C}\) are the limits of poles of \((M_n)^* q_n\) by Theorem 5.2. Taking \(R := \hat{R}e^{2\pi M}\) and large \(n\), the conclusion follows.
**Case (b2):** The limit model is \( q = dz^2/z^2 \). In this case, we can also introduce the scaling \( M_n^{(i)}(z) = a_n^{(i)}z + b_n^{(i)} \) so that we can compare \((M_n^{(i)})^* q_n^{(i)}\) with \( c_n(dz^2/z^2)_{\{|r_n<|z|<1\}} \). It follows from Proposition 6.2 that, by successively cutting out the outer radii of the annuli, we can achieve the following for \( i = 0, 1, \ldots, n \):

\[
\| (M_n^{(i)})^* q_n^{(i)} - c_n \frac{dz^2}{z^2} \| \rightarrow 0
\]

with \( a_n^{(i)} \rightarrow 0 \) and

\[
(M_n^{(i+1)})^{-1} \circ E_{\lambda_n,i+1} \circ M_n^{(i)} \rightarrow \text{id}
\]

uniformly on compacts in \( \mathbb{C} \). The rest is similar to Case (b1).

---

**Figure 8.** The polygon labeled \( q_n \) represents a quadratic differential on \( \mathbb{C} \). Note that the small rectangle at the lower left is most of \( \mathbb{C} \), since it contains 0, 1 and \( \infty \), and it is separated from the remainder by an annulus with large modulus. But most of the mass of \( q_n \) is elsewhere; in particular, much of the mass is in the shaded thick part \( V_n^{(i)} \), which, if we imagine squeezing the two necks as \( n \rightarrow \infty \), will tend to the copy of the Riemann sphere labeled \( q \), with the corresponding quadratic differential (with five poles and one zero).

Note that the position of \( \infty \) on that copy of \( \mathbb{C} \) is imposed, but the position of 0 is arbitrary; the plane carrying \( q \) is only defined up to affine transformations. The shaded part of that plane is supposed to represent a disk around the chosen 0 containing all the poles of \( q \) except \( \infty \). The affine map \( M_n \) pushes \( q \) forward to a quadratic differential which closely approximates \( q_n \) in \( D_n^i \) and has very little mass elsewhere.

**Appendix A. Some General Results on Riemann Surfaces**

In this appendix we review some important facts about Riemann surfaces and quadratic differentials.
A.1. Collars on hyperbolic Riemann surfaces. We will consider Riemann surfaces which have a hyperbolic metric of constant negative curvature. We will always normalize the metric so that the curvature is $-1$ everywhere.

The Collaring Theorem A.1 says that every sufficiently short simply closed geodesic is surrounded by an annulus of definite modulus. We make this precise as follows.

Let $\eta : \mathbb{R}^+ \to \mathbb{R}^+$ be the collaring function which is defined as follows (compare Figure 9): in a simply connected hyperbolic Riemann surface, let $L$ be a hyperbolic geodesic and let $I \subset L$ be a segment of length $\ell$. Draw perpendiculars to $L$ through the endpoints of $I$, both on the same side of $L$, and extend them until they meet the circle at infinity. Join these points at infinity by a line $M$. Then $\eta(\ell)$ is the distance between $L$ and $M$.

**Theorem A.1** (The collaring theorem and standard collars). Let $X$ be a hyperbolic Riemann surface. For every simple closed geodesic $\gamma$ on $X$ of length $\ell(\gamma) < \ell^* := \log(3 + 2\sqrt{2})$, the set of points at distance less than $\eta(\ell(\gamma))$ from $\gamma$ is an embedded annulus $A_\gamma$ (called the standard collar around $\gamma$) whose modulus $M_\gamma$ satisfies

$$\frac{\pi}{\ell(\gamma)} - 1 < M_\gamma < \frac{\pi}{\ell(\gamma)}.$$

For the hyperbolic metric of the annulus $A_\gamma$, the curve $\gamma$ is the unique simple closed geodesic (the core curve of $A_\gamma$).

Moreover, if $\gamma_1$ and $\gamma_2$ are disjoint simple closed geodesics, then the standard collars $A_{\gamma_1}$ and $A_{\gamma_2}$ are disjoint.
It will be convenient to write $M_\gamma = 2h_\gamma$ (h for “height”) so that $A_\gamma$ is isomorphic to the standard cylinder of circumference 1 and height $h_\gamma$:

\[ A_\gamma \simeq \{ z \in \mathbb{C} : |\Im z| < h_\gamma \} / \mathbb{Z} . \]

Note that if $\ell(\gamma)$ is small (the only case of interest to us), the estimate of Theorem A.1 on $M_\gamma$ is extremely precise (it is also the best possible).

We also need the central collar $B_\gamma$ around $\gamma$: this is the unique parallel subannulus of $A_\gamma$ of modulus $M_\gamma - \sqrt{2M_\gamma}$ with core curve $\gamma$.

**Corollary A.2** (Short geodesics disjoint). (a) If two simple closed curves $\gamma_1$ and $\gamma_2$ on $X$ satisfy $\ell(\gamma_2) < \eta(\ell(\gamma_1))$, then they are disjoint or they coincide.

(b) If two simple closed geodesics $\gamma_1$ and $\gamma_2$ both have length less than $\log(3 + 2\sqrt{2})$, then they are disjoint or they coincide. In particular, on a Riemann surface of genus $g$ with $N$ punctures, there are at most $3g - 3 + N$ such curves.

Proofs for these results can be found in [DH, Section 6].

The Collaring Theorem A.1 guarantees large annuli around short curves on hyperbolic Riemann surfaces $X$. When $X$ is a subset of $\mathbb{C}$, we can do better: a short curve on such an $X$ is surrounded by a large round annulus; this is an annulus whose two boundaries are concentric Euclidean circles. We say that a round annulus $A \subset \mathbb{C}$ is centered at $a \in \mathbb{C}$ if there are radii $R > r > 0$ so that $A = \{ z \in \mathbb{C} : r < |z - a| < R \}$.

**Lemma A.3** (Round annuli). There are universal constants $\mu^*, \mu^{**} > 0$ with the following property: if $A \subset \mathbb{C}$ is an annulus with modulus $\mu > \mu^{**}$ and $a$ is a point in the bounded component of $\mathbb{C} \setminus A$, then there is a round annulus $B \subset A$ centered around $a$ and with modulus $\text{mod}(B) \geq \text{mod}(A) - \mu^*$.

For a proof, see [M2, Theorem 2.1].

**A.2. Mass per modulus is convex.** If $q$ is a quadratic differential on an annulus $\{ z \in \mathbb{C} : a < \Im(z) < b \}/\mathbb{Z}$, we define mass per modulus as the function $F: (a, b) \to \mathbb{R}^+$ with $F(y) := \int_{\mathbb{R}/\mathbb{Z}} |f(x + iy)| \, dx$. We will need the following elementary result, reminiscent of Jensen’s formula.

**Proposition A.4** (Mass per modulus on annulus). (a) Let

\[ f(z) = \sum_{n=\pm\infty} a_n e^{2\pi i nz} \]

and let the band $\{ z \in \mathbb{C} : A < \Im z < B \}$ be the maximal open set on which the

---

1 Douady and Hubbard [DH] use the hyperbolic metric with constant curvature $-4$, so their value $\ell^*$ is half as large.
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series converges. Then the function
\[ F(y) = \int_{\mathbb{R}/\mathbb{Z}} |f(x+iy)| \, dx \]
is convex on \((A, B)\).
(b) If \(a_n = 0\) for \(n < 0\), then \(B = \infty\), \(\lim_{y \to \infty} F(y) = a_0\), and \(F(y)\) is decreasing on \((A, \infty)\).
Similarly, if \(a_n = 0\) for \(n > 0\), we have \(A = -\infty\), \(\lim_{y \to -\infty} F(y) = a_0\) and \(F\) is increasing on \((-\infty, B)\).

Proof. We will require the following characterization of convexity. Define the function
\[ \eta_\rho(x) = \begin{cases} \frac{2}{\pi \rho} \sqrt{\rho^2 - x^2} & \text{if } |x| \leq \rho, \\ 0 & \text{if } |x| > \rho. \end{cases} \]
An easy computation (or an easier argument using symmetry) shows that if \(h(x) = ax + b\) is a linear function, then \(h(x) = (h \ast \eta_\rho)(x)\). \(\square\)

Lemma A.5 (Convexity on interval). Let \(I \subset \mathbb{R}\) be an open interval and let \(f : I \to \mathbb{R}\) be continuous. Then \(f\) is convex if and only if \(f(x) \leq (f \ast \eta_\rho)(x)\) for all sufficiently small \(\rho\).

Proof. The direction \(\Rightarrow\) is clear. For the converse, note first that a function is convex if for all \(a, b\) the function \(g(x) = f(x) + ax + b\) has no local strict maximum. This is true in our case: at a strict local maximum \(x\) we would have
\[ g(x) > (g \ast \eta_\rho)(x) = (f \ast \eta_\rho)(x) + ax + b \geq f(x) + ax + b = g(x) \]
for sufficiently small \(\rho\), a contradiction. \(\square\)

Proof of Proposition A.4. Choose \(y \in (A, B)\) and \(\rho > 0\) such that \((y - \rho, y + \rho) \subset (A, B)\). Let \(D_z \subset \mathbb{C}\) be the disk of radius \(\rho\) centered at \(z\). Then by the mean-value property of analytic functions we have
\[ f(z) = \frac{1}{\pi \rho^2} \int_{D_z} f(u + iv) \, du \, dv. \]
Thus

\[
F(y) = \int_{\mathbb{R}/\mathbb{Z}} |f(x + iy)| \, dx = \int_{\mathbb{R}/\mathbb{Z}} \left| \frac{1}{\pi \rho^2} \int_{D_x+iy} f(u+iv) \, du \, dv \right| \, dx \\
\leq \int_{\mathbb{R}/\mathbb{Z}} \int_{-\rho}^{\rho} \left( \frac{1}{\pi \rho^2} \int_{x+\sqrt{\rho^2-y^2}}^{x-\sqrt{\rho^2-y^2}} |f(u+i(y+v'))| \, du \right) \, dv' \, dx \\
= \frac{2}{\pi \rho^2} \int_{-\rho}^{\rho} \int_{\mathbb{R}/\mathbb{Z}} |f(x+i(y+v'))| \sqrt{\rho^2 - (v')^2} \, dx \, dv' = (F \ast \eta_\rho)(y).
\]

(15)

This proves part (a). For part (b), in the case where \(a_n = 0\) for \(n < 0\), the function \(x \mapsto f(x+iy)\) converges uniformly to the constant function \(a_0\) as \(y \to \infty\). Figure 10 right, illustrates what a convex function on \((A, \infty)\) with a finite limit at \(\infty\) must look like. The other case works the same way. \qed
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