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1. Introduction

In this paper, variety means a class of similar algebras—i.e., models of one first-order language without relation symbols—which is defined by the satisfaction of some fixed sets of equations. A variety is locally finite if all of its finitely generated members are finite. Following J. Berman and P. Idziak [2], the $G$-spectrum, or generative complexity, of a locally finite variety $\mathcal{C}$, is the function $G_{\mathcal{C}}$ defined on positive integers so that $G_{\mathcal{C}}(k)$ is the number of non-isomorphic (at most) $k$-generated members of $\mathcal{C}$.

The $G$-spectrum of $\mathcal{C}$ is a non-decreasing function from and to positive integers. The interest in this function as an invariant of a locally finite variety is tied to the fact, exhaustively demonstrated by J. Berman and P. Idziak [2], that the rate of growth of $G_{\mathcal{V}}$ is closely related to numerous structural and algebraic properties of the members of $\mathcal{V}$. Among other results, [2] contains a characterization of the finitely generated varieties $\mathcal{V}$ which omit type 1 and possess a $G$-spectrum $G_{\mathcal{V}}(k)$ bounded by a singly exponential function $2^{p(k)}$ for some polynomial $p(k)$.

In this paper, we characterize the locally finite varieties which possess a $G$-spectrum bounded by a polynomial function. The literature contains two other papers dealing with these varieties. M. Bilski [4] characterizes the finitely generated varieties of semigroups with polynomially bounded $G$-spectrum. P. Idziak and R. McKenzie [6] prove that if a locally finite variety $\mathcal{V}$ omits type 1, then $G_{\mathcal{V}}(k) \leq k^C$ for some $C > 0$ and for all integers $k > 1$ if $\mathcal{V}$ is polynomially equivalent to the variety of all unitary left $R$-modules for some finite ring $R$ of finite representation type.

This paper is a continuation of P. Idziak and R. McKenzie [6]. Here we extend their result to arbitrary locally finite varieties; and we prove that such a variety has a polynomially bounded $G$-spectrum if and only if it decomposes into a varietal product $\mathcal{A} \otimes S_1 \otimes \cdots \otimes S_r$, where $\mathcal{A}$ is polynomially equivalent to the variety of unitary left $R$-modules over a finite ring $R$ of finite representation type, and where for $1 \leq i \leq r$, $S_i$ is equivalent to a matrix power of the variety of $H_i$-sets with some constants, with $H_i$ a finite group.

The arguments in this paper show that if a locally finite variety $\mathcal{V}$ fails to decompose as $\mathcal{V} = \mathcal{A} \otimes S$ with $\mathcal{A}$ affine and $S$ strongly Abelian, then $G_{\mathcal{V}}(k) \geq 2^{k^C}$, for some positive $C$ and for all $k \geq 1$. We do not know if this statement remains true when $2^{k^C}$ is replaced by $2^{C\sqrt{k}}$. Our arguments also demonstrate that if $S$ is...
strongly Abelian and locally finite and fails to decompose into a finite product of varieties equivalent to varieties of $H$-sets with constants, for finite groups $H$, then $G_S \geq 2^{C\sqrt{k}}$ for some positive $C$ and all $k > 1$.

We do not know if there exists a locally finite variety $D$ such that $G_D$ grows faster than $k^C$ and slower than $2^{k^C}$ for all positive constants $C$. Our arguments imply that such a variety exists if and only if for some finite ring $R$ with unit, the variety of unitary left $R$-modules has this property.

By combining the results of [2] and [6] and specializing them to groups and rings, we get the following:

- every finitely generated variety of groups has at most doubly exponential $G$-spectrum,
- a finitely generated variety of groups has singly exponentially bounded $G$-spectrum if and only if it is nilpotent,
- a locally finite variety of groups has polynomially bounded $G$-spectrum if and only if it is Abelian,
- every finitely generated variety of rings has at most doubly exponential $G$-spectrum,
- a finitely generated variety of commutative rings with unit has singly exponentially bounded $G$-spectrum if and only if the Jacobson radical in the generating ring squares to 0,
- no non-trivial variety of rings with unit has polynomially bounded $G$-spectrum.

The chief result of this paper solves Problems 1, 4, 5 and 6, and part of Problem 11 in J. Berman and P. Idziak [2].

2. Basic concepts and pre-requisites

The concepts and results of tame congruence theory underlie nearly all of our work in this paper. The reader will need to be well-acquainted with this theory. We will make frequent reference to D. Hobby and R. McKenzie [5], which is the basic source for this theory and, as well, contains a brief introduction to the basic concepts and terminology of universal algebra that we employ. The following remarks are intended merely to give the reader who is unfamiliar with these subjects a clearer idea of what this paper accomplishes.

Among other things, tame congruence theory provides a classification of the local behavior of finite algebras, relativized to congruence classes, into one of five possible types: (1) Unary, (2) Vector Space, (3) Boolean, (4) Lattice, and (5) Semilattice. More precisely, if $\beta$ is a congruence of a finite algebra $A$ (i.e., an equivalence relation over the universe of $A$ which is compatible with the operations of $A$), then modulo any congruence $\alpha$ of $A$ that $\beta$ covers in the lattice of congruences of $A$, the local structure that $A$ induces on each non-trivial $\beta$ class is equivalent to one of the five listed types. This allows one to label the congruence lattice of a finite algebra using the type labels (1) through (5), and to speak of a finite algebra, or class of algebras omitting or admitting certain local types. As Hobby and McKenzie demonstrate, the labelled congruence lattice of a finite algebra determines very deep aspects of the structure of that algebra.

A variety is a class of similar algebras—i.e., models of one first-order language without relation symbols—which is identical to the class of all models of this language which satisfy some fixed but arbitrary sets of equations. By G. Birkhoff's
HSP-theorem, a variety is the same thing as a non-void class of similar algebras closed under the formation of direct products, subalgebras, and homomorphic images. An algebra is locally finite if all of its finitely generated subalgebras are finite; and a variety is locally finite if all of its finitely generated members are finite. A variety is non-trivial if it has an algebra of more than one element. The typeset of a variety is the set of all tame congruence theoretic types that are admitted by some finite algebra in the variety.

A variety \( \mathcal{V} \) is the varietal product of its subvarieties \( \mathcal{V}_0 \) and \( \mathcal{V}_1 \), written \( \mathcal{V} = \mathcal{V}_0 \otimes \mathcal{V}_1 \), if and only if \( \mathcal{V} = HSP(\mathcal{V}_0 \cup \mathcal{V}_1) \), and there is a binary term \( t(x, y) \) in the language of \( \mathcal{V} \) such that \( \mathcal{V}_i \) is the class of models of the equation \( t(x_0, x_1) = x_i \) in \( \mathcal{V} \) for \( i \in \{0, 1\} \). If \( \mathcal{V} = \mathcal{V}_0 \otimes \mathcal{V}_1 \), then every algebra in \( \mathcal{V} \) is canonically a direct product, \( \mathbf{A} \cong \mathbf{A}_0 \times \mathbf{A}_1 \), of algebras \( \mathbf{A}_i \in \mathcal{V}_i \). In particular, the free algebra \( F_\mathcal{V}(2) \) is isomorphic to \( F_{\mathcal{V}_0}(2) \times F_{\mathcal{V}_1}(2) \). This has the consequence that if \( \mathcal{V} \) is any non-trivial locally finite variety, then there is a finite sequence of non-trivial varieties \( \mathcal{V}_0, \ldots, \mathcal{V}_{n-1} \), each indecomposable under the varietal product, such that \( \mathcal{V} = \mathcal{V}_0 \otimes \mathcal{V}_1 \otimes \cdots \otimes \mathcal{V}_{n-1} \). The collection \( \{\mathcal{V}_0, \ldots, \mathcal{V}_{n-1}\} \) of indecomposable (non-trivial) subvarieties of which \( \mathcal{V} \) is the product, is unique.

To characterize the locally finite varieties with polynomially many models (i.e., with polynomially bounded \( G \)-spectrum) amounts to characterizing the indecomposable locally finite varieties with polynomially many models, since if \( \mathcal{V} = \mathcal{V}_0 \otimes \mathcal{V}_1 \otimes \cdots \otimes \mathcal{V}_{n-1} \), then for all \( k \), \( G_{\mathcal{V}}(k) = G_{\mathcal{V}_0}(k)G_{\mathcal{V}_1}(k) \cdots G_{\mathcal{V}_{n-1}}(k) \). Our chief result amounts to the assertion that the only indecomposable locally finite varieties with polynomially many models are the varieties of \( G \)-sets over finite groups, varieties of modules over finite rings of finite representation type, and the varieties that can be obtained from these two types by inessential modifications of their unary functions and by forming matrix powers.

Our result implies that each locally finite variety with polynomially many models consists of Abelian algebras. A variety of \( H \)-sets consists of strongly Abelian algebras. The major part of this paper is taken up by a very long proof that every locally finite variety with polynomially many models is Abelian. These are technical but very natural concepts for general algebras, which we will now explain.

Two polynomial functions \( f_0, f_1 \) of an algebra \( \mathbf{A} \) are called twins if, for some \( m \), there is a term \( t(x, y_0, \ldots, y_{m-1}) \) of the language of \( \mathbf{A} \) and \( m \)-tuples \( \bar{a}_0, \bar{a}_1 \) of members of \( \mathbf{A} \) such that \( f_i(x) = t(x, \bar{a}_i) \) (\( i \in \{0, 1\} \)) holds for all \( x \) in \( \mathbf{A} \). An algebra \( \mathbf{A} \) is said to be Abelian iff every pair of twin polynomial functions of \( \mathbf{A} \) which agree at one point in \( \mathbf{A} \) agree everywhere. An algebra \( \mathbf{A} \) is said to be strongly Abelian (or combinatorial) iff every pair of twin polynomial functions of \( \mathbf{A} \) are either equal, or have disjoint ranges.

One further concept we feel compelled to introduce here is that of a locally solvable algebra. Let \( \theta \) be a congruence of an algebra \( \mathbf{A} \). Polynomial functions \( f_0, f_1 \) of \( \mathbf{A} \) are said to be \( \theta \)-twins iff there is a term \( t(x, y) \) and \( \bar{a}_i \) such that \( \bar{a}_j \equiv \bar{a}_i \pmod{\theta} \) for all \( j \) and \( f_i(x) = t(x, \bar{a}_i) \). The congruence \( \theta \) is said to be Abelian iff for every block \( B \) of \( \theta \) and for every pair of \( \theta \)-twin polynomial functions \( f, g \), if \( f(x) = g(x) \) for one \( x \in B \), then \( f(x) = g(x) \) for all \( x \in B \).

Finally, an algebra \( \mathbf{A} \) is said to be locally solvable iff for every congruence \( \theta \) of \( \mathbf{A} \), every minimal (non-identity) congruence of the quotient algebra \( \mathbf{A}/\theta \) is Abelian. It is proved by D. Hobby and R. McKenzie \[5\] (Chapter 7) that a locally finite algebra...
A is locally solvable iff it does not have a binary polynomial operation \( x \land y \) and two distinct elements \( a, b \) such that \( a \land a = a \land b = b \land a = a \) and \( b \land b = b \).

3. PREVIEW

Throughout this manuscript, we assume that \( V \) is a locally finite variety and \( C \) is a positive integer such that for all \( n \geq 2 \), we have \( G_V(n) \leq n^C \). Our aim is to prove that \( V \) has a decomposition as claimed in the abstract.

First, it will be shown that the algebras in \( V \) are locally solvable. In tame congruence theoretic terms, this is equivalent to showing that the typeset of \( V \) is contained in \( \{1,2\} \). Next, we shall show that \( V \) is Abelian. This fact is non-trivial, and our proof of it occupies many pages; the next five sections of this manuscript contain our proof that all algebras in \( V \) are Abelian. Then, we prove in Section 8 that \( V \) has the \( (1,2) \) - and the \( (2,1) \) -transfer principles. With these results in hand, we can apply a result of K. Kearnes to conclude that \( V \) decomposes as the varietal product of a strongly Abelian and an affine variety.

Finally, we show in Section 9 that the conditions stated in the abstract are the necessary and sufficient conditions on a locally finite affine variety \( A \) and a locally finite strongly Abelian variety \( S \) in order that \( G_{A \otimes S} \) be bounded by a polynomial function. The result for affine varieties is borrowed from P. Idziak and R. McKenzie \[6\]. The result for strongly Abelian varieties is obtained by making minor modifications to some of the arguments appearing in R. McKenzie and M. Valeriote \[15\].

Notation. The following concepts and notation will be used throughout this paper.

For any sets \( B \subseteq X \), and elements \( a, b \) in an algebra \( A \), we define a member of \( A^X \): 
\[
[a, b]_B \text{ denotes the function } f \in A^X \text{ such that } f(x) = b \text{ for } x \in B \text{ and } f(x) = a \text{ for } x \in X \setminus B.
\]

Then for \( x \in X \), we use \( [a, b]_x \) to denote \( [a, b]_B \) with \( B = \{x\} \). For any set \( C \subseteq A \) and algebra \( D \subseteq A^X \), we write \( D(C) \) for the set \( D \cap C^X \). If \( \emptyset \neq C \subseteq A \) and \( A \) is locally finite, we define \( \Pi_A(C) \) to be the group of all permutations \( \sigma \) of \( C \) such that for some polynomial \( p(x) \) of \( A \), \( p|_C = \sigma \). We use \( T\ast\mathcal{W}_A(C) \) to denote the group of all \( \sigma \in \Pi_A(C) \) such that for some polynomial \( p(x, y) \) of \( A \), there are \( \tilde{c}, \tilde{d} \) such that for all \( x \in C \), \( p(x, \tilde{c}) = \sigma(x) \) and \( p(x, \tilde{d}) = x \) (the group of “twins of the identity” on \( C \)).

4. \( V \) IS QUASI-HAMILTONIAN

A locally finite variety is called quasi-Hamiltonian by K. Kearnes \[10\] iff every maximal subuniverse of a finite algebra \( A \) in the variety is a congruence block of \( A \). In \[10\], it is shown that this property is equivalent to several others, among them the property that if \( e_1 \) and \( e_2 \) are twin idempotent unary polynomials of an algebra \( A \), then \( e_1 e_2 e_1(A) = e_1(A) \). Using the arguments of \[10\], it is easy to show that this is equivalent to: for every term \( t(x, y) \), the implication
\[
\{t(x_1, \bar{y}_1) = t(x_1, \bar{y}_2) = t(x_2, \bar{y}_1) = x_1 \quad \text{and} \quad t(x_2, \bar{y}_2) = x_2\} \Rightarrow x_1 = x_2
\]
is valid in the variety.

Theorem 4.1. \( V \) is quasi-Hamiltonian.

Proof. Assuming that this fails, we have a finite algebra \( A \in V \) and a term and elements for which
\[
t(a, \tilde{c}) = t(a, \tilde{d}) = t(b, \tilde{c}) = a \neq b = t(b, \tilde{d})
\]
For \( n > 0 \), let \( X \) be a set of cardinality \( 2^n \) and let \( \{X_{i,j} : 0 \leq i < n, 0 \leq j \leq 1\} \) be a system of \( 2^n \) subsets of \( X \) so that for all \( x \in X \) there is a function \( p : \{0, 1, \ldots, n-1\} \to \{0, 1\} \) such that

\[
\{x\} = \bigcap_{i<n} X_{i,p(i)}.
\]

For example, we can take \( X_{i,0} \) and \( X_{i,1} \) to be \( B_i \) and its complement, where \( B_0, \ldots, B_{n-1} \) is a set of generators of the Boolean algebra of all subsets of \( X \).

Now where \( \bar{c} = \langle c_0, \ldots, c_{k-1} \rangle \) and \( d = \langle d_0, \ldots, d_{k-1} \rangle \), for

\[
(i,j) \in \{0, \ldots, n-1\} \times \{0, 1\} \quad \text{and} \quad 0 \leq \ell < k,
\]

take \( g_{i,j}^\ell = [c_\ell, d_\ell]_{X_{i,j}} \). Let \( K \) be the subalgebra of \( A^X \) generated by the set of all such functions \( g_{i,j}^\ell \) and the constant function \( \langle b \rangle \). Thus \( K \) is a \( 2kn+1 \)-generated algebra in \( V \). We claim that \( K \) has at least \( 2^n+1 \) non-isomorphic homomorphic images, all of which, of course, are \( 2kn+1 \)-generated algebras in \( V \). This will contradict our assumption that \( G_V(2kn+1) \leq (2kn+1)^C \), and so prove the theorem.

The first step toward proving the claim is to observe that for all \( x \in X \), the function \( [a,b]^x \) belongs to \( K \). Indeed, suppose that

\[
\{x\} = \bigcap_{i<n} X_{i,p(i)}.
\]

Let \( \bar{g}_{i,j} = (g_{i,j}^0, \ldots, g_{i,j}^{k-1}) \). Then note that

\[
[a,b]^x = t(t(\cdots t((b), \bar{g}_{0,p(0)}), \bar{g}_{1,p(1)}), \cdots , \bar{g}_{n-1,p(n-1)}).
\]

This proof also shows that \( \langle a \rangle \in K \).

Now enumerate \( X \) as \( x_0, \ldots, x_m-1 \), \( m = 2^n \). Then for \( 0 \leq u \leq 2^n \), let \( X_u = \{x_0, \ldots, x_u-1\} \) and let \( K_u \) be the projection of \( K \) into the algebra \( A^{X_u} \). Now for \( u < 2^n \), the projection onto \( K_u \) maps \( \langle a \rangle \) and \( [a,b]^x \) to the same element, whereas the projection onto \( K_{u+1} \) does not. Hence we have

\[
|K_0| < |K_1| < |K_2| < \cdots < |K_m|,
\]

proving the claim. \( \Box \)

**Corollary 4.2.** \( V \) is locally solvable.

**Proof.** Suppose not. Then \( V \) has a finite algebra \( A \) with elements \( a \) and \( b \) and a polynomial \( x \wedge y \) such that

\[
a \wedge a = a \wedge b = b \wedge a = a \neq b = b \wedge b.
\]

This contradicts Theorem 4.1. \( \Box \)

5. **\( V \) is Abelian: Outline of the proof**

Should \( V \) possess a non-Abelian algebra, it would have a finite such algebra of minimum cardinality. Assume that \( S \) is such an algebra. Then, as is easy to see, \( S \) is subdirectly irreducible, and for every congruence \( \theta > 0_S \) of \( S \), the quotient algebra \( S/\theta \) is Abelian.

Let \( \mu \) denote the monolith of \( S \) (i.e., the smallest non-zero congruence of \( S \)). Then \( \mu \) is Abelian (a consequence of Corollary 4.2), \( S/\mu \) is Abelian, and \( S \) is not Abelian. We must somehow use our assumption that \( G_V \) is polynomially bounded to show that no algebra with these properties can belong to \( V \). The Abelian congruence \( \mu \) would be either of type 1 or type 2 (see D. Hobby and R. McKenzie [5]). Our
arguments to rule out each of the two cases will be quite different. They are given in the next three sections. The type 1 case proves to be much the more difficult case. For the type 2 case, we are able to employ a modification of the argument we used in P. Idziak and R. McKenzie [6].

In both cases, we will be employing various constructions that convert equivalence relations to algebras in such a fashion that the equivalence relation can be recovered from the resulting algebra considered abstractly. More precisely, we will have, for every structure \((X, E)\) consisting of an equivalence relation \(E\) over a finite set \(X\), a corresponding algebra \(R(X, E) \in \mathcal{V}\). It is desired that for any two of these structures \((X, E)\), \((X', E')\), it is the case that \(R(X, E) \cong R(X', E')\) iff \((X, E) \cong (X', E')\). We also require that \(R(X, E)\) be generated by \(p(|X|)\) many elements, where \(p(x)\) is a polynomial determined independently of \(X\).

The utility of this lies in the fact that the number of non-isomorphic equivalence relation structures on an \(n\)-element universe \(X\) is the same as the number of partitions of \(n\), i.e., \(\pi(n)\), and it is known (see G. E. Andrews [1], p. 70) that \(\pi(n)\) is asymptotic to

\[
\frac{1}{4n\sqrt{3}} e^{\sqrt{2\pi n}},
\]

hence \(\pi(n)\) is not bounded by any polynomial function.

Let \(X\) be finite and \(E\) be an equivalence relation over \(X\). Let \(B_1, \ldots, B_k\) be the distinct blocks of \(E\). Then the sequence \(|B_1|, \ldots, |B_k|\) is a full invariant of the structure \((X, E)\). That is, if \((X, E)\) and \((Y, F)\) are finite equivalence relation structures, and if \((b_1, \ldots, b_k)\) and \((c_1, \ldots, c_k)\) are their corresponding lists of block sizes, then \((X, E) \cong (Y, F)\) iff \((b_1, \ldots, b_k) \sim (c_1, \ldots, c_k)\), i.e., if \(k = \ell\) and there is a permutation \(\sigma\) of \(\{1, 2, \ldots, k\}\) so that for all \(1 \leq i \leq k\), \(b_i = c_{\sigma(i)}\). The sequence \((b_1, \ldots, b_k)\) of block sizes of \(E\) on \(X\), or rather the \(\sim\)-equivalence class of this sequence, is the partition of \(n = |X|\) correlated with \((X, E)\). For our needs, it will be convenient to extend the relation \(\sim\) to the domain of finite “multi-sets”, by which we mean a function with finite domain and taking only positive integers as values. If \(m_1\) and \(m_2\) are two multi-sets with domains \(D_1\) and \(D_2\), respectively, then by \(m_1 \sim m_2\), we mean to assert the existence of a bijection \(\pi\) from \(D_1\) onto \(D_2\) so that for all \(x \in D_1\), \(m_2(\pi(x)) = m_1(x)\).

Our goal, under several different sets of hypotheses, will be to construct the algebras \(R(X, E)\) in such a way that there is a uniform procedure that recovers from \(R(X, E)\) a multi-set which is \(\sim\)-equivalent to the sequence of block sizes of \(E\) on \(X\). Several times we will also use these observations: let \((X, E) = (Y, F) \times (Z, G)\), the direct product of equivalence relation structures. Let \(a, b, c\) be multi-sets \(\sim\)-equivalent to the sequences of block sizes of \((X, E), (Y, F), (Z, G)\), respectively. Then \(a \sim b \cdot c\), where

\[
\bar{b} \cdot \bar{c} = (b(x) \cdot c(y) : (x, y) \in \text{dom}(\bar{b}) \times \text{dom}(\bar{c})).
\]

Suppose that \(\bar{c}'\) is another multi-set and suppose that \(\bar{b} \cdot \bar{c} \sim \bar{b} \cdot \bar{c}'\). Our second observation is that under this assumption it follows that \(\bar{c} \sim \bar{c}'\). One way to see this is to use a result contained in L. Lovasz [14]. There is an equivalence relation structure \((Z', G')\) whose partition of \(|Z'|\) is represented by \(\bar{c}'\). Now \((Y, F) \times (Z, G)\) and \((Y, F) \times (Z', G')\) have the same invariants modulo \(\sim\), hence \((Y, F) \times (Z', G') \equiv (Y, F) \times (Z', G')\). Now Lovasz’ result is that this forces \((Z, G) \equiv (Z', G')\). Consequently, we have that \(\bar{c} \sim \bar{c}'\).
6. Type 2 monolith

We remark that Corollary 4.2 implies that the minimal sets for any type 2 congruence quotient in \( \mathcal{V} \) are without tails. (See D. Hobby and R. McKenzie [5], Lemma 4.27 (4)(ii); also see K. Kearnes and E. Kiss [11].)

Beginning with the next lemma, we employ the centralizer notation for congruences, \( C(\alpha, \beta; \gamma) \), explained in D. Hobby and R. McKenzie [5], (Chapter 3). The lemma is a corollary to Lemma 3.2 in K. Kearnes [8].

**Lemma 6.1.** Let \( A \) be a finite subdirectly irreducible algebra in \( \mathcal{V} \) with monolith \( \mu \) of type 2. Then \( C(1, \mu; 0) \) and \( C(\mu, 1; 0) \).

**Proof.** It is not hard to show that the failure of either of these conclusions leads to a failure of the quasi-Hamiltonian property. □

Given an algebra \( A \) and a set \( X \), we define \( Q_X(A) \) to be the subalgebra of \( A^X \) generated by the set of all functions \([a, b]_x \) with \( x \in X \) and \( a, b \in A \).

**Lemma 6.2.** For \( n \geq 1 \), let \( f_A(n) = |Q_X(A)| \), where \( |X| = n \). Then if \( A \) is finite and \( |A| > 1 \), the function \( f_A \) is strictly increasing.

**Proof.** Straightforward, and left to the reader. □

Here is the principal result of this section. Our proof is, in essence, the proof of Theorem 4 in P. Idziak, R. McKenzie [6]; but since we have to manage without the modular commutator, the argument is more difficult in its details.

**Theorem 6.3.** Let \( A \) be a finite subdirectly irreducible algebra in \( \mathcal{V} \) with monolith \( \mu \) of type 2 and assume that \( A/\mu \) is Abelian. Then \( A \) is Abelian.

**Proof.** Let \( U \) be a \((0_A, \mu)\)-minimal set, and let \( e(x) \) be an idempotent polynomial of \( A \) with \( e(A) = U \). Let \( N \) be a \((0_A, \mu)\)-trace in \( U \) and choose an element \( 0 \in N \).

Let \( \lambda \) be the center (central congruence) of \( A \), so that \( \lambda \geq \mu \) by Lemma 6.1. We shall argue by contradiction to establish this theorem. So we now assume that \( A \) is not Abelian, which in this context, is equivalent to \( \lambda < 1_A \).

Let \( E \) be any equivalence relation on a finite set \( X \). Let \( D = Q_X(A) \), as defined above. We use the notation \( D(N) = D \cap N^X \), \( D(U) = D \cap U^X \). Since \( A|_N \) is polynomially equivalent to a vector space \( V \) with zero element 0, and since \( D \) includes all the elements \([0, u]_x \) \((x \in X \text{ and } u \in N)\), then \( D(N) = N^X \) and \( D|_{D(N)} \) includes among its polynomial operations the polynomial operations of the vector space \( V \). We now put

\[
M_E = \{ f \in N^X : \sum_{x \in B} f(x) = 0 \text{ for all blocks } B \text{ of } E \},
\]

where these sums are computed in the vector space \( V \). Notice that \( M_E \) is a subspace of \( V \). We define \( \Theta \) to be the congruence of \( D \) generated by all pairs \((\langle 0 \rangle, f)\) where \( f \in M_E \) (and \( \langle 0 \rangle \) denotes the constant function of value 0). We define \( \alpha_E \) to be the set of all pairs \((f, g) \in D^2 \) such that for all polynomials \( p \) of \( D \), \( (ep(f), ep(g)) \in \Theta \).

This is the same as the largest congruence \( \chi \) of \( D \) such that \( \chi|_{D(U)} \leq \Theta \). Finally, we put \( R = D/\alpha_E \).

We are going to prove that from \( R \) we can recover the structure \((X, E)\) up to isomorphism.

**Claim 0.** \( \alpha_E|_{D(N)} = \Theta|_{D(N)} \); and this relation is precisely the set of all pairs \((f, g) \in N^X \times N^X \) such that \( f - g \in M_E \).
It is clear that \( \alpha_{E[D(U)]=\Theta[D(U)]=0} \) and, consequently, \( \alpha_{E[D(N)]=\Theta[D(N)]=0} \). Now if \( \{f, g\} \subseteq N \) and \( f-g \in M_E \), then by definition of \( \Theta \) we have that \( \langle 0 \rangle, f-g \in \Theta \), implying that \( (f, g) \in \Theta \) (or \( g = f + (0) = (f-g) \) (mod \( \Theta \))). To show that conversely \( (f, g) \in \Theta[D(N)] \) implies \( f-g \in M_E \), it suffices to prove that \( \langle 0 \rangle / \Theta[D(N)] = M_E \); and to do this, it suffices to prove that if \( t(u, \bar{w}) \) is a term (in the first order language of \( \mathbf{A} \)), if \( \{f, g\} \subseteq M_E \) and \( \bar{h} \in D^n \), then \( et(f, \bar{h}) \in M_E \) iff \( et(g, \bar{h}) \in M_E \). Here we use the fact that \( \mu \) is contained in the center of \( \mathbf{A} \).

So assume that \( \{f, g, et(f, \bar{h})\} \subseteq M_E \). To see that \( et(g, \bar{h}) \in M_E \), let \( B \) be any block of \( E \). We have that \( et(f(x), \bar{h}(x)) \in N \) for all \( x \in X \), and consequently \( et(u, \bar{h}(x)) \in N \) for all \( u \in N \) and \( x \in X \), since \( N = 0/\mu_U \). We also have that \( \sum_{x \in B} et(f(x), \bar{h}(x)) = 0 \). Choose any \( x \in B \). Since \( \mathbf{A}|_N \) is polynomially equivalent to \( \mathbf{V} \), then there is a scalar \( \lambda \) and some \( c \in N \) so that

\[
et(u, \bar{h}(x_0)) = \lambda u + c \quad \text{for all} \quad u \in N,
\]
calculated in \( \mathbf{V} \). Moreover, for any \( x \in B \), in the true equation

\[
et(0, \bar{h}(x)) - net(0, \bar{h}(x)) = net(0, \bar{h}(x_0)) - net(0, \bar{h}(x_0))
\]
we can replace the first 0 on both sides of the equality by any \( u \in N \) (using the fact that \( C(\mu, 1_{A^*};0) \)) to obtain

\[
et(u, \bar{h}(x)) - net(0, \bar{h}(x)) = et(u, \bar{h}(x_0)) - et(0, \bar{h}(x_0)).
\]

This means that

\[
et(u, \bar{h}(x)) = et(u, \bar{h}(x_0)) - et(0, \bar{h}(x_0)) + et(0, \bar{h}(x)) = \lambda u + et(0, \bar{h}(x)).
\]

Finally, we calculate

\[
\sum_{x \in B} et(g(x), \bar{h}(x)) = \sum_{x \in B} \{\lambda g(x) + et(0, \bar{h}(x))\}
\]
\[
= \lambda \{\sum_{x \in B} g(x)\} + \sum_{x \in B} et(0, \bar{h}(x))
\]
\[
= \lambda \{\sum_{x \in B} f(x)\} + \sum_{x \in B} et(0, \bar{h}(x))
\]
\[
= \sum_{x \in B} et(f(x), \bar{h}(x))
\]
\[
= 0.
\]

Thus \( et(g, \bar{h}) \in M_E \) as claimed.

This concludes our proof of Claim 0. To continue, for any congruence \( \psi \) of \( \mathbf{A} \), and \( x \in X \), let \( \psi_x \) denote \( \pi_x^{-1}(\psi) \), where \( \pi_x \) is the projection of \( D \) onto \( \mathbf{A} \) at \( x \). Define \( \psi_X = \bigcap_{x \in X} \psi_x \).

**Claim 1.** We have \( \alpha_D \leq \lambda_X \) and \( \lambda_X / \alpha_E \) is the center of \( \mathbf{R} \).

To prove this, suppose first that \( (f, g) \in D^2 \) is not in \( \lambda_X \). We shall show that \( (f, g) \notin \alpha_E \) and that \( f/\alpha_E \) and \( g/\alpha_E \) are not related by the center of \( \mathbf{R} \). This will prove that \( \alpha_E \leq \lambda_X \) and \( \lambda_X / \alpha_E \) contains the center of \( \mathbf{R} \).

There exists \( x \in X \) such that \( (f(x_0), g(x_0)) \notin \lambda \). Then by definition of \( \lambda \), there is a term \( t \) and elements \( h(x_0), \bar{k}(x_0) \) of \( \mathbf{A} \) such that

\[
t(f(x_0), \bar{h}(x_0)) = t(f(x_0), \bar{k}(x_0)) \leftrightarrow t(g(x_0), \bar{h}(x_0)) \neq t(g(x_0), \bar{k}(x_0)).
\]
(Note that here we are using the phrase “element of \(A\)” in a broad sense: \(h(x_0)\) is actually a \(k\)-tuple of elements of \(A\) for the value of \(k\) appropriate to the term \(t(x, y)\).) There are elements \(h, k\) in \(D\) such that \(h\) at \(x_0\) is \(h(x_0)\) and \(k\) at \(x_0\) is \(k(x_0)\), and such that \(h(x) = k(x)\) for all \(x \neq x_0\). (This is a consequence of the fact that \(D = Q_X(A)\).) Then
\[
t(f, h) = t(f, k) \iff t(g, h) \neq t(g, k);
\]
moreover, assuming (as we may) that \(t(g, h) \neq t(g, k)\), then \([t(g, h) \neq t(g, k)] = \{x_0\}\). Since \(A/\mu\) is Abelian, it follows that \((t(g, h), t(g, k)) \in \mu_X\). Since \(\mu\) is the monolith and is of type \(2\), and \(U\) has empty tail with respect to \((0, \mu, \mu)\) so that \(A/\mu\) is Maltsev, then there is a polynomial \(q(x)\) of \(D\) with range \(\subseteq D(U)\) such that \(q(t(g, h)) = \langle 0 \rangle \neq q(t(g, k))\). Since this pair of functions belongs to \(\mu_X\), then \(q(t(g, k)) \in D(N)\). It is clear from the fact that \([q(t(g, h)) \neq q(t(g, k)) = \{x_0\}\) and from our characterization of \(\alpha_E|D(N)\) that these two functions are not \(\alpha_E\)-related. This shows both that \((f, g) \notin \alpha_E\) and that \((f/\alpha_E, g/\alpha_E)\) is not in the center of \(\mathbf{R}\).

To finish the proof of Claim 1, let \((f/\alpha_E, g/\alpha_E)\) fail to belong to the center of \(\mathbf{R}\). Thus there exists a term \(t\) and elements \(h, k\) in \(D\) such that
\[
t(f, h) \alpha_E t(f, k) \text{ say, and } t(g, h) \not\in t(g, k).
\]
This means that there exists a polynomial \(p\) of \(D\) such that
\[
ep(t(f, h)) \Theta ep(t(f, k)) \text{ and } ep(t(g, h)) \Theta ep(t(g, k)).
\]
Let \(d(x, y, z)\) be a Maltsev polynomial of \(A/\mu\) which is invertible at each of its variables (for example, the pseudo-Maltsev polynomial of D. Hobby and R. McKenzie [5], Lemma 4.20). Then form the polynomial of \(D\):
\[
F(x, y) = d(ep(t(f, g)), ep(t(x, y)), ep(t(g, k))).
\]
We have that \(F(f, g) = ep(t(g, k))\) for all \(g\), in particular, \(F(f, h) = F(f, \tilde{k})\). But also,
\[
F(g, \tilde{k}) = ep(t(f, k)) = d(ep(t(f, k)), ep(t(g, k)), ep(t(g, k))) \text{ and } F(g, h) \Theta d(ep(t(f, k)), ep(t(g, h)), ep(t(g, k))).
\]
Since \(d(x, y, z)\) is invertible at \(y\), it follows that \(F(g, h) \Theta F(g, \tilde{k})\), and thus a fortiori, \(F(g, h) \neq F(g, \tilde{k})\). This shows that \((f, g) \notin \lambda_X\), as desired.

**Definition of \(\alpha_B, \lambda_B, \lambda_B'\).** We choose an element \(1 \in N \setminus \{0\}\). For any \(B \in X/E\), we put \(\alpha_B = \alpha_E \cup C_{\mathbf{R}}((0), 1^x)\), where \(x \in B\) and \(1^x = [0, 1]_x\). (Since \(1^x \alpha_E 1^y\) whenever \(x, y \in E\), this definition does not depend upon the choice of \(x \in B\).)

It is easily seen that \(\alpha_B/\alpha_E\) is an atom of \(\text{Con} \mathbf{R}\). Moreover \(\alpha_B|D(N)\) is the set of pairs \((f, g) \in D(N)^2\) such that for all blocks \(B' \neq B\) of \(E\), \(\sum_{x \in B'}(f(x) - g(x)) = 0\). Thus, if \(B_1\) and \(B_2\) are distinct blocks of \(E\), then \(\alpha_{B_1}/\alpha_E \neq \alpha_{B_2}/\alpha_E\).

For \(B\) a block of \(E\), let \(\lambda_B' = \cap_{x \in X \setminus B} \lambda_x\) and \(\lambda_B = \cap_{x \in B} \lambda_x\).

**Definition of \(\text{Cat}(\psi)\).** For \(\psi\) any congruence of \(\mathbf{R}\), let \(C(\psi)\) be the set of pairs \((u, v)\) in \(\mathbf{R}^2\) such that for some term \(t\) and pair \((x, y) \in \psi\) and elements \(z^1, z^2 \in \mathbf{R}\), we have \(t(x, z^1) = t(x, z^2)\) and \((u, v) = (t(y, z^1), t(y, z^2))\). Note that \(C(\psi) \subseteq \psi\). Then let \(\text{Cat}(\psi)\) be the set of atoms \(\beta\) in \(\text{Con} \mathbf{R}\) such that \(\beta \leq C_{\mathbf{R}}(\psi)\).

**Claim 2.** A congruence \(\psi\) of \(\mathbf{R}\) has the property that \(\text{Cat}(\psi) = \{\beta\}\) for some \(\beta\) iff there is a block \(B\) of \(E\) such that \(\psi \leq \lambda_B'/\alpha_E\) and \(\psi \not\leq \lambda_X/\alpha_E\). In this case, \(\beta = \alpha_B/\alpha_E\).
To prove the claim, let $\psi = \tau/\alpha_E$ and suppose first that $\tau \not\leq \lambda_B'$ for any block $B$. Then there are $x_0, x_1$ such that $\tau \not\leq \lambda_{x_i}$, $i \in \{0, 1\}$, and $(x_0, x_1) \not\in E$; say $x_i$ belongs to block $B_i$. Our proof of Claim 1 then shows that $\alpha_{B_i}/\alpha_E$, $i \in \{0, 1\}$, belong to $\text{Cat}(\psi)$ and are different atoms of $\text{Con} R$.

To finish the proof of the claim, suppose now that $\alpha_E < \tau \leq \lambda_B'$, $\tau \not\leq \lambda_X$. Of course, we have that $\alpha_B/\alpha_E \in \text{Cat}(\tau/\alpha_E)$ by the argument for Claim 1. Letting $\beta \in \text{Cat}(\tau/\alpha_E)$, we have to show that $\beta = \alpha_B/\alpha_E$. We have that $\beta = \gamma/\alpha_E$, where $\gamma$ is a congruence of $D$ that covers $\alpha_E$.

By definition of $\alpha_E$, $\gamma$ contains a pair $(u, v) \in D(U)^2 \setminus \Theta$. Then 
\[(u/\alpha_E, v/\alpha_E) \in C_{\text{G}R}(C(\tau/\alpha_E))\]
implies that (reducing to a Maltsev chain in $D(U)$ and using the fact that $D|_{D(U)}$ is Maltsev) there are $u'/\Theta u$, $v'/\Theta v$, $u', v' \in D(U)$, such that 
\[u' = ep(t_0(y_0, z_0^1), \ldots, t_n(y_n, z_n^n)),\]
\[v' = ep(t_0(y_0, z_0^2), \ldots, t_n(y_n, z_n^n)),\]
for some polynomial $p$ of $D$, terms $t_i$, and elements $z_i^j$ ($j \in \{1, 2\}, i \in \{0, \ldots, n\}$) such that for some $x, \tau y_i$ ($i \in \{0, \ldots, n\}$), we have $t_i(x_i, z_i^j)x_\alpha t_i(x_i, z_i^j)$ ($i \in \{0, \ldots, n\}$). The pair $(u', v')$ lies in $\gamma \setminus \Theta$.

Now we define a polynomial in the variables $s_0, \ldots, s_n, \bar{r}_0, \ldots, \bar{r}_n$, using the constants $\bar{x} = (x_0, \ldots, x_n)$, $\bar{y} = (y_0, \ldots, y_n)$, and $\bar{z}_i^j$ occurring in the formulas above. First, put $P(\bar{s}, \bar{r}_0, \ldots, \bar{r}_n) = ep(t_0(s_0, \bar{r}_0), \ldots, t_n(s_n, \bar{r}_n))$. Next, put 
\[Q(\bar{s}, \bar{r}_0, \ldots, \bar{r}_n) = d(P(\bar{y}, \bar{r}_0, \ldots, \bar{r}_n), P(\bar{s}, \bar{r}_0, \ldots, \bar{r}_n), P(\bar{x}, \bar{z}_0^2, \ldots, \bar{z}_n^2)).\]
Now notice that $Q(\bar{y}, \bar{z}_0^2, \ldots, \bar{z}_n^2) = Q(\bar{y}, \bar{z}_0^2, \ldots, \bar{z}_n^2)$, while 
\[Q(\bar{x}, \bar{z}_0^2, \ldots, \bar{z}_n^2) = v'\]
and 
\[Q(\bar{x}, \bar{z}_0^1, \ldots, \bar{z}_n^1) = u''\alpha_E u'.\]

The pair $(u'', v')$ belongs to $\gamma|_{D(U)} \setminus \Theta$. Also, since $A/\mu$ is Abelian, the pair $(u'', v')$ belongs to $\mu_X$, and since $\tau \subseteq \lambda_B$, the functions $u''$ and $v'$ agree at each $x \in X \setminus B$.

Letting $w = d(u'', v', (0))$, we have that 
\[
((0), w) \in \gamma \setminus \Theta
\]
and $w \in N_X$ and $w = (0)$ on $X \setminus B$. This gives that $\gamma \land \alpha_B \not\leq \alpha_E$, which forces $\gamma = \alpha_B$ since both of these congruences cover $\alpha_E$. We conclude that $\beta = \alpha_B/\alpha_E$, as desired.

From Claim 2, we see that the set $\{\alpha_B/\alpha_E : B \text{ a block of } E\}$ is a definable set of congruences of $R$.

Claim 3. For $B$ a block of $E$ and for $\psi$ a congruence of $R$, we have $\alpha_B/\alpha_E \not\in \text{Cat}(\psi)$ iff $\psi \leq \lambda_B/\alpha_E$.

Our proof of Claim 1 yields that if $\psi \not\leq \lambda_B/\alpha_E$, then $\alpha_B/\alpha_E \in \text{Cat}(\psi)$. For the converse, it suffices, choosing $x_0 \in B$, to assume that
\[
((0)/\alpha_E, 1^{x_0}/\alpha_E) \in C_{\text{G}R}(C(\lambda_B/\alpha_E))
\]
and show that this assumption leads to a contradiction. We follow the argument used in the proof of Claim 2. Since $D|_{D(U)}$ is Maltsev, there exist $u, v \in D(U)$ such
that \( u \alpha E \langle 0 \rangle, v \alpha E 1^{r_0} \), and we can write

\[
\begin{align*}
u &= \text{ep}(t_0(y_n, \bar{w}_0^1), \ldots, t_n(y_n, \bar{w}_n^1)), \\
v &= \text{ep}(t_0(y_n, \bar{w}_0^2), \ldots, t_n(y_n, \bar{w}_n^2)), \\
\end{align*}
\]

for some polynomial \( p \) of \( D \), terms \( t_i \) and elements \( \bar{w}_i^i \) such that for some \( z_i, \lambda_B y_i \) \((i \in \{0, \ldots, n\})\), we have \( t_i(z_i, \bar{w}_i^1)\alpha E t_i(z_i, \bar{w}_i^2) \) \((i \in \{0, \ldots, n\})\). Let us again write \( P(s, \bar{r}) \) for the polynomial \( \text{ep}(t_0(s_0, \bar{r}_0), \ldots, t_n(s_n, \bar{r}_n)) \), where \( s, \bar{r} \) are variables.

Now \( P(\bar{z}, \bar{w}^1) \alpha E P(\bar{z}, \bar{w}^2) \) and these elements belong to \( D(U) \). Hence

\[
\sum_{x \in B} d(0, P(\bar{z}(x), \bar{w}^1(x)), P(\bar{z}(x), \bar{w}^2(x))) = 0.
\]

Since \( z_i(x) \lambda y_i(x) \) for all \( x \in B \), it follows that

\[
\sum_{x \in B} d(0, P(\bar{y}(x), \bar{w}^1(x)), P(\bar{y}(x), \bar{w}^2(x))) = 0.
\]

Since \( P(\bar{y}, \bar{w}^1) = u \Theta \langle 0 \rangle \) and \( P(\bar{y}, \bar{w}^2) = v \Theta 1^{r_0} \), we have

\[
1^{r_0} = d(\langle 0 \rangle, \langle 0 \rangle, 1^{r_0}) \alpha E d(\langle 0 \rangle, u, v),
\]

and this element belongs to \( D(N) \). Hence

\[
1 = \sum_{x \in B} 1^{r_0}(x) = \sum_{x \in B} d(\langle 0 \rangle, u, v)(x) = 0,
\]

as follows from the calculation above. This absurd conclusion finishes our proof of the claim.

Now from Claims 2 and 3, we have that the set of congruences \( T = \{ \lambda_B / \alpha_E : B \text{ a block of } E \} \) is definable in \( R \). With each \( \psi \in T \), we also have the number

\[
n(\psi) = |R/\psi|,
\]

and it is quite clear that if \( \psi = \lambda_B / \alpha_E \), then

\[
n(\psi) = |D/\lambda_B| = |Q_B(A/\lambda)| = f_C(|B|),
\]

where \( C = A/\lambda \) and the function \( f_C \) is defined in Lemma 6.2. Since \( |C| > 1 \), the function \( f_C \) is one-to-one, by Lemma 6.2. Now let us choose some arbitrary one-to-one enumeration of \( T \), say \( T = \{ \psi_1, \ldots, \psi_k \} \). Then we have an enumeration of the blocks of \( E \) as \( B_1, \ldots, B_k \) with \( \psi_i = \lambda_{B_i} / \alpha_E \). Here, \( |B_i| = f_C^{-1}(|R/\psi_i|) \). Thus we have recovered the partition of \( |X| \) corresponding to \( E \) from the abstract algebra \( R \).

Let us label the algebra \( R \) constructed from \((X, E)\) in this proof by \( R(X, E) \). Now it follows immediately from our work that for any two finite equivalence relation structures \((X, E)\) and \((Y, F)\) we have \( R(X, E) \cong R(Y, F) \) iff \((X, E) \cong (Y, F)\).
We can observe that our canonical generating set for the algebra $Q_X (A)$ has cardinality bounded by $a^2 n (a = |A|, n = |X|)$. (For $n \geq 3$, the generating set has exactly $a^2 n - a(n-1)$ elements.) Thus $R(X, E)$ is an $a^2 |X|$ generated algebra.

Since $V$ has at most $a^{2^n C}$ non-isomorphic $a^2 n$ generated algebras, while the number of non-isomorphic structures $(X, E)$ with $|X| = n$ is equal to $\pi(n)$, we get a contradiction by taking $n$ sufficiently large. \qed

7. Type 1 Monolith, Part I

Before stating the result to be proved in this section and the next, we prove several lemmas. Recall that for a locally finite algebra $B$ and its subset $C$, if $D \subseteq B^X$ where $X$ is some set, then $D(C)$ denotes the set $D \cap C^X$. For non-void $C \subseteq B$, we defined at the end of Section 2 two groups of permutations on $C$, $I_{B}(C)$ and $Tw_B(C)$ (the group of “twins of the identity” on $C$).

The first lemma is a variation of Lemma 2.4 in K. A. Kearnes, E. Kiss [12].

**Lemma 7.1.** Suppose that $B$ is a locally finite algebra, $X$ is a finite set, $C \subseteq B$, and $D$ is a subalgebra of $B^X$ containing all the functions $[u, v]_x$, where $[u, v] \subseteq B$, $x \in X$. Then the natural embedding of $Tw_D(D(C))$ into $Tw_B(C)^X$ is surjective.

**Proof.** We know that $Tw_D(D(C))$ is a group including all the functions $f = [id, \delta]_x$ ($x \in X, \delta \in Tw_B(C)$) with $f(z)(y) = z(y)$ for $y \neq x$ and $f(z)(x) = \delta(z(x))$. (This is because $D$ includes all the functions $[u, v]_x$.) Clearly these permutations generate the group consisting of the natural actions of $Tw(C)^X$ on $D(C)$. \qed

Statement (1) in the next lemma is due to M. Maroti. Statement (2) is a special case of Theorem 4.5 in K. Kearnes [5].

**Lemma 7.2.** Suppose that $\delta$ is a minimal congruence in a finite algebra $F$, $\beta$ is a congruence of $F$, $\delta \leq \beta$, and $V$ is a $(0_F, \delta)$-minimal set.

1. Assume that $\delta$ is strongly Abelian and $C(\beta, \delta; 0_F)$.

   Let $p(x_0, \ldots, x_{k-1})$ be a polynomial mapping of a finite product set $B = B_0 \times \cdots \times B_{k-1}$ into $V$, where $B_i$ are $\beta$-equivalence classes. Then there is $i_0 < k$ such that we have $p(\bar{c}) = p(\bar{d})$ whenever $\bar{c}, \bar{d} \in B, c_{i_0} = d_{i_0}$ and for all $j \neq i_0, (c_j, d_j) \in \delta$.

2. If $C(\beta, \delta; 0_F)$ and $C(\beta, \delta; 0_F)$, then $C(\beta, \delta; 0_F)$.

**Proof.** To prove (1), let $p : B \rightarrow V$ be such a polynomial mapping. Suppose that there are $i \neq j, i < k, j < k$, and $\bar{c}, \bar{d}, \bar{e}, f \in B$ such that $c_r = d_r$ for $r \neq i, e_r = f_r$ for $r \neq j, (c_i, d_i), (e_j, f_j) \in \delta$, and $p(\bar{c}) \neq p(\bar{d}), p(\bar{e}) \neq p(\bar{f})$. We can assume that $\{c_i, d_i\} \subseteq M_i, \{e_j, f_j\} \subseteq M_j$, and that $M_i, M_j$ are $(0, \delta)$-traces. Letting $N$ be the trace in $V$ that contains $p(\bar{e})$, there is a polynomial $f(x)$ and elements $e'_i, d'_i \in N$ with $f(e'_i) = c_i, f(d'_i) = d_i$. Likewise, there is a polynomial $g(x)$ with $g(e'_j) = e_j, g(f'_j) = f_j$ for some $e'_j, f'_j \in N$. Now for $x, y \in N$ put $h(x, y) = p(\bar{u}^x y)$, where $u^x_i y = c_r$ for $r \notin \{i, j\}, u^x_i y = f(x), u^x_j y = g(y)$. Since $C(\beta, \delta; 0_F)$, we have $h(d'_i, e'_j) \neq h(c'_i, e'_j) \neq h(c'_i, f'_j)$.

This is a contradiction since the assumption that $\delta$ is strongly Abelian implies that every polynomial mapping of $N \times N$ into $V$ depends on at most one variable. The assertion (1) is easily seen to be equivalent to what we have proved.

We shall only need to apply (2) when $\delta$ is strongly Abelian, so we supply the proof only under that assumption. Assume that (2) fails and $\delta$ is strongly Abelian. Define the distance $d(x, y)$, where $x \delta y$, to be 0 if $x = y$ and otherwise the least
n such that there are \((0, \delta)\)-traces \(N_0, \ldots, N_{n-1}\) such that \(x \in N_0, y \in N_{n-1}\) and \(N_i \cap N_{i+1} \neq \emptyset\) for \(i < n - 1\).

By (1), we can choose \((a, b) \in \beta, (u, v) \in \delta\) and a polynomial \(p(x, y)\) and an idempotent polynomial \(e(x)\) such that \(e(F) = V\) and \(ep(a, u) = ep(a, v)\), while \(ep(b, u) \neq ep(b, v)\). We can assume that \(d(u, v) = k\) is minimal for such an example. We have that \(k > 1\) since \(C(\beta, \delta_1^\gamma; 0_F)\) implies \(C(\beta, N^2; 0_F)\) for any \((0, \delta)\)-trace \(N\). We have traces \(N_0, \ldots, N_{k-1}\) such that \(u = u_0 \in N_0, v = u_k \in N_{k-1}, N_i \cap N_{i+1} \neq \emptyset\) for \(i < k - 1\).

We have \(ep(a, u_0) = ep(a, u_k), ep(b, u_0) \neq ep(b, u_k)\). Choose \(u_1 \in N_0 \cap N_1\) and \(u_{k-1} \in N_{k-2} \cap N_{k-1}\). Either both \(ep(a, u_0) = ep(a, u_1)\) and \(ep(b, u_0) = ep(b, u_1)\), or else neither pair are equal, since \(\beta\) centralizes traces. If both are equal, replacing \((u, v)\) by \((u_1, v)\), we get a contradiction to the minimality of \(k\). Thus for \(w \in \{a, b\}\), \(ep(w, u_0) \neq ep(w, u_1)\). Likewise, \(ep(w, u_{k-1}) \neq ep(w, u_k)\).

Thus, employing the polynomial equivalence of \((0_F, \delta)\)-minimal sets, and changing \(V\) to a minimal set including \(N_0\), we can assume that \(ep(b, x) = x\) for \(x \in V\) and \(N_0 \subseteq V\). We can also assume that the function \(ep(a, x)\) gives a permutation of \(V\), and \(ep(a, N_{k-1}), ep(a, N_0), ep(b, N_{k-1})\) are traces in \(V\).

Now \(N_0 \times N_{k-1} \subseteq \delta\) implies that \(ep(b, N_{k-1}) = ep(b, N_0) = N_0\), as well as \(ep(a, N_{k-1}) = ep(a, N_0)\).

Notice that \(ep(a, ep(b, u_0)) = ep(b, ep(a, u_0))\), yielding, since \(C(\delta, \beta; 0)\), that \(ep(a, ep(b, v)) = ep(b, ep(a, v))\). Since \(ep(b, x) = x\) for \(x \in V\), this is the same as
\[
ep(a, u) = ep(a, v) = ep(a, ep(b, v)).
\]

Since \((u, ep(b, v)) \in \delta_V\), and \(ep(a, x)\) restricted to \(V\) is a permutation, then \(ep(b, u) = u = ep(b, v)\). This contradiction proves (2).

Here is the chief result of this section.

**Theorem 7.3.** Let \(A\) be a finite subdirectly irreducible algebra in \(V\) with monolith \(\mu\) of type 1 and assume that \(A/\mu\) is Abelian. Then \(A\) is Abelian.

The entire remainder of this section, as well as the next section, are devoted to a proof of this theorem. Again, we shall argue by contradiction to establish the theorem. So we hold to the following assumptions from here to the end of Section 8. \(A\) is a finite subdirectly irreducible algebra in \(V\) with monolith \(\mu\) of type 1. \(A\) is not Abelian, but \(A/\mu\) is Abelian. \(U\) is a fixed \((0_A, \mu)\)-minimal set.

Statement (1) in the next lemma will be proved here, but it is a special case of another property shown by Kearnes to be equivalent to the quasi-Hamiltonian property (see K.A. Kearnes [22], Lemma 3.4, and our Theorem 4.1).

**Lemma 7.4.** (1) \(C(1_A, \mu; 0_A)\).
(2) If \(\tau \in T_{\omega A}(U)\) and for some \(x \in U\), \(\tau(x) \equiv x \pmod{\mu}\), then for all \(x \in U\), 
\(\tau(x) \equiv x \pmod{\mu}\).

**Proof.** Suppose that (1) fails, so that we have a polynomial \(p\) satisfying \(p(c, a) = p(c, b), p(d, a) \neq p(d, b)\) for some \(c, d \in A\) and \(a, b \in U^k\) with \((a_i, b_i) \in \mu\) for \(i < k\).

We can assume that \(p(A \times A^k) \subseteq U\) and that where \(N\) is the \((0, \mu)\) trace in \(U\) to which \(p(c, a)\) and \(p(c, b)\) belong, we have \(a, b \in N^k\). Since the type of \(\mu\) is 1, then there are \(i, j < k\) and functions \(f, g : N \to U\) such that \(p(c, x) = f(x_i)\) and \(p(d, x) = g(x_j)\) for all \(x \in N^k\). Put \(h(x, y) = p(x, a^y)\) for \(x \in A, y \in U\), where \(a^y_r = a_r\) for \(r \neq j\) and \(a^y_j = y\). Then \(h(d, y) = g(y)\) for \(y \in N\), so that
h(d, a_j) \neq h(d, b_j). This implies that h(d, y) restricted to U is a permutation, belonging to Π_A(U). Further, h(c, a_j) = h(c, b_j) as can be checked by considering the two cases, where i = j or i \neq j.

Now iterate the polynomial h(x, y) as a function of its second variable to obtain g(x, y) such that g(c, y) and g(d, y) are idempotent functions of y on U. We have g(d, y) = y for y \in U and g(c, a_j) = g(c, b_j), so that we can choose b \in U with g(c, b) = a = g(c, a) \neq b for some a \in U. Of course we have g(d, a) = a, g(d, b) = b. We have demonstrated a failure of the quasi-Hamiltonian property, contradicting Theorem 7.1.

To prove (2), assume that we have a polynomial p(x, y) and \tilde{c}, \tilde{d} such that for
\[ x \in U, \quad p(x, \tilde{c}) = \tau(x), \quad p(x, \tilde{d}) = x \quad \text{and} \quad \tau \in Tw_A(U). \]
Assume also that for a certain a \in U, \tau(a) = a (mod \mu). Thus p(a, \tilde{c}) = p(a, \tilde{d}) (mod \mu). Since A/\mu is Abelian, then for every x \in A, p(x, \tilde{c}) \equiv p(x, \tilde{d}) (mod \mu).

\[ \square \]

**Definition 7.5.** We choose a k + 1-ary term s(x, \tilde{y}) such that for all \tilde{c} \in A^k, s_\tilde{c}(x) = s(x, \tilde{c}) is an idempotent function on A, and for some \bar{a}, s_{\bar{a}}(A) = U. For technical reasons, we arrange (as we may, by adding a dummy variable if necessary) that k > 0. The following definitions are made for any algebra B \in \mathcal{V}.

1. \( P_s(B) \) is the set of all sets s_\bar{y}(B), \tilde{y} \in B^k.
2. \( P_s^e(B) \) is the set of all polynomial mappings p of B such that for some \tilde{b} \in B^k, \tilde{p} = p \circ s_{\tilde{b}} (the composition of the functions p and s_{\tilde{b}}) and there is a polynomial q of B satisfying s_{\tilde{b}} = q \circ p.

**Lemma 7.6.** Suppose that D \subseteq A^X is a diagonal subdirect power of A and \varphi : D \to B is a surjective homomorphism. For all V = s_{\tilde{c}}^B(B), W = s_{\bar{d}}^B(B) in P_s(B)
where \tilde{c}, \bar{d} \in B^k, we have that s_{\tilde{c}}^B gives a bijection of W onto V and s_{\bar{d}}^B gives a bijection of V onto W. A subset of B is polynomially isomorphic to \varphi(D) ifff it is of the form \sigma(B) for some \sigma \in P_s^e(B).

**Proof.** Since \mathcal{V} is quasi-Hamiltonian (Lemma 7.1), for all \tilde{c}, \bar{d} \in A^k, (s_{\tilde{c}}s_{\bar{d}}s_{\tilde{c}})^m = s_{\tilde{c}}, where m = |A|^k. These equations in 2k + 1 variables hold in all algebras B \in H(SP(A)). This lemma is a consequence of that fact. \( \square \)

**Lemma 7.7.** Let \id|_U \neq \lambda \in Tw_A(U). Then for all x \in U, \lambda(x) \neq x, and for all (0_A, \mu)-traces M in U, \lambda(M) \neq M. Thus, in particular, the group Tw_A(U) acts regularly on U.

**Corollary 7.8.** We have that C(\mu, 1_A; 0_A) and C(1_A, \mu; 0_A).

**Corollary 7.9.** Let t(x, \tilde{y}) be a term of n + 1 variables, and write it as t_\tilde{y}(x). The following are equivalent:

1. For all \tilde{b} \in A^n and \tilde{c} \in A^k, t_{\tilde{b}} \circ s_{\tilde{c}} \in P_s^e(A).
2. For some \tilde{b} \in A^n and \tilde{c} \in A^k, t_{\tilde{b}} \circ s_{\tilde{c}} \in P_s^e(A).
3. For some \tilde{b} \in A^n and \bar{c} \in A^k, t_{\bar{c}} is one-to-one on s_{\tilde{b}}(A).
4. There is a term t_{\tilde{y}}(x) of n + k + 1 variables for which the equation t_{\tilde{y}, \tilde{a}} \circ t_{\tilde{b}} \circ s_{\tilde{c}} = s_{\tilde{a}} is valid in A.

**Proof of Corollary 7.8.** If C(\mu, 1_A; 0_A) fails to hold, then we have a polynomial p with p(A^k, A) \subseteq U, and (a, b) \in \mu|_U and \tilde{c}, \bar{d} \in A^k such that p(\tilde{c}, a) = p(\bar{d}, a), p(\tilde{c}, b) \neq p(\bar{d}, b). Writing p_\tilde{y}(x) = p(\tilde{y}, x), we have that at least one of p_\tilde{c}, p_\bar{d} is a permutation on U. By Lemma 7.4(1), both p_\tilde{c} and p_\bar{d} belong to \Pi_A(U). They agree...
at \(a\) but not at \(b\). Then \(\tau = p^{-1}_e \circ p_d \in \text{Tw}_A(U)\) and \(\tau(a) = a\), while \(\tau(b) \neq b\). But this contradicts Lemma \(\ref{lem:7.7}\). Hence \(C(\mu, 1_A; 0_A)\) holds.

Now it follows from Lemmas \(\ref{lem:7.2}\) and \(\ref{lem:7.4}\) that \(C(1_A, \mu; 0_A)\) holds as well. \(\square\)

**Proof of Corollary \(\ref{cor:7.9}\):** Trivially, \((4) \Rightarrow (1) \Rightarrow (2) \Rightarrow (3)\). Now suppose that \((3)\) holds, so that we have \(b \in A^0\), \(c \in A^k\), and \(t_b\) is one-to-one on \(s_{c}(A)\). Since \(s_{c}(A)\) is a \((0_A, \mu)\)-minimal set, it follows from Theorem \(\ref{thm:2.8}\) \((3)\) and Theorem \(\ref{thm:5.7}\) \((1)\) in D. Hobby, R. McKenzie \([3]\) that there is a polynomial \(p\) such that \(p \circ t_b|_{s_{c}(A)}\) is the identity function. This implies that \(t_b \circ s_{c} \in P^0_{s_{c}}(A)\); i.e., we have \((3) \Rightarrow (2)\). Now suppose that \(t_b \circ s_{c} \in P^0_{s_{c}}(A)\). Therefore, for some \(c' \in A^k\), \(t_b \circ s_{c} = t_{c'} \circ s_{c} \circ s_{c'}\) and there is a polynomial \(q\) so that

\[
q \circ t_b \circ s_{c} = s_{c'}.
\]

Let \(m > 0\) be such that the \(m\)th power of every self-map of \(A\) is idempotent. Since \(s_{c} s_{c'} s_{c}(A) = s_{c}(A)\) (by Theorem \(\ref{thm:4.1}\)), then \((s_{c} s_{c'})^m \circ s_{c} = s_{c}\. Now multiplying the displayed equation on the left by \(s_{c}\) and on the right by \((s_{c'} s_{c})^m\), we obtain

\[
s_{c} q t_{b} s_{c} = s_{c}.
\]

Write \(q(x) = t'_{c}(x)\) for some term \(t'\). Let

\[
t'(x, \bar{u}, \bar{v}, \bar{w}) = (s_{c} t_{b} s_{c})^m (x)
\]

and write this as \(t'_{c, \bar{u}, \bar{v}, \bar{w}}(x)\).

Now choose \((c, d) \in \mu_{s_{c}(A)}, c \neq d\). Since \(t'_{c, \bar{u}, \bar{v}, \bar{w}} s_{c} s_{c} = s_{c}\), we have that

\[
t'_{c, \bar{u}, \bar{v}, \bar{w}} s_{c}(d) \neq t'_{c, \bar{u}, \bar{v}, \bar{w}}(s_{c}(d))\).

Since \(C(1_A, \mu; 0_A)\) by the previous corollary, then for all \(\bar{b}', \bar{c}', \bar{d}'\)

\[
t'_{\bar{b}', \bar{c}', \bar{d}'} s_{c'}(c) \neq t'_{\bar{b}', \bar{c}', \bar{d}'}(s_{c'}(c))\).

Now \(s_{c'}(A)\) is polynomially isomorphic to \(U\), so it is a \((0_A, \mu)\)-minimal set, call it \(V\). Then \((s_{c'}(c), s_{c'}(d)) \in \mu_{V} \setminus 0_A\). Since \(q'(s_{c'}(c)) \neq q'(s_{c'}(d))\), where \(q' = t'_{\bar{b}', \bar{c}', \bar{d}'}\), and \(q' : V \rightarrow V\), then \(q'|_{V} \in \Pi_{V}(A)\). Since also \(q' = q' \circ q'\), then \(q'\) is the identity on \(V\). Thus we have established that \(A\) satisfies the equation

\[
t'_{\bar{b}', \bar{c}', \bar{d}'} s_{c'}(z) = s_{c'}(z).
\]

The proof of Corollary \(\ref{cor:7.9}\) is readily completed by replacing every variable of the tuple \(\vec{z}\) in the above equation by the variable \(x_1\). \(\square\)

**Proof of Lemma \(\ref{lem:7.7}\):** We have to prove that there is no non-identity member of the twin group having a fixed element or a fixed trace. We assume otherwise, introduce a construction, and eventually use our initial assumption that \(G_{V}\) is polynomially bounded.

Let \(E\) be any equivalence relation on a finite set \(X\) with \(|X/E| > 1\) and such that every \(E\)-equivalence class has at least three elements. We take \(D\) to be the subalgebra of \(A^X\) generated by

\[
G_0 = \{[a, b]_B : [a, b] \subseteq A \text{ and } B \text{ a block of } E\}
\]

together with

\[
G_1 = \{[a, b]_x : x \in X \text{ and } (a, b) \in \mu|_U, a \neq b\}.
\]
Then for calculating \( p \) depends on at most just one to together with

\[
G_1' = \{[a,b] \mid x \in X \text{ and } \{a,b\} \subseteq N, a \neq b\}.
\]

Claim 1. If \( f \in D(U) \), then either \( f \) is constant on every block of \( E \) or else there is a block \( B \) and \( x \in B \) and \( (a,b) \in \mu|U \), \( a \neq b \), such that \( f \) is constant on each block except \( B \) and \( f(x) = b \) and \( f(y) = a \) for all \( y \in B \setminus \{x\} \). Elements of the first kind will be said to comprise the set \( G^{(0)} \); those of the second kind comprise the set \( G^{(1)} \).

To see this, let \( f \in D(U) \) and say \( f \) is not constant on the block \( B \) of \( E \). Write

\[
f = \text{et}(g_0^0, \ldots, g_{n-1}^0, g_0^1, \ldots, g_{r-1}^1),
\]

where \( t \) is a term, \( g_i^0 \in G_0 \), \( g_i^1 \in G_1' \), and \( e \) is an idempotent polynomial of \( A \) with \( e(A) = U \). By Lemma 7.2(1) and Lemma 7.4(1), \( \text{et}(\bar{x}, \bar{y}) \) restricted to \( A^n \times N^r \) depends on at most just one \( y_i \), \( 0 \leq i_0 < r \). Since \( g_i^0 \) is constant on each block and \( g_i^1 = [u,v] \), \( \{u,v\} \subseteq N \), is constant on all but one block \( B \) containing \( x \), then \( f \) is constant on each block except \( B \), and there is a polynomial of \( A \) inducing \( \sigma : U \to U \), such that \( f|_B = \sigma \circ g_i^1|_B \). Since \( f \) is not constant on \( B \), then \( \sigma \) is a permutation of \( U \) and \( f|_B = [a,b]|_B \) for some \( (a,b) \in \mu|U \), \( a \neq b \).

We now define a congruence on \( D \). Let \( \mu_X \) denote the kernel of the natural homomorphism of \( D \) into \( (A/\mu)^X \). Let \( \Gamma_0 = (G^{(0)})^2 \cap \mu_X \). Let \( \Gamma_1 \) be the set of all \( a \equiv b \equiv a' \mod \mu|U \), we have \( a \neq b \neq a' \), \( f|_B = [a,b]|_B \), \( g|_B = [a',b]|_B \) and of course, \( f|_B \), \( g|_B \) are constant for each \( E \)-block \( B' \neq B \).

We take \( \Theta \) to be the congruence on \( D \) generated by \( \Gamma = \Gamma_0 \cup \Gamma_1 \), and we put \( R = R(X, E) = D/\Theta \).

Claim 2. \( \Theta|_{D(U)} = \Gamma \).

To prove this claim, it suffices to show that \( \Gamma \) is a congruence of \( D|_{D(U)} \). So let \( p(x) \) be any polynomial of \( D \) such that \( p(D(U)) \subseteq D(U) \) and \( (s_0, s_1) \in \Gamma \). It must be shown that \( (p(s_0), p(s_1)) \in \Gamma \). We first consider the case \( (s_0, s_1) \in \Gamma_0 \).

We can write \( p(x) = \text{et}(x, g_1^1, g_0^0) \), where \( t \) is a term and \( g_1^1 \) is a list of all the generators of \( D \) in the set \( G_1' \). By Lemma 7.2(1), there is one variable in \( \text{et}(\bar{z}) \) such that the polynomial has no dependence on any other variable when it is moved along \( \mu \). Suppose first that this variable is not at the place occupied by \( x \). In that case, \( p(s_0) = p(s_1) \) since \( (s_0, s_1) \in \mu_X \). On the other hand, suppose that it is \( x \). Then for calculating \( p(s_i) \), the parameters \( g_1^1 \) can be replaced by a set of constant functions, yielding that \( p(s_0) \), \( p(s_1) \) are constant on each \( E \)-block. Since they are \( \mu \)-related, it follows that they are equivalent modulo \( \Gamma \).

Now consider the case \( (s_0, s_1) \in \Gamma_1 \). Say there is a block \( B \) and \( x \in B \) so that \( s_i|_B = [a_i,b]|_B \) for some \( a_0 \equiv b \equiv a_1 \mod \mu|U \), \( a_0 \neq b \neq a_1 \), and also \( s_i \) are constant on each block different from \( B \). Returning to the previous argument, we get the same conclusion unless \( \text{et}(\bar{z}) \) depends at most on its first variable when varied along \( \mu \). In this case, it is clear that \( p(s_0), p(s_1) \) are constant on each block different from \( B \) and that there is a polynomial \( q(x) \) of \( A \) such that \( p(s_i)|_B = eq_i \circ s_i|_B \). If \( eq|U \notin \Pi_A(U) \), then \( (p(s_0), p(s_1)) \in \Gamma_0 \). If \( eq|U \in \Pi_A(U) \), then clearly \( p(s_i)|_B = [eq(a_i), eq(b)]|_B \) and \( (p(s_0), p(s_1)) \in \Gamma_1 \).
Claim 3. The polynomial isomorphism class of the set $D(U)/\Theta$ is a definable set of subsets of $R$.

This is a consequence of Definition [7.5] and Lemma [7.6] The full polynomial isomorphism class of $D(U)/\Theta$ is equal to the set of ranges of functions belonging to $P^{\mu}_{s}(R)$, but we are most interested in its definable subfamily $P_{s}(R)$.

Let $V \subseteq P_{s}(R)$, we consider the group $Tw_{R}(V)$ of twins of the identity on $V$. For $\pi \in Tw_{R}(V)$, $Fix(\pi)$ denotes the set of $v \in V$ with $\pi(v) = v$, and we put $Mov(\pi) = V \setminus Fix(\pi)$. Let $M(V)$ be the set of all non-identity members $\chi$ of $Tw_{R}(V)$ such that for all $\tau \in Tw_{R}(V)$, 

$$V \neq Fix(\tau) \supseteq Fix(\chi) \Rightarrow Fix(\tau) = Fix(\chi).$$

In other terms, $M(V)$ is the set of all members of $Tw_{R}(V)$ of a maximal proper fixed set.

Suppose that $|M(V)| = \alpha$ and $M(V) = \{\chi_{0}, \ldots, \chi_{\alpha-1}\}$, and let $(n_{0}, \ldots, n_{\alpha-1})$ be the system of numbers $n_{i} = |Mov(\chi_{i})|$. Clearly, the system $\bar{n} = (n_{0}, \ldots, n_{\alpha-1})$, taken up to permutation of the list, is an invariant of $R$: the same for all $V \subseteq P_{s}(R)$.

We shall now calculate this invariant $\bar{n}$. It suffices to take $V = D(U)/\Theta$, and we do so. Let $e(x) = s(x, \bar{a})$ be the idempotent polynomial of $A$ with $e(A) = U$ (chosen in Definition [7.4]).

We define $M'(U)$ as the set of non-identity elements $\sigma$ of $Tw_{A}(U)$ with a maximal fixed set and having the property that $\sigma(x) \mu x$ for all $x \in U$. This set is non-empty: if no non-identity member of $Tw_{A}(U)$ has a fixed point, then $M'(U)$ is just the set of those $\sigma \in Tw_{A}(U)$ such that $\sigma \neq id_{U}$ and $\sigma(x) \mu x$ holds, which, by our starting assumption and Lemma [7.4] (2), is a non-empty set. On the other hand, if there is a non-identity member of $Tw_{A}(U)$ having a fixed point, then $M'(U)$ is identical with the set of non-identity members of $Tw_{A}(U)$ having a maximal fixed set (again by Lemma [7.4] (2)).

For $\lambda \in Tw_{A}(U)$ and $B \subseteq X/E$ we define $\tau(B, \lambda)$ to be the permutation of $D(U)$ such that for all $f \in D(U)$, $\tau(B, \lambda)(f) = g$ agrees with $f$ at all $x \in X \setminus B$, while $g(x) = \lambda(f(x))$ for $x \in B$. Let $\sigma(B, \lambda)$ be defined by $\sigma(B, \lambda)(f/\Theta) = \tau(B, \lambda)(f)/\Theta$ for $f \in D(U)$. Clearly, $\tau(B, \lambda) \in Tw_{D}(D(U))$, since $D$ includes the set $G_{0}$. Hence $\sigma(B, \lambda) \in Tw_{R}(V)$.

Claim 4. We have

1. $\sigma(B, \lambda \in M(V)$ iff $\lambda \in M'(U)$.
2. $M(V)$ is identical with the set of functions $\sigma(B, \lambda)$, where $B \subseteq X/E, \lambda \in M'(U)$.
3. The function $(B, \lambda) \mapsto \sigma(B, \lambda)$ is a bijection between $(X/E) \times M'(U)$ and $M(V)$.

To prove this, we begin by examining an arbitrary $\sigma \in Tw_{R}(V)$. There is a term $t$ and $\bar{h}, \bar{k} \in D^{n}$ for some $n$, such that for $f \in D(U)$,

$$\sigma(f/\Theta) = et(f, \bar{h})/\Theta \quad \text{while} \quad f \equiv et(f, \bar{k}) \pmod{\Theta}.$$

We claim that these relations imply that for all $x \in X$, $et_{\bar{h}(x)}|_{U} \in Tw_{A}(U)$ and in fact, $et_{\bar{k}(x)}|_{U} = id_{U}$. Indeed, let $x \in X$ and $(a, b) \in \mu_{U}, a \neq b$, and put $f = [a, b]_{x}$. Since $f \equiv et(f, \bar{k}) \pmod{\Theta}$, it follows from Claim 2 that $et(b, k(x)) = b$. Since $b$ is really any member of the body of $U$, then $et_{\bar{k}(x)}$ is the identity on the body of $U$. Then for $u$ in the tail of $U$, $et(u, \bar{k}(x)) \equiv u \pmod{\mu}$ implies $et(u, k(x)) = u$. 
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It follows that $et_{\tilde{h}(x)}|_U = id|_U$ for all $x$. Now an easy application of Lemma 7.3.1 yields that, for each $x \in X$, $et(c, \tilde{h}(x)) = et(d, \tilde{h}(x))$ and $(c, d) \in \mu|_U$ imply $c = d$; and from this, tame congruence theory gives that $et_{\tilde{h}(x)}|_U$ is a permutation of $U$. Thus, $et_{\tilde{h}(x)}|_U \in Tw_A(U)$ for all $x$.

We now show that whenever $(x_0, x_1) \in E$, then $et_{\tilde{h}(x_0)}|_U$ and $et_{\tilde{h}(x_1)}|_U$ are the same function. Let $B \in X/E$ and $\{x_0, x_1\} \subseteq B$. All generators of $D$ take $\mu$-congruent values at $x_0$ and $x_1$, hence $h(x_0) \mu h(x_1)$. For any $(0_A, \mu)$-trace $M \subseteq U$, $et$ restricted to $M \times h(x_0)/\mu$ is essentially unary, since the type of $(0_A, \mu)$ is $1$. This function must depend on the variable ranging over $M$, because $z \mapsto et(z, \tilde{h}(x_0))$ gives a permutation of $U$. Thus $et$ restricted to $M \times h(x_0)/\mu$ depends only on the variable ranging over $M$—i.e., $et_{\tilde{h}(x_0)}|_M = et_{\tilde{h}(x_1)}|_M$. Thus the two functions agree on the body of $U$. Then by Lemma 7.3.2, the permutation $(et_{\tilde{h}(x_0)})^{-1} \circ et_{\tilde{h}(x_1)} \in Tw_A(U)$ is the identity function. So we do have $et_{\tilde{h}(x_0)}|_U = et_{\tilde{h}(x_1)}|_U$.

Now assume that $\sigma$ belongs to $M(V)$. We keep the notation developed in the previous two paragraphs. It should be clear that there are non-identity members of $Tw_R(V)$ with non-empty sets of fixed points. Just choose $\lambda \in Tw_A(U)$, $\lambda \neq id$, such that $\lambda(x) \equiv x \pmod{\mu}$ for all $x \in U$. There is $\gamma \in Tw_R(V)$ satisfying $\gamma(f/\Theta) = \lambda \circ f/\Theta$ for $f \in D(U)$. Then $\gamma$ has as fixed points all members of $G^{(1)}/\Theta$. Since $\lambda(b) \neq b$ holds for some element $b$ in the body of $U$, we have by Claim 2 that $\gamma(f/\Theta) \neq f/\Theta$ if $f = [a, b]|_x \in G_1$ for some $x \in X$.

From what we just proved, since $\sigma \in M(V)$, it follows that $\sigma$ has fixed points. Then since $\Theta \leq \mu_X$, Lemma 7.3.2 implies that for all $f \in D(U)$, $et(f, \tilde{h})\mu_X f$. Thus, for all $x \in X$, the map $et_{\tilde{h}(x)}$ leaves all traces invariant. Finally, since $et_{\tilde{h}(x)} = et_{\tilde{h}(x')}$ when $(x, x') \in E$, we find that $Mov(\sigma) \subseteq G^{(1)}/\Theta$. In fact, the reader can now easily verify, using Claims 1 and 2, that for $f \in D(U)$, $f/\Theta \in Mov(\sigma)$ if $f \in G^{(1)}$ and where $B$ and $x \in B$ and $b \in U$ are the unique block, point, and element such that $f|_B = [a, b]|_x|_B$ for some $a \neq b$, we have that $et(b, \tilde{h}(x)) \neq b$.

There must be $x_0 \in X$ such that $et_{\tilde{h}(x_0)}|_U$ is not the identity. Letting $\lambda = et_{\tilde{h}(x_0)}|_U$ and letting $B$ be the block of $E$ containing $x_0$, we put $\gamma = \sigma(B, \lambda)$. From the above analysis, $V \neq Fix(\gamma) \supseteq Fix(\sigma)$. Thus $Fix(\gamma) = Fix(\sigma)$. Our analysis also shows that from this equation, we can conclude that $\sigma = \sigma(B, \lambda)$.

It should be clear by now that all three statements in Claim 4 are true. We leave it to the reader to arrange the remaining details in the proof of the claim.

Let $\sigma = \sigma(B, \lambda) \in Tw_R(V)$. We need to count the set $Mov(\sigma)$. To begin, for $x \in B$ and $c$ in the body of $U$, we define $P(x, c)$ to be the set of all $f \in G^{(1)}$ such that $f|_B = [a, c]|_x|_B$ for some $a \in U$, where $(a, c) \in \mu|_U$, $a \neq c$.

Claim 5. Let $B \in X/E$, $\lambda \in M'(U)$. Then $Mov(\sigma(B, \lambda))$ is the disjoint union of the sets $P(x, c)/\Theta$ for $(x, c) \in B \times Mov(\lambda)$. Moreover, $\Theta|_{P(x, c)} = \mu_X|_{P(x, c)}$, so

$$|Mov(\sigma(B, \lambda))| = \sum_{(x, c) \in B \times Mov(\lambda)} |P(x, c)/\mu_X|.$$ 

This claim follows easily from our analysis for Claim 4 together with the fact that for $f \in P(x, c)$, $f' \in P(x', c')$, we have $(f, f') \in \Theta$ iff $(x, c) = (x', c')$ and $(f, f') \in \mu_X$.

The last non-trivial fact we need is that for all $x, x' \in X$ and for all $u, u'$ in the body of $U$, $|P(x, u)/\mu_X| = |P(x', u')/\mu_X|$. Before proving this, we need some more definitions.
Let $T = \{ t_0, \ldots, t_{m-1} \}$ be the set (up to equality over $\mathcal{V}$) of all terms of $n + 1$ variables, where $n = |G_0|$, with the property that for all (or any) $\bar{c}$, $et_{\bar{c}}|_U$ is a permutation. (The fact that if $et_{\bar{c}}|_U$ is a permutation for one $\bar{c}$ in $A$, then $et_{\bar{c}}|_U$ is a permutation for all $\bar{c}$ in $A$ follows from Lemma 7.4(1) and the fact from tame congruence theory that a polynomial mapping of $U$ into itself is a permutation iff it fails to be constant on some trace.) Let $\bar{g}_0 \in D^n$ be a tuple listing all the elements of $G_0$.

Finally, put

$$Q = \{ et(\langle a \rangle, \bar{g}_0) : t \in T \text{ and } a \text{ is the body of } U \},$$

and for any $x \in X$ and for any trace $M \subseteq U$, put

$$Q(x, M) = \{ q \in Q : q(x) \in M \}.$$  

**Claim 6.** Let $x \in X$ and $u$ belong to the body of $U$, and put $M = u/\mu|_U$.

1. $P(x, u)$ is identical with the set of all elements $f = et([a, b]_x, \bar{g}_0)$, where $t \in T$, $(a, b) \in \mu|_U$, $a \neq b$, and $et(b, \bar{g}_0(x)) = u$.

2. Where $f = et([a, b]_x, \bar{g}_0) \in P(x, u)$, we have that $f$ is $\mu_X$ equivalent to $g = et(\langle a \rangle, \bar{g}_0) \in Q(x, M)$ and both $f$ and $g$ take all their values in the body of $U$ (since $et_{\bar{g}_0(u)}|_U$ is a permutation for all $y \in X$).

3. For each $q \in Q(x, M)$ there is $f \in P(x, u)$ such that $(f, q) \in \mu_X$.

4. $|P(x, u)/\mu_X| = |Q(x, M)/\mu_X|$.

Assertions (1) and (2) can easily be proved by an extension of our argument for Claim 1. We prove (3). Statement (4) follows from (2) and (3).

To prove (3), let $q \in Q(x, M)$. Write $q = et(\langle a \rangle, \bar{g}_0)$, $t \in T$, $a$ in the body of $U$. Tame congruence theory tells us that $et_{\bar{g}_0(x)}|_{M'}$ is a bijection between $M'$ and $M$. Choose $a', b' \in M'$ such that $et(b', \bar{g}_0(x)) = u$ and $a' \neq b'$. Write $f = et([a', b']_x, \bar{g}_0)$. Now clearly, $f \in P(x, u)$ and $(f, q) \in \mu_X$.

**Claim 7.** For all $x, x' \in X$ and for all $b, b'$ in the body of $U$, $|P(x, b)/\mu_X| = |P(x', b')/\mu_X|$.

To prove this claim, let $x, x' \in X$, let $b$ and $b'$ be two elements of the body of $U$, and put $M = b/\mu|_U$, $M' = b'/\mu|_U$. Since $\mu$ is a minimal congruence, there is some $p \in \Pi_{A(U)}$ with $p(M) = M'$; $p$ gives rise to $p_X \in \Pi_{D(D(U))}$. Obviously, $p_X$ maps $Q(x, M)$ bijectively onto $Q(x, M')$, and this mapping preserves $\mu_X$ and its complement. Hence $|Q(x, M)/\mu_X| = |Q(x, M')/\mu_X|$.

Let $M_0, \ldots, M_{\ell-1}$ be a one-to-one list of all the traces in $U$. Then $Q/\mu_X$ is partitioned as the disjoint union of the sets $Q(x, M_i)/\mu_X$ $(i < \ell)$ (for a fixed $x \in X$). Since all these sets are of equal cardinality, then for each $x$ and for each trace $M$ and each $u \in M$,

$$|P(x, u)/\mu_X| = |Q(x, M)/\mu_X| = |Q/\mu_X|/\ell.$$  

This establishes Claim 7.

Now combining the above equalities with the formula of Claim 5, we obtain

**Claim 8.** For $B \in X/E$ and $\lambda \in M'(U)$, we have

$$|Mov(\sigma(B, \lambda))| = |B| \cdot |\text{Mov}(\lambda)| \cdot |Q/\mu_X|/\ell,$$  

where $\ell$ is the number of $(0_A, \mu)$-traces included in $U$. 


We can now conclude the proof of this lemma. Suppose that \( |X/E| = H \) and let \( \bar{e} = (e_0, \ldots, e_{H-1}) \) be the sequence of block sizes of \( E \). As before, let
\[
\{\chi_0, \ldots, \chi_{\alpha-1}\} = M(V), \quad |M(V)| = \alpha, 
\]
and now put \( \bar{n}' = (\ell n_0, \ldots, \ell n_{\alpha-1}) \), where \( n_i = |\text{Mov}(\chi_i)| \) and \( \ell \) is from Claim 8. Put
\[
\{\lambda_0, \ldots, \lambda_{\delta-1}\} = M'(U), \quad |M'(U)| = \delta, 
\]
and put \( \bar{m} = (m_0, \ldots, m_{\delta-1}) \) and \( \bar{m}' = (qm_0, \ldots, qm_{\delta-1}) \), where \( m_i = |\text{Mov}(\lambda_i)| \) and \( q = |Q/\mu X| \).

The equation of Claim 8 is equivalent to
\[
\bar{n}' \sim \bar{e} \cdot \bar{m}'.
\]
i.e., \( \bar{n}' \) is the product of the multi-sets \( \bar{e} \) and \( \bar{m}' \), as defined at the end of Section 4. The sequence \( \bar{n}' \) is an invariant of \( \mathbf{R} \). The sequence \( \bar{m} \) is an invariant of \( \mathbf{A} \), i.e., is independent of \( (X, E) \), and so the displayed formula shows that the number \( H = \alpha/\delta \) is an invariant of \( \mathbf{R} \). The number \( q \) will be shown in Claim 9 below to be a function of \( \mathbf{A} \) and \( H \), yielding that the sequence \( \bar{m}' \) is also an invariant of \( \mathbf{R} \).

As we remarked at the end of Section 4, the Lovász cancellation theorem, applied to finite equivalence relation structures, yields that \( \bar{e} \cdot \bar{m}' \sim \bar{e} \cdot \bar{m}' \) implies \( \bar{e} \sim \bar{e} \), where \( \sim \) here means equal after permutation of the list. Thus, finally, the sequence \( \bar{e} \) can be recovered from the abstract structure of \( \mathbf{R} \) (and of \( \mathbf{A} \)). It is the unique solution of the displayed equation, up to \( \sim \)-equivalence.

The number of generators of \( \mathbf{R} \) is bounded by \( |G_0 \cup G_1| \), which is dominated by \( 2|X| |A|^2 \). If \( |X| = 3n + 1 \), \( n \geq 3 \), then the number of non-isomorphic equivalence relation structures \( (X, E) \) satisfying our initial conditions is greater than the number \( \pi(n) \) of partitions of \( n \). Thus we find that
\[
\pi(n) \leq G_Y (2a^2(3n + 1)) \leq (2a)^C (3n + 1)^C,
\]
where \( a = |A| \). For large \( n \), this is impossible.

Claim 9. The number \( q = |Q/\mu X| \) is a function of \( H = |X/E| \).

To see this, choose a transversal \( Y \subseteq X \), where \( |Y \cap B| = 1 \) for all \( B \in X/E \). Let \( \mathbf{D}_0 \) be the subalgebra of \( \mathbf{D} \) generated by \( G_0 \). The restriction map \( \eta : f \mapsto f|_Y \) yields an isomorphism of \( \mathbf{D}_0 \) with \( \mathbf{Q}_Y (\mathbf{A}) \). We have \( Q \subseteq D_0 \), and the subset \( \eta(Q) \) of \( \mathbf{Q}_Y (\mathbf{A}) \) is easily characterized. It is the set \( \Delta \) of all elements \( f \) which can be expressed as \( \eta t(h) \) for some term \( t \) and tuple \( h \) of elements of \( \mathbf{Q}_Y (\mathbf{A}) \), where \( t \) has the property that for all \( \bar{c} \), \( \eta t|_U \) is a permutation. Thus \( |Q/\mu X| = |\Delta/\mu X| \).

8. TYPE 1 MONOLITH, PART II

We are now ready to begin the (rather complicated) construction which will finish the proof of Theorem 7.3.

We continue to use the notation \( P_n \) from Definition 7.3, recalling that \( s_u(A) = U \) and \( s_u \) is idempotent for all \( \bar{y} \in A^k \).

For any \( n + 1 \)-ary polynomial \( p(x, \bar{y}) \) and \( \bar{c}, \bar{d} \in \mathbb{A}^n \), we define
\[
E(p, \bar{c}, \bar{d}) = \{ x \in A : p(x, \bar{c}) = p(x, \bar{d}) \}.
\]
Using the assumption that \( \mathbf{A} \) is non-Abelian, we now choose an \( m + 1 \)-ary term \( t_0 \) such that
\[
\emptyset \neq E(s_{a} t_0, \bar{c}, \bar{d}) \neq A, \quad \text{for some } \bar{c}, \bar{d} \in \mathbb{A}^m.
\]
Before proceeding further, we define some constants. We put

\( M_0 = 2|A|^{k+2m} \), where \( k \) and \( m \) are determined in the paragraph above.

\( M_1 = 2|U|^2. \)

\( M_2 = 4(M_1)^3 + 12. \)

\( M_3 \) is the least positive integer such that \( M_3 > \max(M_2, |U|^{2M_1+3}) \), and whenever the set of two-element subsets of a set of size \( M_3 \) is colored in two colors, there exists a subset of size \( 2M_1 \) such that all of its two-element subsets have the same color. (This is a Ramsey number.)

Now let \((X,E)\) be any finite equivalence relation structure such that

(E1) There is a unique singleton equivalence class for \( E \), and each non-singleton class has more than \( M_0 \) elements.

(E2) \(|X| \geq 2M_3 + 1. \)

**Definition of** \( D(X) \). We define \( G(X) \) to be the set of all \( f \in A^X \) such that for some \( a \in A \),

\[ ||f \neq a|| \leq M_2. \]

We define \( D = D(X) \) as the subalgebra of \( A^X \) generated by \( G(X) \).

**Definition of** \( R(X,E) \). Let

\[ \Gamma = \{(a, b)_x, (a, b)_y : (a, b) \in \mu|_U, a \neq b, (x, y) \in E \}. \]

We define \( \Theta \) as the congruence of \( D \) generated by \( \Gamma \), and we put \( R = R(X, E) = D/\Theta \).

We now begin the rather extended analysis that will eventually allow us to prove that \((X,E)\) is recoverable, up to isomorphism, from \( R(X,E) \).

**Claim 1.** For \( f, g \in D(U) \) we have that \((f,g) \in \Theta \) if and only if \( f = g \) or there exists \( \tau \in \Pi_D(D(U)) \) (a polynomially defined permutation of \( D(U) \)) such that \((\tau(f), \tau(g)) \in \Gamma \). In fact, for any \( f \in D(U) \), if \( f/\Theta|_{D(U)} \neq \{f\} \), then there is \( \tau \in \Pi_D(D(U)) \), a block \( B \) of \( E \), and \((a, b) \in \mu|_U \) (\( a \neq b \)) such that

\[ f/\Theta|_{D(U)} = \tau^{-1}(\{(a, b)_x : x \in B\}). \]

As a consequence, if \( f \neq g \), \((f,g) \in \Theta \) and \( \{f,g\} \subseteq D(U) \), then

\[ \|f \neq g\| = \{x, y\}, \text{ where } x \neq y \text{ and } (x, y) \in E. \]

Moreover, for \((a, b) \in \mu|_U \), \( a \neq b \), and for any block \( B \) of \( E \) and \( x \in B \),

\[ [a, b]_x/\Theta|_{D(U)} = \{[a, b]_y : y \in B\}. \]

Finally, for \( f = \langle a \rangle \), \( a \in U \), we have that \( f/\Theta|_{D(U)} = \{f\} \).

To prove Claim 1, suppose that \((f,g) \in \Theta|_{D(U)} \), \( f \neq g \). Then there is a polynomial \( p \) of \( D \) and \((h,k) \in \Gamma \) such that \( s_h p(h) = f \neq s_k p(k) \). Let us write \( h = [a, b]_x \), \( k = [a, b]_y \), \( (x, y) \in E \). Also, write \( p(z) = t(z, \alpha) \), where \( \alpha \in D^n \) for some \( n \), and \( t \) is a term. Clearly, \( s_t (t(a, \alpha(x))) \neq s_t (t(b, \alpha(x))) \), or the same with \( x \) exchanged by \( y \). By Lemma 4.4, the functions \( s_t (u, \alpha(v))|_U \) (functions of \( u \) parametrized by \( v \in X \)) are mutually twin members of \( \Pi_A(U) \). By iterating \( s_t p \) we obtain \( \tau \) which is the inverse of \( s_h p \) on \( U^X \). Of course, we have that \( \tau(f) = h = [a, b]_x \). Since \( \tau \in \Pi_D(D(U)) \), it then carries \( f/\Theta|_{D(U)} \) bijectively onto \([a, b]_x/\Theta|_{D(U)}, \text{ and } \tau(g) \) belongs to this set.
Let $B$ be the block of $E$ containing $x$. We claim that

$$[a, b]_x/\Theta|_{D(U)} = \{[a, b]: w \in B\}.$$  

To see this, it suffices to show that for any $(c, d) \in \Gamma$ and for any polynomial $q$ of $D$, if

$$s_\Theta(q([c, d])_r) = [a, b]_w \neq s_\Theta(q([c, d])_s),$$

where $w \in B$, then $w = r$ and $s_\Theta(q([c, d])_s) = [a, b]_s$, where of course $s \in B$ since $(r, s) \in E$.

So let $(c, d), (c, d)_s \in \Gamma$ and $s_\Theta(q([c, d])_r) = [a, b]_w \neq s_\Theta(q([c, d])_s)$. As above, we find that $s_\Theta(q|_{D(U)} \in \Pi(D(D(U)))$, and at every coordinate it is acting as a bijection of $c/\mu_U$ onto $a/\mu_U$. Thus by Lemma 7.7 there is some $\lambda \in \Pi_U$ such that this function on $D(U)$ is acting as $\lambda$ at every coordinate; i.e., for $h \in X^U$, $s_\Theta(h) = \lambda(h)$. We then find that $a = \lambda(c)$ and $b = \lambda(d)$, and $r = w$. It also follows immediately that $s_\Theta(p([c, d])_s) = [a, b]_s$.

Essentially the same argument shows that for $a \in U$, $[a/\Theta|_U = \{[a]\}$. That concludes the proof of Claim 1.

Remark 1. The congruence $\Theta$ and algebra $R$ do not really depend on the choice of the minimal set $U$. Let $V$ be any $(\theta, \mu)$-minimal set. Since $V$ is polynomially isomorphic to $U$ in $A$, then $\Theta$ is generated also by the set

$$\Gamma_V = \{([a, b]_x, [a, b]_y) : (a, b) \in \mu_V, (x, y) \in E\}.$$  

Thus Claim 1 remains true if it is modified by substituting $V$ for $U$, $D(V)$ for $D(U)$, and $\Gamma_V$ for $\Gamma$.

Lemma 8.1. Let $\bar{u} \in A^k$.

1. Let $t(x, y)$ be any term (say $n+1$-ary). Then where $\bar{u} \in A^n$ and $\bar{v}, \bar{w} \in A^k$,

$$t_{\bar{v}} \circ s_{\bar{v}} \in P^n_s(A) \iff t_{\bar{v}} \circ s_{\bar{v}}|_{s_{\bar{v}}(A)} \text{ is one-to-one. Moreover, this property is independent of the choice of } \bar{u}, \bar{v}, \bar{w}.$$

2. Let $t(x, y)$ be any term (say $n+1$-ary). Let $\bar{u} \in A^n$, $\bar{v}, \bar{e} \in A^k$, $\bar{v} \in D^n$, and $\bar{b} \in D^k$, and put $p(f) = t_{\bar{v}} \circ s_{\bar{v}}(f)$ and $\pi(f/\Theta) = p(f)/\Theta$ for $f \in D$. Then $\pi \in P^n_s(R)$ iff $p \in P^n_s(D)$ and $t_{\bar{v}} \circ s_{\bar{v}} \in P^n_s(A)$.

3. $D(U) \in P_s(D)$, and for all $p \in P^n_s(D)$ we have $p(D(U)) = p(D)$, and there is a polynomial $q$ of $D$ such that $q(D) = D(U)$ and $q$ is the identity on $D(U)$, while $pq$ is the identity on $p(D)$.

4. Where $R(U)$ is defined to be $D(U)/\Theta$, we have $R(U) \in P_s(R)$, and for all $\pi \in P^n_s(R)$, we have $\pi(R(U)) = \pi(R)$, and there is a polynomial $\nu$ of $R$ such that $\nu(\pi(R)) = R(U)$, $\nu\pi$ is the identity on $R(U)$ and $\nu\pi$ is the identity on $\pi(R)$.

Proof. Statements (1), (3), and (4) are consequences of Definition 7.3, Lemma 7.6, and Corollaries 7.8 and 7.9. For the non-obvious part of statement (2), suppose that $t_{\bar{v}} \circ s_{\bar{v}} \notin P^n_s(A)$. Choose any $x_0 \in X$. According to (1), there are $a_0, a_1 \in s_{\bar{u}}(x_0)(A)$, $a_0 \neq a_1$ with $t_{\bar{v}}(x_0) \circ s_{\bar{v}}(a_0) = t_{\bar{v}}(x_0) \circ s_{\bar{v}}(a_1)$. There are $g_0, g_1 \in D$ with $g_i(x_0) = a_i$ (for $i \in \{0, 1\}$) and $g_0(x) = g_1(x)$ for all $x \neq x_0$. Let $f_i = s_{\bar{u}}(g_i)$. Then $f_i(x_0) = a_i$ and $f_0(x) = f_1(x)$ when $x \neq x_0$. Thus $p(f_0) = p(f_1)$. Since $s_{\bar{u}}(D)$ is polynomially isomorphic with $D(U)$, it follows from Claim 1 that $f_0/\Theta \neq f_1/\Theta$. Thus $p$ is not one-to-one on $s_{\bar{u}}(D)$ and $\pi$ is not one-to-one on $s_{\bar{u}}(D)$. For any $\bar{b} \in D^k$, $s_{\bar{u}}(D)$ and $s_{\bar{u}}(D)$ are polynomially isomorphic via $s_{\bar{v}}$ and $s_{\bar{w}}$; thus $p$ fails
to be one-to-one on \( s_\pi(D) \) and \( \pi \) fails to be one-to-one on \( s_{\pi/\Theta}(R) \). We conclude that
\( p \notin P^\circ(D) \) and \( \pi \notin P^\circ(R) \).

We remark that we are using, as usual, \( \mu_X \) to denote the kernel of the homomorphism \( D \rightarrow (A/\mu)^X \), and obviously, we have \( \Theta \subseteq \mu_X \).

**Claim 2.** Let \( t \) be any \( n+1 \)-ary term. Let \( \bar{f}, \bar{g} \in D^n \) be such that \( \emptyset \neq E(t, \bar{f}, \bar{g}) \) (calculated in \( D \)). Then for all \( u \in D, (t(u, \bar{f}), t(u, \bar{g})) \in \mu_X \). Let \( \bar{v}, \bar{w} \in R^n \) be such that \( \emptyset \neq E(t, \bar{v}, \bar{w}) \) (calculated in \( R \)). Then for all \( u \in R, (t(u, \bar{v}), t(u, \bar{w})) \in \mu_X/\Theta \).

Both parts of this claim follow from the assumption that \( A/\mu \) is Abelian and from the fact that \( \Theta \subseteq \mu_X \).

The next result simplifies the study of the twin groups in \( D \) and \( R \) in which we shall be interested.

**Lemma 8.2.** Suppose that \( p \in P^\circ(D) \). Since \( p(D) \) is polynomially isomorphic to \( D(U) \), there is an idempotent polynomial \( e' \) of \( D \) such that \( e'(D) = p(D) \). Now let \( t(x, y) \) be a term, say \( r+1 \)-ary, let \( \bar{h} \in D^r \), and for \( z \in p(D) \) put \( f(z) = e'(z, \bar{h}), \) and \( g(z/\Theta) = f(z/\Theta) \). Then
1. \( \) If \( g \in \Pi_R(p(D)/\Theta) \), then \( f \in \Pi_D(p(D)) \).
2. \( \) If \( g \) is the identity on \( p(D)/\Theta \), then \( f \) is the identity on \( p(D) \).
3. \( \) If \( g \in Tw_R(p(D)/\Theta) \), then \( f \in Tw_D(p(D)) \).

**Proof.** Let \( K: D(U) \rightarrow p(D) \) and \( L: p(D) \rightarrow D(U) \) be mutually inverse bijections obtained as restrictions of polynomials. Choose \( (a, b) \in \mu_U \setminus 0_U \).

Now suppose first that \( f \notin \Pi_D(p(D)) \). Then \( LFK \) is not a permutation of \( D(U) \).

By Lemma \( \ref{lem:mu_X} \) at every coordinate, \( LFK \) collapses traces. Then \( LFK((a)) = LFK((b)) \). This means that \( f(K((a))) = f(K((b))) \). Since \( (a, b) \notin \Theta \), by Claim 1 it follows that \( g \notin \Pi_R(p(D)/\Theta) \).

Now, assume that \( g \) is the identity. This means that for all \( z \in D(U) \), \( LFK(z) \Theta z \). There cannot be three distinct coordinates at which \( LFK \) is not acting as the identity on \( U \), for then there would be \( z \in D(U) \) with \( LFK(z) \) differing from \( z \) at three coordinates, making \( LFK(z) \Theta z \) impossible by Claim 1. Thus there is a coordinate at which \( LFK \) is acting as the identity. Then it follows that at every coordinate, the action of \( LFK \) belongs to \( Tw_A(U) \) and fixes the element \( a \) (since \( LFK((a)) \Theta a \) implies \( LFK((a)) = (a) \) by Claim 1). Hence it follows with Lemma \( \ref{lem:mu_X} \) that at every coordinate, \( LFK \) is acting as the identity. This means that \( LFK \) is the identity permutation of \( D(U) \), implying that \( f \) is the identity on \( p(D) \).

Finally, assume that \( g \in Tw_R(p(D)/\Theta) \), so that \( f \notin \Pi_D(p(D)) \). For some term \( t' \), there are tuples \( \bar{h} \) and \( \bar{k} \) in \( D \) so that for \( z \in p(D) \), \( e'(z, \bar{h})/\Theta = g(z/\Theta) \) and \( e'(z, \bar{k})/\Theta = z \). From what we just proved above, \( e'(z, \bar{k}) = z \) for all \( z \in p(D) \).

Thus by Lemma \( \ref{lem:mu_X} \), \( e'(z, \bar{h}) = f'(z) \) defines \( f' \in Tw_D(p(D)) \). Then \( f^{-1}f' \in \Pi_D(p(D)) \) and \( f^{-1}f'(z) \Theta z \) for all \( z \in p(D) \). Thus again, it follows that \( f^{-1}f'(z) = z \) for \( z \in p(D) \), implying that \( f = f' \in Tw_D(p(D)) \). This finishes our proof of the lemma.

**Orbits of a twin group.** Let \( C \) be a subset of an algebra \( B \in V \). We shall be writing \( u \sim v \) to mean that elements \( u \) and \( v \) of \( C \) are in the same orbit of \( Tw_B(C) \) acting on \( C \). (When the notation \( u \sim v \) is used, the algebra \( B \) and set \( C \) are to be determined from the context.)
Remark 2. Let \( p \in P^e_\Theta(D) \) and \( \{f, g\} \subseteq p(D) \). As a consequence of Claim 1 and Lemma 8.1 if \((f, g) \in \Theta\), then either \( f = g \) or \(|f \neq g| = 2\). Using Lemmas 7.1 and 8.2, we see that if \( \{h, k\} \subseteq p(D) \) and \( h/\Theta \bowtie k/\Theta \) with respect to the twin group induced by \( R \) on \( p(D)/\Theta \), then for all but at most two \( x \in X \) we must have \( h(x) \bowtie k(x) \) in the group induced by \( A \) on the \( x \)th projection of \( p(D) \) (which is a \((0_A, \mu)\)-minimal set).

The next three lemmas contain key observations.

Lemma 8.3. Let \( p \in P^e_\Theta(D) \) and \( \pi(z/\Theta) = p(z)/\Theta \). Suppose that \( y_0 \in X \) and \( (f_i, g_i), 0 \leq i \leq 2|U|^2 \), are pairs of elements of \( p(D) \) such that for all \( i \), \( f_i/\Theta g_i \) and \( f_i(y_0) \neq g_i(y_0) \). There exists \( i < j \leq 2|U|^2 \) such that \( f_i/\Theta \bowtie f_j/\Theta \) (with respect to the twin group that \( R \) induces on the set \( \pi(R) \)).

Proof. We can replace \( p(D), \pi(R) \) by the polynomially isomorphic \( s_\Theta(D) = D(U) \) and \( s_\Theta(R) = R(U) \). Thus we assume that \( f_i, g_i \) belong to \( D(U) \). Since \( f_i, g_i \), by Claim 1, we can find \( p_i \in \Pi_\Theta(D(U)) \) and \( (c_i, d_i) \in \mu \) such that

\[
\{p_i(f_i), p_i(g_i)\} = \{[c_i, d_i]_{y_0}, [c_i, d_i]_{z_i}\}.
\]

Now \( \Pi_\Theta(D(U)) \) contains the permutation \( \chi = \xi_X \), where \( \xi = p_1^{y_0} \) (since \( D \) is a diagonal subalgebra of \( A^X \)). By multiplying \( p_i \) on the left by \( \chi^{-1} \), we can assume that \( p_i \in Tw_\Theta(D(U)) \) and at the coordinate \( y_0, p_i \) acts as the identity.

Now by cardinality considerations, there exist \( i < j \) such that

\[
(f_i(y_0), g_i(y_0)) = (f_j(y_0), g_j(y_0))
\]

and either \( c_i = c_j = f_i(y_0) \), or else \( d_i = d_j = f_i(y_0) \). The cases are essentially symmetric. Suppose that \( c_i = c_j = f_i(y_0) \), so that \( d_i = d_j = g_i(y_0) \). In this case,

\[
p_i(g_i) = [c_i, d_i]_{y_0} = [c_j, d_j]_{y_0} = p_j(g_j).
\]

Since \( p_i, p_j \in Tw_\Theta(D(U)) \), this shows that \( g_i \bowtie g_j \) and hence that

\[
f_i/\Theta = g_i/\Theta \bowtie g_j/\Theta = f_j/\Theta.
\]

Thus ends the proof of this lemma.

\( \square \)

Lemma 8.4.

\begin{enumerate}
\item Let \( \{f, f'\} \subseteq D(U) \) and assume that \( \{x_0, x_1\} \subseteq X, x_0 \neq x_1, \) and \( f(x_i) \bowtie f'(x_i) \) with respect to \( Tw_\Theta(U) \) for \( i = 0 \) and \( i = 1 \). Then \( f/\Theta \bowtie f'/\Theta \) with respect to \( Tw_\Theta(R(U)) \) if the following conditions are satisfied (in which \( \bowtie \)

\( f_0(x) \bowtie f_1(x) \bowtie f(x) \)) is understood to be with respect to \( Tw_\Theta(U) \):

\begin{enumerate}
\item For some \( e \in \{f(x_0), f(x_1)\} \), for all \( x \in X \setminus \{x_0, x_1\} \) we have \( f(x) \bowtie f(x) \bowtie e \).
\item \( f_i(x_i) \bowtie f(x_{i-1}) \) for each \( i \in \{0, 1\} \).
\item \( (x_0, x_1) \in E, \) and there exist \( c \bowtie f(x_0) \) and \( d \bowtie f(x_1) \) such that \( (c, d) \in \mu \).
\end{enumerate}

\item Let \( p \in P^e_\Theta(D) \), and for \( f \in D, \) put \( \pi(f/\Theta) = p(f)/\Theta \). Suppose that \( \{f, f'\} \subseteq p(D) \), that \( \{x_0, x_1\} \subseteq X, x_0 \neq x_1, \) and \( f(x_i) \bowtie f'(x_i) \) with respect to \( Tw_\Theta(p(A)) \) for \( i = 0 \) and \( i = 1 \), and that \( f/\Theta \bowtie f'/\Theta \) with respect to \( Tw_\Theta(\pi(R)) \). Then there are \( x_2, x_3 \in X \) such that whenever \( \{u, u'\} \subseteq p(D) \)

\end{enumerate}
and \( u(x) = f(x) \) and \( u'(x) = f'(x) \) for all \( x \in \{ x_0, x_1, x_2, x_3 \} \), then \( u/\Theta \not\sim u'/\Theta \).

**Proof.** To prove (1), let \( \{ f, f' \} \subseteq D(U) \), \( \{ x_0, x_1 \} \subseteq X \) satisfy the conditions stated in the first sentence of (1). Suppose first that \( f/\Theta \not\sim f'/\Theta \) with respect to \( Tw_R(R(U)) \). Then by Lemma 8.2, there is \( q \in Tw(D(U)) \) so that \( q(f) \Theta f' \).

Now \( q(f)(x) \not\sim f(x) \) for all \( x \in X \) (with respect to \( Tw_{A}(U) \)), and so \( q(f) \) must differ from \( f' \) at \( x_0 \) and \( x_1 \). Since \( q(f) \Theta f' \), then by Claim 1, \( (x_0, x_1) \in E \) and there is \( r' \in \Pi_D(D(U)) \) and \( (c, d) \in \mu[U] \), \( c \neq d \), so that \( \{ r(q(f)), r(f') \} = \{ c, d \} \). Let \( u \in D(U) \), \( r(u) = (r_x(u(x)) : x \in X) \); put \( t(u) = r_{x_0} \circ u \) and put \( t' = t^{-1} \circ r \).

Thus \( r' \in Tw_D(D(U)) \) and \( \{ r'(q(f)), r'(f') \} = \{ [c', d'], x_0, x_1 \} \) with \( (c', d') \in \mu \). Now for all \( x \in X \), \( f(x) \not\sim r'(q(f))(x) \) and \( f'(x) \not\sim r'(f')(x) \). It should be obvious that this establishes that (i)–(iii) hold.

Conversely, suppose that (i)–(iii) are satisfied. Let \( (c, d) \in \mu \) be as in (iii). Thus \( f(x_0) \not\sim c \not\sim f'(x_1) \) and \( f'(x_0) \not\sim f(x_1) \). There are two cases: either we have \( f(x) \not\sim f'(x) \) for all \( x \in X \setminus \{ x_0, x_1 \} \), or we have \( f(x) \not\sim f'(x) \not\sim d \) for all \( x \in X \setminus \{ x_0, x_1 \} \). In the first case, choose for all \( x \in X \setminus \{ x_0, x_1 \} \) some \( r_x, t_x \in Tw_{A}(U) \) with \( r_x(f(x)) = c = t_x(f'(x)) \), and choose \( r_{x_0}, r_{x_1}, t_{x_0}, t_{x_1} \in Tw_{A}(U) \) so that

\[
(r_{x_0}(f(x)), r_{x_1}(f(x))) = (c, d) = (t_{x_0}(f'(x)), t_{x_0}(f'(x))).
\]

By Lemma 8.1, there are \( r, t \in Tw_{A}(D(U)) \) with \( r(u) = (r_x(u(x)) : x \in X) \), \( t(u) = (t_x(u(x)) : x \in X) \), for all \( u \in D(U) \). Clearly, \( r(f) = [c, d]_{x_1} \) and \( t(f') = [c, d]_{x_0} \).

Here, \( r(f) \Theta t(f') \). Thus \( t^{-1}r(f) \Theta t^{-1}r(f') \in Tw_{A}(D(U)) \), which shows that \( f/\Theta \not\sim f'/\Theta \) with respect to the group \( Tw_R(R(U)) \), as required. The proof in the second case is essentially the same.

To prove (2), note that since \( p(D) \) is polynomially isomorphic in \( D \) to \( D(U) \), then we lose no generality by assuming that \( p(D) = D(U) \). Then by statement (1), one of (i), (ii), (iii) fails. If (ii) or (iii) fails, then statement (1) implies that we get the desired result by taking \( x_2 = x_3 = x_0 \). If (i) fails, then there are \( x_2, x_3 \in X \setminus \{ x_0, x_1 \} \) so that \( \gamma(f(x_2) \not\sim f'(x_2) \not\sim f(x_0)) \) and \( \gamma(f(x_3) \not\sim f'(x_3) \not\sim f(x_1)) \).

Then for \( u, u' \in D(U) \) agreeing with \( f, f' \) respectively at \( x_0, x_1, x_2, x_3 \), statement (1) implies that \( u \not\sim u' \) relative to \( Tw_{D}(D(U)) \), as desired. \( \square \)

**Lemma 8.5.** Let \( \{ f, f' \} \subseteq D(U) \) and assume that \( \{ x_0, x_1 \} \subseteq X \), \( x_0 \neq x_1 \), and \( [f \neq g] = \{ x_0, x_1 \} \).

(1) \( (f, f') \in \Theta \) if and only if the following conditions are satisfied:

(i) \( (x_0, x_1) \in E \) and \( (f(x_0), f'(x_0)) \in \mu \).

(ii) There is \( \sigma \in Tw_{A}(U) \) with \( (\sigma(f(x)), \sigma(f'(x))) = (f'(x_0), f(x_0)) \).

(iii) For some \( e \in \{ f(x_0), f'(x_0) \} \), for all \( x \in X \setminus \{ x_0, x_1 \} \) we have \( f(x) \not\sim e \) with respect to the group \( Tw_{A}(U) \).

(2) If \( (f, f') \notin \Theta \), then there are \( x_2, x_3 \in X \) such that whenever \( \{ u, u' \} \subseteq D(U) \) and \( (u(x), u'(x)) = (f(x), f'(x)) \) for all \( x \in \{ x_0, x_1, x_2, x_3 \} \), then \( (u, u') \notin \Theta \).

**Proof.** We use Claim 1. Suppose that \( (f, f') \in \Theta \) and choose \( \tau \in \Pi_D(D(U)) \) such that \( \{ \tau(f), \tau(f') \} = \{ [c, d]_{x_0}, [c, d]_{x_1} \} \) with \( (c, d) \in \mu \) and \( (x_0, x_1) \in E \). For \( u \in D(U) \), say \( \tau(u) = \tau_{x_0}(u(x)) : x \in X \). For \( x \in X \), put \( \sigma_x = \tau_{x_0}^{-1} \tau_x \), so that \( \sigma_x \in Tw_{A}(U) \). Now we have \( (\sigma_x(f(x)), \sigma_x(f'(x))) = (f'(x_0), f(x_0)) \). Moreover,
Let $\Lambda$ be the set of all systems $E(M)$. Then the number of orbits under $Tw$ is at least $M$. Conversely, if (i)–(iii) are satisfied, then by Lemma 7.1, there is $\tau \in Tw(D(U))$ with $\{\tau(f_0), \tau(f')\} = \{(c, d) \times (c, d)\}$, where $c = e$ and $\{c, d\} = \{f(x_0), f'(x_0)\}$. Thus $(f, f') \in \Theta$ in this case.

Thus (1) is proved. Assertion (2) is an immediate consequence of (1).

Definition 8.6. For $p \in P^\circ_x(A)$, we put $M(pt_0)$ equal to the set of pairs $(\bar{c}, \bar{d}) \in (A^m)^2$ such that $\emptyset \neq E(pt_0, \bar{c}, \bar{d}) \neq A$, and for all $\bar{c}', \bar{d}' \in A^m$, if $E(pt_0, \bar{c}, \bar{d}) < E(pt_0, \bar{c}', \bar{d})$, then $E(pt_0, \bar{c}, \bar{d}') = A$. 

Claim 3. Suppose that $\nu_{s_\bar{e}} \in P^\circ_x(A)$ with $\nu_{s_\bar{e}} = s_\bar{e}$. Then for any $\bar{u}, \bar{v} \in A^m$,

$$E(\nu_{s_\bar{e}}t_0, \bar{u}, \bar{v}) = E(s_\bar{e}t_0, \bar{u}, \bar{v}) \quad \text{and} \quad M(\nu_{s_\bar{e}}t_0) = M(s_\bar{e}t_0).$$

This claim is obvious. Recall that the numbers $M_1, M_3$ were defined in the fourth paragraph of this section.

Definition 8.7. Let the polynomial $\sigma$ of $R$ belong to $P^\circ_x(R)$. For $\bar{c}, \bar{d} \in (R^m)$, we put $(\bar{c}, \bar{d}) \in M'(\sigma t_0)$ if and only if the following are satisfied:

(M1): $\emptyset \neq E(\sigma t_0, \bar{c}, \bar{d}) < R$.

(M2): Let $\bar{c}', \bar{d}' \in (R^m)$ be such that $E(\sigma t_0, \bar{c}, \bar{d}) < E(\sigma t_0, \bar{c}', \bar{d}') < R$. Let

$$T = \{\sigma t_0(u, \bar{c}') : u \in E(\sigma t_0, \bar{c}, \bar{d})\}.$$

Then the number of orbits under $Tw_R(\sigma(R))$ containing members of $T$ is at most $M_1$.

(M3): Let $\bar{c}', \bar{d}' \in (R^m)$ be such that $E(\sigma t_0, \bar{c}, \bar{d}) \setminus E(\sigma t_0, \bar{c}', \bar{d}') \neq \emptyset$. Let

$$T = \{\sigma t_0(u, \bar{c}) : u \in E(\sigma t_0, \bar{c}, \bar{d}) \setminus E(\sigma t_0, \bar{c}', \bar{d}')\}.$$

Then the number of orbits under $Tw_R(\sigma(R))$ containing members of $T$ is at least $M_3 - 2$.

(M4): The number of orbits under $Tw_R(\sigma(R))$ of elements $\sigma t_0(u, \bar{c})$ with $u \in E(\sigma t_0, \bar{c}, \bar{d})$ is at least $M_3$.

Claim 4. For any $\nu_{s_\bar{e}} \in P^\circ_x(R)$ (so that there exists a polynomial $\xi$ with $\xi_{s_\bar{e}} = s_\bar{e}$), we have $M'(\nu_{s_\bar{e}}t_0) = M'(s_\bar{e}t_0)$.

Claim 4 is straightforward to prove, and we leave that to the reader.

The next two claims assert much deeper properties of $M'(\sigma t_0)$. The proofs are lengthy. We state both claims, prove Claim 6 first, and then prove Claim 5.

Claim 5. Suppose that $(\bar{c}, \bar{d}) \in M'(s_\bar{e}t_0)$. There exists a unique point $x_0 \in X$ and a unique subset $S \subseteq A$ so that whenever $\bar{b} \in D^k$ and $\{\bar{h}, \bar{k}\} \subseteq D^m$ with $\bar{r} = \bar{b}/\Theta$, $\bar{c} = \bar{h}/\Theta$, $\bar{d} = \bar{k}/\Theta$, then

\begin{align*}
(1) \quad & \{x \in X : E(s_{\bar{b}(x_0)}t_0, \bar{h}(x), \bar{k}(x)) \neq A\} = \{x_0\} \quad \text{and} \quad \{\bar{h}(x_0), \bar{k}(x_0)\} \in M(s_{\bar{b}(x_0)}t_0); \\
(2) \quad & S = E(s_{\bar{b}(x_0)}t_0, \bar{h}(x_0), \bar{k}(x_0)), \quad \text{and for all } f \in D, \text{ we have } f/\Theta \in E(s_\bar{e}t_0, \bar{c}, \bar{d}) \\
& \text{if and only if } f(x_0) \in S.
\end{align*}

Definition 8.8. We define $\Lambda$ to be the set of all systems

$$\{a^0, \bar{a}^1, e^0, \bar{e}^1, e^2, w_0, w_1, w_2\}$$

with $\bar{a}^i \in A^k$, $\bar{e}^i \in A^m$, $w_i \in A$ such that
Proof of Claim 6. Suppose that $x_0 \in X$ and $(a^0, \bar{a}^1, \bar{e}^0, \bar{e}^1, \bar{v}, \bar{w}, w_0, w_1, w_2) \in \Lambda$. Put $\bar{h} = [e^2, e^0]_{x_0}$, $\bar{k} = [e^2, e^1]_{x_0}$ so that $\bar{h}, \bar{k} \in D^m$, and put $\bar{b} = [\bar{a}^1, a^0]_{x_0} \in D^k$. Finally, put $\bar{c} = \bar{h}/\Theta$, $\bar{d} = \bar{k}/\Theta$, $\bar{\tau} = \bar{b}/\Theta$.

Then $(\bar{c}, \bar{d}) \in M'(s_\varphi t_0)$. Moreover, if it happens that

$$s_{\varphi \theta}t_0(w_0, e^0) = s_{\varphi \theta}t_0(w_1, e^2) = a',$$

then where $f = [w_1, w_0]_{x_0}$ and $b' = s_{\varphi \theta}t_0(w_0, e^1)$, we have $s_{\varphi \theta}t_0(f, \bar{h}) = \langle a' \rangle$ and $s_{\varphi \theta}t_0(f, \bar{k}) = [a', b']_{x_0}$.

**Remark 3.** Suppose that $a^0 \in A^k$ and $(\bar{e}^0, \bar{e}^1) \in M(s_{\varphi \theta}t_0)$ and

$$s_{\varphi \theta}t_0(w_0, e^0) = a' \neq b' = s_{\varphi \theta}t_0(w_0, e^1).$$

Choose $w \in E(s_{\varphi \theta}t_0, e^0, e^1)$, say

$$s_{\varphi \theta}t_0(w, e^0) = s_{\varphi \theta}t_0(w, e^1) = c'.

By Lemma 7.9 $s_{\varphi \theta}t_0(A) = U'$ is an $(0, \mu)$-minimal set. Since $s_{\varphi \theta}t_0(w, e^0) = s_{\varphi \theta}t_0(w, e^1)$ and $\Lambda/\mu$ is Abelian, then $(a', b') \in \mu$. Thus $a'$ and $b'$ lie in one of the traces of $U'$. Lemma 7.7 applies in this situation, and we conclude that $c'$ cannot be twin-equivalent (relative to the group $\text{Tw}_A(U')$) to both $a'$ and $b'$. It is easy to check that if $c' \not\equiv a'$, then $(\bar{a}^0, \bar{a}^0, \bar{e}^0, \bar{e}^1, \bar{e}^0, w_0, w_0, w) \in \Lambda$, while if $c' \not\equiv b'$, then $(\bar{a}^0, \bar{a}^0, \bar{e}^1, \bar{e}^0, \bar{e}^1, w_0, w_0, w) \in \Lambda$.

**Proof of Claim 6.** Throughout this proof, we shall write $p = s_\varphi$, $p_i = s_{\varphi^i}$ ($i \in \{0, 1\}$). Now $E(s_\varphi t_0, \bar{c}, \bar{d}) \neq R$ since $p_{\theta}t_0(f, \bar{h})$ is not $\Theta$-equivalent to $p_{\theta}t_0(f, \bar{k})$, as follows by Claim 1 and Remark 1. That $E(s_\varphi t_0, \bar{c}, \bar{d}) \neq \emptyset$ is a consequence of the fact that $E(p_{\theta}t_0, e^0, e^1) \neq \emptyset$. Thus we have verified ($M'1$).

To prove ($M'4$) for $s_\varphi, \bar{c}, \bar{d}$, choose pairwise disjoint two-element sets

$$\{y_i, z_i\} \subseteq X \setminus \{x_0\}, \ 0 \leq i < M = \lfloor (|X| - 1)/2 \rfloor.$$ 

For $i < M$, define $f_i \in D$ so that $f_i(x_0) \in E(p_{\theta}t_0, e^0, e^1)$, $f_i(y_i) = f_i(z_i) = w_1$ and $f_i(x) = w_2$ for all $x \in X \setminus \{x_0, y_i, z_i\}$. Now $u_i = f_i/\Theta$ belongs to $E(s_\varphi t_0, \bar{c}, \bar{d})$. We claim that where $v_i = s_{\varphi}t_0(u_i, \bar{c})$, then for $0 \leq i < j < M$ we have $v_i \not\equiv v_j$ with respect to the group $\text{Tw}_R(s_\varphi(R))$. This follows from Remark 2 and the observation that there are four $x \in X$ for which

$$\{p_{\theta}t_0(f_i(x), \bar{h}(x)), p_{\theta}t_0(f_j(x), \bar{h}(x))\} = \{p_{\theta}t_0(w_1, e^2), p_{\theta}t_0(w_2, e^2)\}.$$ 

Now $M_3 \leq M$ since we required, in condition (E2) at the beginning of this section, that $|X| \geq 2M_3 + 1$. This concludes our proof of ($M'4$).

Notice that since $\bar{h}$ differs from $\bar{k}$ only at $x_0$, then for any $z \in D$, we have, by Remark 2, that

$$z/\Theta \in E(s_\varphi t_0, \bar{c}, \bar{d}) \iff p_{\theta}t_0(z, \bar{h}) = p_{\theta}t_0(z, \bar{k})$$

$$\iff p_{\theta}t_0(z(x_0), e^0) = p_{\theta}t_0(z(x_0), e^1) \iff z(x_0) \in E(p_{\theta}t_0, e^0, e^1).$$
Next, to prove \((M'2)\) for \(s_\tau, c, d\), assume that \(\bar{f}/\Theta, \bar{g}/\Theta \in R^m (\bar{f}, \bar{g} \in D^m)\) are such that \(E(s_\tau \Theta, \bar{f}/\Theta, \bar{g}/\Theta) < E(s_\tau t_0, \bar{f}/\Theta, \bar{g}/\Theta) < R\). Choose \(z_0 \in D\) such that 
\[
z_0/\Theta \in E(s_\tau t_0, \bar{f}/\Theta, \bar{g}/\Theta) \setminus E(s_\tau t_0, \bar{f}/\Theta, \bar{g}/\Theta).
\]
and choose \(z_1 \in D\) such that 
\[
z_1/\Theta \notin E(s_\tau t_0, \bar{f}/\Theta, \bar{g}/\Theta).
\]

Now we look at cases.

\textbf{Case 1.} \(E(p_0 t_0, \bar{f}(x_0), \bar{g}(x_0)) = A\). In this case, we can choose \(x_2 \in X \setminus \{x_0\}\) such that \(p_1 t_0(z_1(x_2), \bar{f}(x_2)) \neq p_1(t_0(z_1(x_2), \bar{g}(x_2))\). Let \(z \in D\) be any element such that \(z(x_2) = z_1(x_2), z(x_0) \in E(p_0 t_0, \bar{e}_0, \bar{e}_1)\). Then \(p_0 t_0(z, \bar{f})(x_2) \neq p_0 t_0(z, \bar{g})(x_2)\), but \(p_0 t_0(z, \bar{f})\Theta p_0 t_0(z, \bar{g})\) (since \(z \in E(p_0 t_0, h, k)\) and \(E(s_\tau t_0, \bar{c}, \bar{d}) \subseteq E(s_\tau t_0, \bar{f}/\Theta, \bar{g}/\Theta)\)).

Thus by Remark 2, there is \(x = x(z) \in X \setminus \{x_0, x_2\}\), such that \([p_0 t_0(z, \bar{f}) \neq p_0 t_0(z, \bar{g})]\) = \(\{x, x_2\}\). Since \(D\) projects onto \(A^{M_2}\) at every set of \(M_2\) coordinates (our choice of generators), it easily follows, by allowing \(z\) to vary, and using the fact that no two elements of \(p(D)\) which disagree at just one place, or at more than two places, are \(\Theta\)-congruent (Remark 2), that \(x(z)\) is independent of \(z\) (call it \(x_1\)), and that \(E(p_1 t_0, \bar{f}(x_1), \bar{g}(x_1)) \subseteq A\) for all \(x \notin \{x_1, x_2\}\) and is empty for \(x \in \{x_1, x_2\}\).

Thus for \(z \in D\) with \(z(x_0) \in E(p_0 t_0, \bar{e}_0, \bar{e}_1)\)—i.e., with \(z \in E(p_0 t_0, h, k)\), we have the pair 
\[
(f^2, g^2) = (p_0 t_0(z, \bar{f}), p_0 t_0(z, \bar{g}))
\]
consisting of two functions which differ precisely at \(x_1\) and \(x_2\) and are \(\Theta\)-equivalent. By Lemma \ref{tseq} it follows that the elements \(f^2/\Theta\) represent no more than \(2|U|^2 = M_1\) distinct \(\Theta\)-equivalence classes in \(s_\tau(R)\). This finishes the proof of \((M'2)\) in Case 1.

\textbf{Case 2.} \(E(p_0 t_0, \bar{e}_0, \bar{e}_1) \subseteq E(p_0 t_0, \bar{f}(x_0), \bar{g}(x_0)) \neq A\). In this case, since \((\bar{e}_0, \bar{e}_1) \in M(p_0 t_0)\), then \(E(p_0 t_0, \bar{e}_0, \bar{e}_1) = E(p_0 t_0, \bar{f}(x_0), \bar{g}(x_0))\). Hence, in this case, 
\[
p_0 t_0(z_0 t_0, \bar{f}(x_0)) \neq p_0 t_0(z_0 t_0, \bar{g}(x_0))
\]
Since \(s_\tau t_0(z_0 t_0, \bar{f}) \Theta s_\tau t_0(z_0, \bar{g})\), it follows that there is \(x_2 \neq x_0\) such that 
\[
[s_\tau t_0(z_0, \bar{f}) \neq s_\tau t_0(z_0, \bar{g})] = \{x_0, x_2\}.
\]
Now, letting \(z\) vary over all elements of \(D\) such that \(z(x_0) \in E(p_0 t_0, \bar{e}_0, \bar{e}_1)\), and \(z(x_2) = z_0(x_2)\), we easily conclude, as in Case 1, that there are two distinct coordinates \(x \in X \setminus \{x_0\}\) at which \(E(p_1 t_0, f(x), \bar{g}(x))\) is empty and that all other coordinates in \(X \setminus \{x_0\}\) this set is \(A\). Now \([p_0 t_0(z_0, \bar{f}) \neq p_0 t_0(z_0, \bar{g})]\) = 3, contradiction.

\textbf{Case 3.} \(E(p_0 t_0, \bar{e}_0, \bar{e}_1) \not\subseteq E(p_0 t_0, \bar{f}(x_0), \bar{g}(x_0))\). In this case, choosing 
\[
p \in E(p_0 t_0, \bar{e}_0, \bar{e}_1) \setminus E(p_0 t_0, \bar{f}(x_0), \bar{g}(x_0))
\]
and considering arbitrary \(z \in D\) such that \(z(x_0) = p\), we find that there is \(x_1 \neq x_0\) such that \(E(p_1 t_0, f(x), \bar{g}(x))\) is \(A\) for all \(x \notin \{x_0, x_1\}\) and this set is empty at \(x = x_1\). Then it follows that \(x = x_0\), \(E(p_0 t_0, f(x_0), \bar{g}(x_0))\) is disjoint from \(E(p_0 t_0, \bar{e}_0, \bar{e}_1)\). Thus the same argument used in Case 1 can now be applied, substituting \(\{x_0, x_1\}\) for the set \(\{x_1, x_2\}\) used there. This completes our proof that \((M'2)\) holds.

Now to prove \((M'3)\) for \(s_\tau, \bar{c}, \bar{d}\), suppose that \(\bar{f}, \bar{g} \in (D^m)^2\) satisfy 
\[
E(s_\tau t_0, \bar{c}, \bar{d}) \setminus E(s_\tau t_0, \bar{f}/\Theta, \bar{g}/\Theta) \neq \emptyset.
\]
For this proof, we take $E_{\Theta}$ to be the set of $z \in D$ such that $z/\Theta$ belongs to $E_{(s+\Theta, f/\Theta, g/\Theta)}$. We choose $z_0 \in E(p_{t_0}, \tilde{h}, \tilde{k}) \setminus E_{\Theta}$; then we choose $x_1 \in X$ at which the functions $p_{t_0}(z_0, \tilde{f})$ and $p_{t_0}(z_0, \tilde{g})$ are unequal.

In this proof of (M′3), we will eventually find $z' \in E(p_{t_0}, \tilde{h}, \tilde{k}) \setminus E_{\Theta}$; and a set $Y$ of at most five points in $X$, including $\{x_0, x_1\}$, such that where $D_Y$ denotes the set of all $z \in D$ such that $z|_Y = z'|_Y$, we have $D_Y \cap E_{\Theta} = \emptyset$. Then repeating the proof of (M′4) above, using functions in $D_Y$ which take the value $w_1$ at two points outside $Y$, and the value $w_2$ at all other points outside $Y$, we can complete the proof of (M′3).

As a first approximation to the desired $Y$ and $z'$, take $Y = \{x_0, x_1\}$ and $z' = z_0$. (Note that we are not assuming that $x_0 \neq x_1$.) Let us assume that this doesn’t work. Then there is $z_1 \in D$ with $z_1(x) = z_0(x)$ for $x \in \{x_0, x_1\}$ and $z_1 \in E_{\Theta}$. Thus there exists $x_2 \neq x_1$ such that $(x_1, x_2) \in E$ and $p_{t_0}(z_1, \tilde{f})$ disagrees with $p_{t_0}(z_1, \tilde{g})$ precisely at $x_1$ and $x_2$. (Note that it may be that $x_2 = x_0$.) Suppose that there is $z_2 \in D$ which agrees with $z_1$ at $x_0, x_1, x_2$ such that $p_{t_0}(z_2, \tilde{f})$ disagrees with $p_{t_0}(z_2, \tilde{g})$ at some point $x_3$ distinct from $x_1$ and $x_2$. Then by Claim 1, all $z \in D$ which agree with $z_2$ on $Y = \{x_0, x_1, x_2, x_3\}$ lie outside $E_{\Theta}$, and so we are done in this case. Hence, we can assume that no such $z_2$ exists.

We now have that for all $x \notin \{x_0, x_1, x_2\}$,
$$E(p_{t_0}, \tilde{f}(x), \tilde{g}(x)) = A.$$  
Similarly, we can discard the possibility that $E(p_{t_0}, \tilde{f}(x), \tilde{g}(x)) \neq \emptyset$ for some $x \in \{x_1, x_2\} \setminus \{x_0\}$. Therefore, we now assume that
$$E(p_{t_0}, \tilde{f}(x), \tilde{g}(x)) = \emptyset \text{ if } x \in \{x_1, x_2\} \setminus \{x_0\}.$$  
Then if $p_{t_0}(z_0, \tilde{f})$ and $p_{t_0}(z_0, \tilde{g})$ agree at $x_2$, it follows that $x_2 = x_0$, and also that $p_{t_0}(z_1, \tilde{f})$ and $p_{t_0}(z_1, \tilde{g})$ agree at $x_2$, since $z_1(x_0) = z_0(x_0)$. This contradiction establishes that $x_2 \notin \{x_1, x_2\}$.

To conclude the argument for (M′3), we make a translation from $p(D)$ to $D(U)$ via polynomial isomorphism. Recall that $\tilde{a} \in A^k$ and $s_\Theta(A) = U$. Let $b' = [\tilde{a}, \tilde{a}]_0 \in D^k$. According to Lemma 7.4, $p|_{D(U)}$ and $s_\Theta|_{p(D)}$ are bijections from $D(U)$ to $p(D)$, and from $p(D)$ to $D(U)$, respectively, and there is a polynomial $q$ of $D$ such that $pq$ is the identity on $p(D)$ and $qp$ is the identity on $D(U)$.

We are going to be able to take $z' = z_0$. Put $f = q_{t_0}(z_0, \tilde{f}), f' = q_{t_0}(z_0, \tilde{g})$. Thus $[f \neq f'] = \{x_1, x_2\}$ and $\{f, f'\} \subseteq D(U), (f, f') \notin \Theta$. By Lemma 8.5 there is a set $Y$ of at most five points, including $\{x_0, x_1, x_2\}$, such that whenever $\{u, u'\} \subseteq D(U)$ and $u(x) = f(x)$ and $u'(x) = f'(x)$ for all $x \in Y$, then $\{u, u'\} \notin \Theta$. It follows that when $z \in D$ and $z$ agrees with $z_0$ on $Y$, then $z \notin E_{\Theta}$. This concludes our proof of (M′3) and also ends the proof of Claim 6.

Proof of Claim 5. Suppose that $(\tilde{c}, \tilde{d}) \in M'(s+\Theta)$. We begin by assuming that $(\tilde{c}, \tilde{d}) = (h/\Theta, \tilde{k}/\Theta)$ with $\tilde{h}, \tilde{k} \in D^m$ and that $\tilde{r} = \tilde{b}/\Theta$ with $\tilde{b} \in D^k$. We proceed to find the element $x_0 \in X$ and the set $S \subseteq A$ to satisfy statements (1) and (2) of this claim. Then we will need to demonstrate that $x_0$ and $S$ are independent of the choice of $\tilde{h}, \tilde{k}, \tilde{b}$.

For a while, we will operate under the following assumptions:
Assumption 1. For all \( z \in D \),

\[
z/\Theta \in E(s_\tau t_0, \bar{h}/\Theta, \bar{k}/\Theta) \iff z \in E(s_\theta t_0, \bar{h}, \bar{k}) .
\]

Assumption 2. There are \( x_0, x_1 \in X, x_0 \neq x_1 \), such that

\[
E(s_\theta(x) t_0, \bar{h}(x), \bar{k}(x)) \neq A \quad \text{for} \quad x \in \{x_0, x_1\} .
\]

Employing (M’4), we choose \( Z \subseteq D, |Z| = M_3 \), so that

\[
Z/\Theta \subseteq E(s_\tau t_0, \bar{h}/\Theta, \bar{k}/\Theta) ,
\]

and for all \( z \neq z', \{z, z'\} \subseteq Z \),

\[
s_\theta t_0(z, \bar{h})/\Theta \quad \text{and} \quad s_\theta t_0(z', \bar{h})/\Theta \quad \text{are not} \quad t_w-\text{related in} \quad s_\theta(D)/\Theta .
\]

For \( z \in Z \) we write \( f^z \) for \( s_\theta t_0(z, \bar{h}) \). We divide the set of two-element subsets of \( Z \) into two classes, \( C_1 \) and \( C_2 \), where \( \{z, z'\} \in C_i \) iff the set of \( x \in X \) such that \( f^z(x) \) and \( f^{z'}(x) \) are not \( t_w \)-related in \( s_\theta(\bar{h}) (A) \) is a one-element set \((i = 1)\) or a set of at least two elements \((i = 2)\). Since \( s_\theta(D) \) is polynomially isomorphic to \( D(U) \), it follows by Lemma 8.3 that each set \( \{z, z'\} \) belongs to one of these two classes.

By our choice of \( M_3 \) and \( M_1 \), for some \( i \in \{1, 2\} \), there is a set \( Z_i \subseteq Z, |Z_i| = 2M_1 \), such that all two-element subsets from \( Z_i \) belong to \( C_i \). Clearly, \( i = 1 \) is impossible, since \( 2M_1 > |U| \) and for all \( x, |U| = |s_\theta(x) (A)| \).

Thus \( i = 2 \). For each pair \( z, z' \in Z_2, z \neq z' \), we can choose, by Lemma 8.3, a set \( Y_{z, z'} \) of at most four elements of \( X \) so that whenever \( u, u' \in s_\theta(D) \) and \( u \) agrees with \( f^z \) on \( Y_{z, z'} \) and \( u' \) agrees with \( f^{z'} \) on the set \( Y_{z, z'} \), then \( u/\Theta \) and \( u'/\Theta \) are not \( t_w \)-related in \( s_\theta(R) \).

Define \( Y \) to be the union of all the sets \( Y_{z, z'} \) and the set \( \{x_0\} \). Thus

\[
|Y| \leq 4 \cdot 2M_1^2 + 1 \leq M_2 .
\]

We have that whenever \( \{z_0, z_1\} \) is a two element subset of \( Z_2 \) and \( \{u_0, u_1\} \subseteq s_\theta(D) \) and \( u_i = f^{z_i} \) on the set \( Y \), then \( u_0/\Theta \) and \( u_1/\Theta \) are not \( t_w \)-related in \( s_\theta(R) \).

Since \( |Y| \leq M_2 \), we can find \( h_0, k_0 \in D^m \) such that \( h_0(x) = k_0(x) \) for all \( x \neq x_0 \). \( h_0 \) agrees with \( \bar{h} \) at all \( x \in Y \), and \( k_0(x_0) = \bar{k}(x_0) \). By Assumption 1 and Assumption 2 above, we have that

\[
E(s_\tau t_0, \bar{h}/\Theta, \bar{k}/\Theta) < E(s_\tau t_0, \bar{h}_0/\Theta, \bar{k}_0/\Theta) \quad < \quad R .
\]

Now \( Z_2/\Theta \subseteq E(s_\tau t_0, \bar{h}/\Theta, \bar{k}/\Theta) \). For \( z \in Z_2 \), put \( f^z_0 = s_\theta t_0(z, \bar{h}_0) \). Then it is clear from the above observations that for \( z \neq z', \{z, z'\} \subseteq Z_2, f^z_0/\Theta \) and \( f^{z'}_0/\Theta \) are not \( t_w \)-related in \( s_\theta(R) \). Since \( |Z_2| = 2M_1 \), this contradicts (M’2) for \( \bar{h}, \bar{k} \).

The contradiction just obtained shows that Assumptions 1 and 2 above are not jointly tenable. Let us next assume for a moment that Assumption 1 fails. To handle this case, we can use Lemma 8.3.

Using the failure of Assumption 1, choose \( z \in D \) so that

\[
s_\theta t_0(z, \bar{h})/\Theta s_\theta t_0(z, \bar{k}) ,
\]

but these functions are unequal. Then choose \( x_2 \neq x_3 \) such that these functions differ precisely at \( x_2, x_3 \). Choose \( h_0, k_0 \in D^m \) such that \( h_0 = k_0 \) at all \( x \neq x_2 \) and at \( x_2 \) these functions agree with \( \bar{h}, \bar{k} \), respectively. Then

\[
z/\Theta \in E(s_\tau t_0, \bar{h}/\Theta, \bar{k}/\Theta) \setminus E(s_\tau t_0, \bar{h}_0/\Theta, \bar{k}_0/\Theta) .
\]
By (M’3) for $h/\Theta, k/\Theta$, and since $M_3 - 2 > 2|U|^2 = M_1$, we have $z_0, \ldots, z_{M_1}$ in $D$ such that where

$$(f_i, g_i) = (s_jt_o(z_i, h), s_jt_o(z_i, k)),$$

we have $f_i\Theta g_i, f_i(x_2) \neq g_i(x_2)$, and for no $i < j$ do we have $f_i/\Theta \ncong f_j/\Theta$ in $s_+(R)$. But this contradicts Lemma 8.3.

In this way, we have seen that Assumption 1 holds. Since Assumption 1 and Assumption 2 cannot both hold, then we have established that there is $x_0 \in X$ such that for all $x \neq x_0$, $E(s_{b(x)}t_0, h(x), k(x)) = A$ and $\emptyset \neq E(s_{b(x)}t_0, h(x), k(x)) \neq A$.

To finish the proof of Claim 5, statement (1), we must show that

$$(\bar{h}(x_0), \bar{k}(x_0)) \in M(s_{b(x_0)}t_0).$$

Assume not. Choose $\bar{u}, \bar{v} \in A^m$ such that

$$A \neq E(s_{\bar{b}(x)}t_0, \bar{u}, \bar{v}) > E(s_{\bar{b}(x)}t_0, \bar{h}(x_0), \bar{k}(x_0)).$$

Then we can produce $\bar{h}_0, \bar{k}_0 \in D^m$ which are equal at all $x \neq x_0$ and take at $x_0$ the values $\bar{u}, \bar{v}$. Clearly, we have that

$$E(s_{\bar{z}}t_0, h/\Theta, k/\Theta) < E(s_{\bar{x}}t_0, \bar{h}_0/\Theta, \bar{k}_0/\Theta) < R.$$ We are aiming at contradicting (M’2) for $h/\Theta, k/\Theta$. To achieve the contradiction, we have to be rather precise about our choice of the tuple of functions $\bar{h}_0$ restricted to $x \neq x_0$. Here is how we do it.

As usual, let $f^z = s_{\bar{b}0}(z, \bar{h})$ and choose a set $Z \subseteq E(s_{\bar{b}0}t_0, \bar{h}, \bar{k}), |Z| = M_3$, such that for $z \neq z'$ in $Z$, $f^z/\Theta$ and $f^{z'}/\Theta$ are not $\ncong$ related. Let $T$ denote the set of all $x \in X \setminus \{x_0\}$ such that for some $z, z' \in Z$, $f^z(x)$ and $f^{z'}(x)$ are not $\ncong$-related in $s_{b(x)}(A)$. Suppose that $|T| \leq 2M_1 + 1$. Since $|U|^{2M_1+2} < M_3$, there must then exist $z, z' \in Z, z \neq z'$, such that $f^z|_{T \cup \{x_0\}} = f^{z'}|_{T \cup \{x_0\}}$. But then, it follows from Lemma 7.1 that $f^z \ncong f^{z'}$ in $s_{\bar{b}}(D)$. This contradiction tells us that we can choose a set $Y \subseteq X \setminus \{x_0\}$, $|Y| = 2(M_1 + 1)$, such that for all $y \in Y$, there are $z, z' \in Z$ such that $f^z(y) \ncong f^{z'}(y)$. Write $Y = \{y_0, \ldots, y_{2M_1+1}\}$. For $y = y_i \in Y$, choose $z, z' \in Z$ with $f^z(y) \ncong f^{z'}(y)$, and put $p_i, q_i = (z(y_i), z'(y_i))$.

Of course, we choose $\bar{h}_0, \bar{k}_0$ so that $\bar{h}_0|_Y = \bar{h}_0|_Y = \bar{h}|_Y, \bar{h}_0(x_0) = \bar{k}_0(x_0) = \bar{u}$ for $x \in X \setminus (Y \cup \{x_0\})$ (and as we indicated, $\bar{h}_0(x_0) = \bar{u}, \bar{k}_0(x_0) = \bar{v}$). These functions belong to $D$ since $2M_1 + 3 \leq M_2$. For $0 \leq j \leq M_1$, let $z_j \in D$ be such that $z_j(y_i) = p_i$ for $i \in \{2j, 2j+1\}$ and $z_j(y_i) = q_i$ for $i \notin \{2j, 2j+1\}$, and $z_j(x) = s$ for $x \notin Y$, where $s$ is some fixed element in $E(s_{b(x)}t_0, h(x_0), k(x_0))$. Now clearly, for $j < j' \leq M_1$, $z_j, z_{j'} \in E(s_{\bar{b}}t_0, h, k)$ and the elements $s_{\bar{b}}t_0(z_j, \bar{h}_0)$ and $s_{\bar{b}}t_0(z_{j'}, \bar{h}_0)$ fail to be $\ncong$ equivalent at four distinct coordinates, so $s_{\bar{b}}t_0(z_j, \bar{h}_0)/\Theta$ and $s_{\bar{b}}t_0(z_{j'}, \bar{h}_0)/\Theta$ are not $\ncong$ equivalent. This is, finally, the desired contradiction of (M’2). It completes the proof of statement (1) of Claim 5.

Setting $S = E(s_{\bar{b}}t_0, h(x_0), \bar{k}(x_0))$, statement (2) of Claim 5 becomes obvious, in view of statement (1) and Claim 1 and Remark 2.

Finally, we have to show that $x_0$ and $S$ do not change when different representatives are chosen for $\bar{c}, \bar{d}, \bar{r}$. So let $\bar{c} = h/\Theta, \bar{d} = k'/\Theta, \bar{r} = \bar{b}/\Theta$. From the proof of (1), there is a unique $x_1 \in X$ such that $E(s_{\bar{b}}(x_1)t_0, h'(x_1), k'(x_1)) \neq A$ if $x = x_1$. By (2) [for $h, k, \bar{b}$ and also for $h', k', \bar{b}'$] we have, for all $f \in D$,

$$f(x_0) \in E(s_{\bar{b}}t_0, h(x_0), k(x_0)) \iff f(x_1) \in E(s_{\bar{b}}t_0, h'(x_1), k'(x_1)).$$
Also, each of these equality sets is a proper non-void subset of \( A \). These facts clearly imply that \( x_0 = x_1 \) and
\[
E(s_{\Phi(x_0)}t_0, \tilde{h}(x_0), \tilde{k}(x_0)) = E(s_{\Phi(x_0)}t_0, \tilde{h}'(x_0), \tilde{k}'(x_0)).
\]

Our proof of Claim 5 is finished. \( \square \)

The next definition and pair of lemmas are the heart of this proof and justify all the work we have done.

**Definition 8.9.** We define \( \Phi \) to be the set of all systems
\[
(\sigma, z, u, v, \bar{c}, \bar{d}_i \ (0 \leq i \leq M_0))
\]
satisfying
\[
\begin{align*}
(F1) & \sigma \in P_n^2(R), \ z, u, v \in R \text{ and } \bar{c}, \bar{d}_i \in R^m \ (0 \leq i \leq M_0). \\
(F2) & \sigma_0(z, \bar{c}) = u. \\
(F3) & \text{For } i \leq M_0, \ \sigma_0(z, \bar{d}_i) = v \neq u. \\
(F4) & \text{For } \{i, j\} \subseteq \{0, 1, \ldots, M_0\}, \ i \neq j \text{ we have} \\
& E(\sigma_0, \bar{c}, \bar{d}_i) \not\subseteq E(\sigma_0, \bar{c}, \bar{d}_j). \\
(F5) & \text{For all } i \leq M_0, \ \text{we have } (i, \bar{d}_i) \in M'(\sigma_0).
\end{align*}
\]

**Lemma 8.10.** Suppose that \( \sigma(g/\Theta) = \sigma(p)/\Theta \) for all \( g \in D \), where \( p \in P_n^2(D) \), and
\[
(\sigma, z, u, v, \bar{c}, \bar{d}_i \ (0 \leq i \leq M_0)) \in \Phi.
\]
Let \( z = f/\Theta, \ \bar{c} = \tilde{h}/\Theta \text{ and } \bar{d}_i = \tilde{k}_i/\Theta \) for \( i \leq M_0 \), and put \( w = pt_0(f, \tilde{h}), \ w_i = pt_0(f, \tilde{k}_i) \) so that \( w/\Theta = u \) and \( w_i/\Theta = v \). Then there exist \( (a, b) \in \mu[U], \ a \neq b \), and a polynomial \( q \) of \( D \) with \( qp(D) = D(U) \), and a block \( B \) of \( E \) and elements \( x_i \in B \ (i \leq M_0) \) so that
\[
q(w) = [a] \quad \text{and} \quad q(w_i) = [a, b]_{x_i} \quad \text{for all} \ a.
\]

**Lemma 8.11.** \( \Phi \) is non-empty.

**Proof of Lemma 8.10** By Claim 5, from (F5) we deduce that for each \( i \leq M_0 \), there is \( x_i \in X \) such that \( \{E(\sigma_0, \bar{c}, \bar{d}_i) \neq A\} = \{x_i\} \) and \( (\tilde{h}(x_i), \tilde{k}_i(x_i)) \in M(p_{x_i}, t_0) \). Then \( \{w \neq w_i\} = \{x_i\} \). For any \( \{i, j\} \subseteq \{0, \ldots, M_0\} \) with \( x_i \neq x_j \), we must have \( w_i \neq w_j \), and since \( w_i, \theta, w_j \), then \( \|w_i \neq w_j\| = 2 \) by Remark 2. Since \( w_i(x) = w(x) = w_j(x) \) for \( x \notin \{x_i, x_j\} \), it follows that
\[
\text{for } \{i, j\} \subseteq \{0, \ldots, M_0\}, \ \text{either } x_i = x_j, \ \text{or} \\
\{w_i \neq w_j\} = \{x_i, x_j\} \quad \text{and} \quad (x_i, x_j) \in E. 
\]

Now (F4) implies that the map \( i \mapsto (x_i, \tilde{h}(x_i), \tilde{k}_i(x_i)) \) is one-to-one. Since \( M_0 \geq 2|A|^{2m} \), it then follows that there must be \( i_0 < i_1 < i_2 \leq M_0 \) with \( \|\{x_{i_0}, x_{i_1}, x_{i_2}\}\| = 3 \).

Since \( p(D) \) is polynomially isomorphic to \( D(U) \) and \( \{w_0, \ldots, w_{M_0}\} \subseteq w_0/\Theta \), then by Claim 1 and Remark 1, there is a polynomial \( q \) of \( D \) such that \( q[p(D)] \) is a bijection of \( D(U) \), and there are \( (a, b) \in \mu[U], \ a \neq b \), and there is a block \( B \) of the equivalence relation \( E \), and for all \( i \leq M_0 \) there is \( y_i \in B \) so that \( q(w_i) = [a, b]_{x_i} \). Now for \( \{j, k\} \subseteq \{0, 1, 2\}, j \neq k \), we have
\[
\|[a, b]_{y_j} \neq [a, b]_{y_k}\| = [w_j \neq w_k] = \{x_{i, x_{i_j}}\}. 
\]
Hence $\{y_i, y_1, y_2\} = \{x_i, x_1, x_2\}$ is a three-element set and $q(w) \in D(U)$ differs from each $[a, b]_{y_i}$ at precisely one point in $X$. These facts force $q(w) = \langle a \rangle$. (Notice that for all $i \leq M_0$, 
\[
\{x_i\} = \{w \neq w_i\} = \{\langle a \rangle \neq [a, b]_{y_i}\} = \{y_i\}
\]
so that $x_i = y_i$.)

**Proof of Lemma 8.11** Recall that we have $\bar{a} \in A^k$ with $s_\bar{a} = U$ and such that there are $\bar{e}_0, \bar{e}_1 \in A^m$ with $\emptyset < E(s_\bar{a}t_0, \bar{e}_0, \bar{e}_1) < A$. Obviously, we can select these elements so that $(\bar{e}_0, \bar{e}_1) \in M(s_\bar{a}t_0)$. As we observed in Remark 3, we can also select them in such a way that there are $w_1, w_2 \in A$ with $s_\bar{a}t_0(w_1, \bar{e}_0) \neq s_\bar{a}t_0(w_2, \bar{e}_0)$ in $U$.

Now we put $p = s_\bar{a}$, where $\bar{b} \in D^k$ is the tuple for which $\bar{b}(x) = \bar{a}$ for all $x \in X$, and we put $\sigma(g/\Theta) = p(g)/\Theta$ for $g \in D$.

Next, we choose distinct elements $x_i$, $0 \leq i \leq M_0$, from each $E$-equivalence class in $X$. We put $h = [\bar{e}_0, \bar{e}_1]$, and for each $i \leq M_0$ we put $k_i = [\bar{e}_0, \bar{e}_1]_{x_i}$. Then we take $\tilde{\bar{e}} = h/\Theta \in R^m$ and $\tilde{d}_i = k_i/\Theta$ for $i \leq M_0$. Finally, we choose $w \notin E(s_\bar{a}t_0, \bar{e}_0, \bar{e}_1)$, and we put $z = \langle w \rangle/\Theta$, $u = pt_0(\langle w \rangle, \tilde{h})/\Theta$ and $v = pt_0(\langle w \rangle, \tilde{k}_0)/\Theta$.

We have $(\sigma, z, u, v, \tilde{c}, \tilde{d}, 0 \leq i \leq M_0)) \in \Phi$. Indeed, (F1)–(F4) are easily verified. For (F4), note that $pt_0(\langle w \rangle, \tilde{k}_0) = [a_0, a_1]_{x_i}$, where $a_i = s_\bar{a}t_0(w, \bar{e}_0)$. Condition (F5) is a consequence of Claim 6 (see Remark 3).

**Definition 8.12.**

1. $J$ is the set of all pairs $(\sigma, u) \in P_s^R(R) \times R$ which are the first and third items in some $(\sigma, z, u, v, \tilde{c}, \tilde{d}, 0 \leq i \leq M_0)) \in \Phi$.

2. For $(\sigma, u) \in J$, we take $S(\sigma, u)$ to be the set of all systems $(\tau, z, \tilde{c}, \tilde{d}) \in P_s^R(R) \times R \times R^m \times R^m$ such that $\tau(R) = \sigma(R)$, $(\tilde{c}, \tilde{d}) \in M'(\tau t_0)$ and $u = \tau t_0(z, \tilde{c}) \neq \tau t_0(z, \tilde{d})$.

3. For $(\sigma, u) \in J$, we take $T(\sigma, u)$ to be the set of all elements $v \in R$ such that there exists $(\tau, z, \tilde{c}, \tilde{d}) \in S(\sigma, u)$ with $\tau t_0(z, \tilde{d}) = v$.

4. For $(\sigma, u) \in J$ and $v \in T(\sigma, u)$, we take $I(\sigma, u, v)$ to be the set of all sets $E(\tau t_0, \tilde{c}, \tilde{d}) \subseteq R$, where $(\tau, z, \tilde{c}, \tilde{d}) \in S(\sigma, u)$ and $\tau t_0(z, \tilde{d}) = v$.

5. For $(\sigma, u) \in J$, we take $L(\sigma, u) = \{I(\sigma, u, v) : v \in T(\sigma, u)\}$.

It is obvious (from Lemma 8.11) that $J$ is non-empty, that for all $(\sigma, u) \in J$, the sets $S(\sigma, u)$ and $T(\sigma, u)$ are non-empty, and for all $v \in T(\sigma, u)$, the set $I(\sigma, u, v)$ is non-empty. Thus $L(\sigma, u)$ is a non-void list of positive integers.

We shall now occupy ourselves with developing an algorithm which, when presented with any $(\sigma, u) \in J$, invariably produces, from the list $L(\sigma, u)$, another list which is $\sim$-equivalent to the list of block sizes of $(X, E)$.

It is first necessary to learn how to count the sets $T(\sigma, u)$ and $I(\sigma, u, v)$ correlated with $(\sigma, u) \in J$.

**Lemma 8.13** (Normalization Lemma). Suppose that $(\sigma, u) \in J$ and $\nu$, $\xi$ are polynomials of $R$ such that $\xi \nu = \sigma$ (so that $\nu \sigma \in P_s^R(R)$). Then $(\nu \sigma, \nu(u)) \in J$, $\nu | T(\sigma, u)$ is a bijection of $T(\sigma, u)$ onto $T(\nu \sigma, \nu(u))$, and for all $v \in T(\sigma, u)$, $I(\sigma, u, v) = I(\nu \sigma, \nu(u), \nu(v))$.

**Proof.** Assume that $\sigma \in P_s^R(R)$ and $\nu$, $\xi$ are polynomials with $\xi \nu = \sigma$. It is easy to check that for any $\tilde{c}, \tilde{d} \in R^m$ we have $E(\sigma t_0, \tilde{c}, \tilde{d}) = E(\nu \sigma t_0, \tilde{c}, \tilde{d})$, $M'(\sigma t_0) =
of Lemma 8.10. We can write \( \sigma \) if \( (\nu, \nu(u), \nu(v), \tilde{c}, \tilde{d}_i \ (0 \leq i \leq M_0)) \in \Phi \). This lemma follows from these facts.

Now choose any \( (\sigma, u) \in J \). Our analysis of \( L(\sigma, u) \) begins with an application of Lemma 8.10. We can write \( \sigma(\Theta) = p(\Theta) \) with \( p \in P_0^n(D) \). By Definition 12(1), we have a system \( (\sigma, z, u, v, \tilde{c}, \tilde{d}_i \ (0 \leq i \leq M_0)) \in \Phi \). Since \( p(D) \) is polynomially isomorphic with \( D(U) \), then for the polynomial \( q \) with \( qp(D) = D(U) \) produced by Lemma 8.10, there is a polynomial \( q' \) with \( q'p = p \). Taking \( \nu(\Theta) = q(\Theta) / \Theta \) and \( \xi(g(\Theta)) = q'(\Theta) / \Theta \), we can apply the Normalization Lemma to this situation.

Thus \( (\nu, \nu(u)) \in J \) and \( L(\nu, \nu(u)) \) is essentially the same list as \( L(\sigma, u) \) — it just uses a different, but bijective, index set, \( T(\nu, \nu(u)) \) instead of \( T(\sigma, u) \). So we can work with \( (\nu, \nu(u)) \) in place of \( (\sigma, u) \). Equivalently, and notationally more convenient, we make the following assumption.

**Normalization Assumption.** We have \( \sigma(\Theta) = p(\Theta) \), where \( p(D) = D(U) \). We have an \( (0, \lambda, \mu) \)-trace \( N \subseteq U \) and an element \( a \in N \) with \( u = (a) / \Theta \). As usual, \( \bar{a} \in A^k \) denotes a fixed tuple such that \( s_\alpha(A) = U \), and \( \bar{b} \in D^k \) is the \( k \)-tuple with \( b(x) = \bar{a} \) for all \( x \). Until the end of this section, we hold \( p, \sigma, N, a, u, \bar{a}, \bar{b}, \) fixed, and they satisfy the conditions stipulated here.

We shall use the fact that, by Claim 1, \( u \cap D(U) = \langle a \rangle / \Theta \cap D(U) = \{ \langle a \rangle \} \).

**Definition 8.14.**  (1) \( S \) is the set of all systems

\[
(t, \bar{u}, \bar{v}, w, \bar{e}_0, \bar{e}_1)
\]

where \( \bar{u} \in A^n \) for some \( n \geq 0 \), \( t \) is an \( n + 1 \)-ary term, \( \bar{v} \in A^k \), \( w \in A \), \( \{ \bar{e}_0, \bar{e}_1 \} \subseteq A^m \) and \( s_\alpha t_\alpha \circ s_\beta t_\beta \in P_0^n(A) \), and such that \( (\bar{e}_0, \bar{e}_1) \in M(s_\alpha t_0) \) and

\[
s_\alpha t_\alpha s_\alpha t_0(w, \bar{e}_1) \neq s_\alpha t_\alpha s_\beta t_\beta(w, \bar{e}_0) = a.
\]

Also, for some \( \bar{u}' \in A^n \), \( \bar{v}' \in A^k \), \( \bar{e}_2 \in A^m \), \( w_1, w_2 \in A \) we have

\[
a = s_\alpha t_\alpha s_\beta t_0(w_1, \bar{e}_2) \implies s_\alpha t_\alpha s_\beta t_0(w_2, \bar{e}_2).
\]

(2) \( T \) is the set of all \( b \in U \) such that for some \( (t, \bar{u}, \bar{v}, w, \bar{e}_0, \bar{e}_1) \in S \), we have \( b = s_\alpha t_\alpha s_\beta t_0(w, \bar{e}_1) \).

(3) For \( b \in T \), \( T(b) \) is the set of all sets \( E(s_\alpha t_0, \bar{e}_0, \bar{e}_1) \) where for some \( t, \bar{u}, w \) we have \( (t, \bar{u}, \bar{v}, w, \bar{e}_0, \bar{e}_1) \in S \) and \( b = s_\alpha t_\alpha s_\beta t_0(w, \bar{e}_1) \).

**Claim 7.** An element \( v \in R(U) \) belongs to \( T(\sigma, u) \) iff for some \( b \in T \) and for some block \( B \) of \( E, v \cap D(U) = \{ [a, b] x : x \in B \} \) (i.e., if and only if \( v = [a, b] x / \Theta \) for some \( x \in X \)). Such an element \( v \) will be written as \( v = v(b, B) \).

**Claim 8.** For \( v = v(b, B) \in T(\sigma, u) \),

\[
I(\sigma, u, v) = \{ i(x_0, C) : x_0 \in B \text{ and } C \in T(b) \},
\]

where \( i(x_0, C) = \{ f / \Theta \in R : f(x_0) \in C \} \).

**Proof of Claim 7.** Suppose first that \( v \in T(\sigma, u) \), and choose a system \( (\tau, z, \tilde{c}, \tilde{d}) \in S(\sigma, u) \) with \( \tau t_0(z, \tilde{d}) = v \). Since \( \tau(R) = R(U) \) and \( \tau \in P_0^n(R) \), there is a polynomial \( q \in P_0^n(D) \) with \( q(D) = D(U) \) and \( \tau(q(\Theta)) = q(\Theta) / \Theta \) for all \( q \in D \). We can represent \( q = q \circ t_\alpha s_\alpha \) for some term \( t_\alpha s_\alpha \), with \( u \in D^m \) and \( \bar{v} \in D^k \).

Also, we choose \( \bar{h}, \bar{h} \in D^m \) with \( \bar{c} = \bar{h} / \Theta, \bar{d} = \bar{k} / \Theta \), and we choose \( f \in D \) with \( z = f / \Theta \).
Now $qt_0(f, \bar{h}) \in D(U) \cap \langle a \rangle / \Theta$, so by Claim 1,

$$qt_0(f, \bar{h}) = \langle a \rangle.$$ 

We have $(\bar{c}, \bar{d}) \in M'(s_\bar{v}(\bar{x})t_0)$. So by Claim 5, there is a unique $x = x_0 \in X$ for which $E(s_\bar{v}(x_0), \bar{h}(x), \bar{k}(x)) \neq A$, and for this $x_0$ we have $(\bar{h}(x_0), \bar{k}(x_0)) \in M(s_\bar{v}(x_0)t_0)$. According to Claim 5, the pair

$$(x_0, C) = (x_0, E(s_\bar{v}(x_0)t_0, \bar{h}(x_0), \bar{k}(x_0)))$$

is determined by $\tau, \bar{c}, \bar{d}$ and, in turn, this pair determines $E(\tau t_0, \bar{c}, \bar{d})$—in fact, $E(\tau t_0, \bar{c}, \bar{d}) = i(x_0, C)$.

Now $v = \tau t_0(z, \bar{d}) = qt_0(f, \bar{h})/\Theta$ and the function $qt_0(f, \bar{h})$ differs from $\langle a \rangle$ precisely at $x_0$, so we have $qt_0(f, \bar{h}) = [a, b]_{x_0}$ for some $b \neq a$. Since $(\bar{h}(x_0), \bar{k}(x_0)) \in M(s_\bar{v}(x_0)t_0)$, then it follows by Claim 2 that $(a, b) \in \mu_U$, which means that $b \in N$.

We need to show that $b \in \mathbb{T}$. To accomplish this, we prove that

$$\rho = (t, \bar{u}(x_0), \bar{v}(x_0), f(x_0), \bar{h}(x_0), \bar{k}(x_0)) = (t, \bar{u}', \bar{v}', w, e_0, e_1)$$

belongs to $\mathbb{S}$. To begin, we observe that $s_\bar{a} \circ t_{\bar{u}'} \circ s_{\bar{v}'} \in P^s_{\bar{v}}(A)$ (by Lemma 8.1 and the fact that $\tau(R) = R(U)$). Also, $(\bar{e}_0, \bar{e}_1) \in M(s_{\bar{v}}t_0)$ by construction. It remains to verify the condition in Definition 8.14 that refers to $I^w$. To do that, recall that the definition of the property $(\bar{c}, \bar{d}) \in M'(\tau t_0)$ certainly implies that there are $z_1, z_2 \in R$ with $\tau t_0(z_1, \bar{c}) \not\equiv \tau t_0(z_2, \bar{c})$ in $R(U)$. We can assume that $\tau t_0(z, \bar{c}) \not\equiv \tau t_0(z_1, \bar{c})$ (by exchanging $z_1$ and $z_2$ if necessary). Let $z_1 = f_1/\Theta, f_1 \in D$.

By Lemmas 8.1 and 8.2 there must be $x_1 \in X$ such that where $\bar{u}' = \bar{u}_{x_1}$, $\bar{v}' = \bar{v}_{x_1}$, $w = f(x_1)$, $e_1 = f_1(x_1)$, $\bar{h}_1 = \bar{h}(x_1)$, then

$$a = s_\bar{a}t_{\bar{u}'}s_{\bar{v}'}t_0(w_1, \bar{e}_2) \not\equiv s_\bar{a}t_{\bar{u}'}s_{\bar{v}'}t_0(w_2, \bar{e}_2).$$

This concludes our proof of the forward implication in Claim 7.

Now for the converse, suppose that $v = [a, b]_{x_0}/\Theta$, where $x_0 \in X$, $x_0/E = B$, and $b \in \mathbb{T}$. We can choose $(t, \bar{u}', \bar{v}, w, \bar{e}_0, \bar{e}_1) \in \mathbb{S}$ with $b = s_\bar{a}t_\bar{u}s_\bar{v}t_0(w, \bar{e}_1)$. Also, we choose $w_1, w_2, \bar{u}', \bar{v}', \bar{e}_2$ satisfying

$$a = s_\bar{a}t_{\bar{u}'}s_{\bar{v}'}t_0(w_1, \bar{e}_2) \not\equiv s_\bar{a}t_{\bar{u}'}s_{\bar{v}'}t_0(w_2, \bar{e}_2).$$

We are now going to employ Claim 6. Put $w_0 = w, \bar{a}_0 = \bar{v}, \bar{a}_1 = \bar{v}'$. Now we have

$$(\bar{a}_0, \bar{a}_1, \bar{e}_0, \bar{e}_1, \bar{e}_2, w_0, w_1, w_2) \in \Lambda.$$ 

By Claim 6, we have $(\bar{c}, \bar{d}) \in M'(\lambda t_0)$, where $\bar{c} = \bar{e}_2, \bar{d} = [\bar{e}_2, \bar{e}_1]_{x_0}/\Theta$, and $\lambda(g/\Theta) = s_\bar{f}(g)/\Theta$ with $\bar{f} = [\bar{v}', \bar{v}]_{x_0}$. We have, say, that $\bar{u} \in A^n$. Let us now put $\bar{k} = [\bar{u}', \bar{u}]_{x_0} \in D^n$ and put $q = s_\bar{a} \circ t_\bar{k}$, and for all $g \in D$ put $\gamma(g/\Theta) = q(g)/\Theta$. Finally, take $\tau = \gamma \circ \lambda$.

It is easy to see that $\tau \in P^s_{\bar{v}}(R), \tau(R) = R(U)$, and since $(\bar{c}, \bar{d}) \in M'(\lambda t_0)$, then $(\bar{c}, \bar{d}) \in M'(\tau t_0)$. Now taking $z = [w_1, w_0]_{x_0}/\Theta$, we can verify that $\tau t_0(z, \bar{c}) = u$ and $\tau t_0(z, \bar{d}) = v$. Thus we have established that $v \in T(\sigma, u)$, finishing our proof of Claim 7.

Proof of Claim 8. Let $b \in \mathbb{T}, B \in X/E$, and $v = v(b, B)$. To prove this claim we first take any set $Y \in I(\sigma, u, v)$. A glance at Definition 8.12 tells us that we can choose $(\tau, z, \bar{c}, \bar{d}) \in S(\sigma, u)$ so that $\tau t_0(z, \bar{c}) = v$ and $Y = E(\tau t_0, \bar{c}, \bar{d})$. We have $\tau(g/\Theta) = q(g)/\Theta$, where $g = s_\bar{a} \circ t_\bar{a} \circ s_\bar{a}$ for all $g \in D$, for a certain term $t, \bar{u} \in D^n, \bar{w} \in D^k$. We write $\bar{c} = \bar{h}/\Theta, \bar{d} = \bar{k}/\Theta, z = f/\Theta$. There is a unique $x_0 \in X$ with

Now $qt_0(f, \bar{h}) \in D(U) \cap \langle a \rangle / \Theta$, so by Claim 1,
that $E(s_{\bar{a}t_{\bar{u}(x_0)}}s_{w(x_0)}t_0, h(x_0), k(x_0)) \neq A$. We have $q_{t_0}(f, h) = \langle a \rangle$, since these 
two elements of $D(U)$ are $\Theta$-congruent. The element $p_{t_0}(f, k) \in D(U)$ is in $v$ and differs from $\langle a \rangle$ only at $x_0$; therefore $x_0 \in B$ and we have 
$$(q_{t_0}(f, h), q_{t_0}(f, k)) = (\langle a \rangle, [a, b]_{x_0}).$$

It should be clear from our proof of Claim 7 that, here, we have 
$$C = E(s_{\bar{a}t_{\bar{u}(x_0)}}s_{w(x_0)}t_0, h(x_0), k(x_0)) \in \mathcal{T}(b).$$

Statement (2) in Claim 5 tells us that $Y = i(x_0, C)$. 
For the converse, assume that $Y = i(x_0, C)$ where $x_0 \in B$ and $C \in \mathcal{T}(b)$. The 
reader will easily verify that the proof of Claim 7 contains the proof that $Y \in 
I(\sigma, u, v)$. This finishes the proof of Claim 8. \hfill $\square$

Claim 9. For $(b, B), (b', B') \in \mathcal{T} \times X/E$ we have $v(b, B) = v(b', B')$ iff $(b, B) = 
(b', B')$. For $(b, B) \in \mathcal{T} \times X/E$ and $(x, C), (x', C') \in B \times \mathcal{T}(b)$, we have $i(x, C) = 
i(x', C')$ iff $(x, C) = (x', C')$.

Proof of Claim 9. The first statement of Claim 9 follows directly by Claim 1. For 
the second, suppose that $(x, C) \neq (x', C')$ but $i(x, C) = i(x', C')$. We can write 
$C = E(s_{\bar{a}t_{\bar{u}(x_0)}}s_{w(x_0)}t_0, \bar{h}(x_0), \bar{k}(x_0))$ and write $C' = E(s_{s_{\bar{a}t_{\bar{u}(x_0)}}s_{w(x_0)}t_0}, \bar{r})$: and we know that $\emptyset \neq C \neq A$ 
and the same for $C'$. If, say, $x = x'$ and $C \neq C'$, there is a constant function $f = \langle j \rangle$ 
in $D$ with $f \in C \setminus C'$ (or exchange $C$ and $C'$). Now $f/\Theta \in i(x, C) = i(x', C')$; hence 
there is $f' \in f/\Theta$ with $f'(x) \in C'$. Since $A$ is subdirectly irreducible with monolith 
$\mu$, there is a polynomial function $p$ of $A$ with $s_{\bar{a}p} = s_{\bar{a}p}(f(x)) \neq s_{\bar{a}p}(f'(x))$. Where 
$\bar{p}$ is the polynomial of $D$ which acts like $s_{\bar{a}p}$ at every coordinate, we have that 
$(\bar{p}(f), \bar{p}(f')) = \Theta|_{D(U)}$. This contradicts Claim 1 since these functions are not equal 
and $\bar{p}(f)$ is a constant function.

Thus, we can assume that $x \neq x'$. We now choose $f \in D$ with $f(x) \notin C$ and 
f(x') $\in C'$. Since $i(x, C) = i(x', C')$, there is $f' \in f/\Theta$ with $f'(x) \in C$. Now 
$\Theta \subseteq \mu_X$ so $(f(x), f'(x)) \in \mu$; also $f(x) \notin C$, $f'(x) \in C$. This contradicts the fact 
that $C = E(s_{\bar{a}t_{\bar{u}(x_0)}}s_{w(x_0)}t_0, \bar{r})$ is a union of $\mu$-blocks, which is a consequence of the fact 
that $C(\mu, 1_A; 0_A)$ (Corollary 7.3). We have now concluded our proof of Claim 9. \hfill $\square$

Claims 7, 8, and 9 give that 
$$L(\sigma, u) \sim \langle |\mathcal{T}(b)| \cdot |B| : (b, B) \in \mathcal{T} \times (X/E) \rangle = \bar{t} \cdot \bar{e},$$

where $\bar{t} = \langle |\mathcal{T}(b)| : b \in \mathcal{T} \rangle$ and $\bar{e} = \langle |B| : B \in X/E \rangle$. Recall that at the beginning 
this proof, as we defined $R = R(X, E)$, we assumed that in the multi-set $\bar{e}$ the 
integer 1 occurs as a value precisely once and that all other values are greater than 
$2|A|^{k+2m}$. It is also true that every entry of $\bar{t}$ is no greater than $|A|^{k+2m}$. Thus let 
$$L'(\sigma, u) = \langle |I(\sigma, u, v)| : v \in T(\sigma, u) \rangle \quad \text{and} \quad |I(\sigma, u, v)| \leq M_0.$$ 
It follows from the displayed formulas and observations above that $L'(\sigma, u) \sim \bar{t}$, 
and so 
$$L(\sigma, u) \sim L'(\sigma, u) \cdot \bar{e}.$$

Recall that $(\sigma, u)$ is essentially arbitrary. Now it follows by the Lovász cancellation 
theorem [13] that for each $(\sigma, u) \in J$, $\bar{e}$ is, up to $\sim$-equivalence, the unique 
multi-set $\bar{m}$ such that $L(\sigma, u) \sim L'(\sigma, u) \cdot \bar{m}$. This paragraph has revealed our procedure 
for recovering $(X, E)$ up to isomorphism from $L(\sigma, u)$ (completely formulated 
in the preceding sentence), and also has concluded our proof that the procedure 
works as advertised.
To conclude, let \( n \geq M_3 \), and let \( X \) be a set of cardinality \((M_0 + 1)n + 1 \). Partitions of \( n \) can be encoded faithfully as equivalence relations on \( X \) by multiplying all numbers by \( M_0 + 1 \) and adding the integer 1 as a new entry. Thus \( \pi(n) \) is no greater than the number of non-isomorphic equivalence relation structures \((X,E)\) on the given universe \( X \) that satisfy our initial conditions \((E1)\) and \((E2)\). The size of the set \( G(X) \) of generators of \( D(X,E) \) is bounded above by

\[
(2n \cdot M_0)^{M_2} |A|^{M_2}.
\]

Thus, we have proved that

\[
\pi(n) \leq n^{CM_2} \cdot C'
\]

for certain constants \( C \) and \( C' \), and for all \( n \). This contradicts a known result, mentioned in Section 4. With this contradiction, our proof of Theorem 7.3 is concluded.

**Theorem 8.15.** \( \mathcal{V} \) is Abelian.

**Proof.** This follows from Theorems 6.3 and 7.3 ∎

9. The Transfer Principles and the Decomposition

**Definition 9.1.** We say that \( \mathcal{V} \) satisfies the \((1,2)\)-transfer principle if there do not exist congruences \( \alpha \prec \beta \prec \gamma \) on a finite algebra \( A \in \mathcal{V} \) such that

1. \( \text{typ}(\alpha, \beta) = 1 \) and \( \text{typ}(\beta, \gamma) = 2 \) and
2. the interval \( I[\alpha, \gamma] \) in \( \text{Con}(A) \) is \( \{\alpha, \beta, \gamma\} \).

An equivalent condition is that whenever congruences \( \alpha \prec \beta \prec \gamma \) on a finite algebra \( A \in \mathcal{V} \) satisfy (1), then there exists a congruence \( \delta \) such that \( \alpha \prec \delta \leq \gamma \) and \( \text{typ}(\alpha, \delta) = 2 \).

The \((2,1)\)-transfer principle is defined in the same way, exchanging the roles of 1 and 2.

We can apply Theorems 2.7 and 2.8 in K. Kearnes [9] to conclude that \( \mathcal{V} \) decomposes as \( \mathcal{V} = A \otimes S \), where \( A \) is affine and \( S \) is strongly Abelian, as soon as we have shown that \( \mathcal{V} \) satisfies the \((1,2)\) and \((2,1)\) transfer principles and that the following lemma holds.

We remark that this lemma, which we prove directly, is a consequence of Corollary 4.1 of E. W. Kiss and M. Valeriote [13], showing that a locally finite Abelian variety has the congruence extension property (i.e., CEP), and of Theorem 2.13 of K. Kearnes [7], which proves that Lemma 9.2 holds for varieties with the CEP.

**Lemma 9.2.** Suppose that \( B \) is a finite subdirectly irreducible algebra in \( \mathcal{V} \) with monolith \( \mu \), \( A \) is a subalgebra of \( B \), \( \text{typ}(0_B, \mu) = 2 \), and \( \nu \) is a congruence of \( A \) with \( 0_A \prec \nu \leq \mu | A \). Then \( \text{typ}(0_A, \nu) = 2 \).

**Proof.** Assume that \( \text{typ}(0_A, \nu) \neq 2 \). Then \( \text{typ}(0_A, \nu) = 1 \) and \( \nu \) is a strongly Abelian congruence of \( A \) (since \( \mathcal{V} \) is Abelian).

Let \( U \in M_B(0_B, \mu) \) and \((c,d) \in \nu \setminus 0_A \). Then \( B \) has a polynomial function \( f \) such that \((f(c), f(d)) \in U, f(c) \neq f(d) \). \( B \) has a polynomial (the pseudo-Maltsev polynomial) \( t(b, x, y, z) \) such that \( t(b, f(c), f(d), f(c)) = t(b, f(d), f(d), f(c)) \) while \( t(b, f(d), f(d), f(d)) \neq t(b, f(d), f(d), f(c)) \). Here \( t(w, x, y, z) \) is a term and \( b \) is a tuple listing all the elements of \( B \). We can also write \( f(x) = s(b, x) \),
where \( s(\bar{w}, x) \) is a term. Choosing any tuple \( \bar{a} \) in \( A \), the Abelian property of \( B \) implies that

\[
t(\bar{a}, s(\bar{a}, c), s(\bar{a}, d), s(\bar{a}, d)) = t(\bar{a}, s(\bar{a}, d), s(\bar{a}, d), s(\bar{a}, c)),
\]

while

\[
t(\bar{a}, s(\bar{a}, d), s(\bar{a}, d), s(\bar{a}, d)) \neq t(\bar{a}, s(\bar{a}, d), s(\bar{a}, d), s(\bar{a}, c)).
\]

But this contradicts the assumption that \( \nu \) is strongly Abelian in \( A \).

We have found no quicker way to prove that \( V \) satisfies the \((1, 2)\) and the \((2, 1)\) transfer principles other than to repeat, with appropriate modifications, the arguments in R. McKenzie and M. Valeriote [15], Chapter 10. In [15], Chapter 8, it was shown that for any locally finite Abelian variety \( W \) that fails to satisfy one of these two transfer principles, some finite algebra in \( W \) contains one of three special configurations. With each configuration, a construction was given in Chapter 10 which served to semantically embed the class of all graphs into \( W \). We can use the same constructions, slightly altered, to produce a large number of non-isomorphic algebras, contradicting our assumption that \( G_V(n) \leq n^C \).

**Configuration one.** This is the configuration of [15], Lemma 8.4, treated in Chapter 10 on pages 107–114: We have a finite algebra \( A \) in \( V \) with congruences \( 0_A < \alpha < \beta \) such that \( \text{typ}(0_A, \alpha) = 1 \) and \( \text{typ}(\alpha, \beta) = 2 \). We have subsets \( M, N, U, V \) and elements \( 0', 1 \) satisfying \( N \subseteq V \subseteq U, M \subseteq U, M \cap N = \{0\}, \ 0' \notin M \setminus N, \text{ and } 1 \in N \setminus M \); \( M \) is a \((0_A, \alpha)\)-trace and \( U \in M_A(0_A, \alpha); \text{ and } N \) is an \((\alpha, \beta)\)-trace and \( V \in M_A(\alpha, \beta) \).

Let \( n \) be a positive integer. There are pairwise non-isomorphic symmetric graphs without loops, \( G_1, G_2, \ldots, G_k \ (k = n^n) \), such that every \( G_i \) has the same set \( G \) of vertices, \( v = |G| = 2n + 9 \), and every graph \( G_i \) has precisely \( e = 5n + 5 \) edges. (These graphs encode all the self-maps of an \( n \)-element set.) With each of these graphs \( G = G_i \), we construct an algebra \( A(G) \leq A^X, |X| = v + 2 \). This is the algebra constructed on page 109 of [15] with one minor difference. For generators, we take the set \( G^* = \{ f_v : v \in G \}, \) together with the set \( E^* = \{ f_e : i \in \{1, 2\}, e \text{ an edge of } G \} \) and the set of all constant functions \( \bar{a}, a \in A \), just as in [15]; but we replace the additional generators in the set \( N^* = \{ f \in N^X : f(p_1) = f(p_2) \} \) by the subset of \( N^* \) consisting of the functions \( f_e^\nu \) (identical with \( f_e \) except that \( f_e^\nu(p_2) = 0 \)) and the functions \( f_e^\nu \) (identical to \( f_e^\nu \) and to \( f_e^2 \) except that \( f_e^\nu(p_1) = f_e^\nu(p_2) = 0 \)). Thus the algebra \( A(G) \) has

\[
g = a + 2v + 3e = a + 19n + 33
\]
generators altogether, where \( a = |A| \).

Now the proof in [15], pp. 109–114, will show that \( G \) is recoverable from \( A(G) \) using second-order formulas with the parameters \( \bar{a}, a \in A \). The formulas are identical to the first order formulas used in [15], except that we use quantification over the set of all “collapsing” polynomial functions rather than the selected finite list of them. This means that in the next-to-last paragraph on page 110, we simply have \( \mu = t(\nu_1, \ldots, \nu_k), \nu_j \in G^* \cup E^*, \) and so we also have \( \mu = t(\nu'_1, \ldots, \nu'_k) \), since \( t \) is a collapsing function, where \( \nu'_j \in N^* \) are among the functions we included as generators. This is the only modification that needs to be made in the argument.

Now write \( A_i \) for \( A(G_i) \). Then where \( \Phi(\bar{x}) \) is the system of second-order formulas we are using to recover \( G \), and \( \bar{a} \in (A^X)^a \) is the tuple of all constant functions,
we have that $G_i \cong \Phi^{A_i}(\hat{a})$—the graph defined in $A_i$ by the formulas $\Phi(\hat{a})$ with parameters $\hat{a}$. Suppose that $i_0 \neq i_1$ and $A_{i_0} \cong A_i \cong A_{i_1}$ under maps $\sigma_{i_j} : A_i \cong A_i$. Then $\sigma_{i_0}(\hat{a}) \neq \sigma_{i_1}(\hat{a})$, since $G_{i_1} \cong \Phi^{A_i}(\sigma_{i_1}(\hat{a}))$ while $G_{i_0} \neq G_{i_1}$. Hence the number of $A_j$ with $A_j \cong A_i$ is no greater than $|A_i|^n$.

Recall from J. Berman and R. McKenzie [3] that since $A$ is Abelian, there is a constant $c$ such that for all $m$, $|f_{V(A)}(m)| \leq 2^m$. Thus, the number of distinct $a$-tuples of elements of $A_i$ is at most $2^{ac}$.

We remark that it follows from the above analysis that if configuration one can be found in some finite algebra of $V$, then $G_{V}(M) \geq M^{kM}$ for some positive constant $k$ and for infinitely many values of $M$.

**Configuration two.** This is the configuration of [15], page 115, Lemma 10.2: We have a finite algebra $A$ in $V$ and congruences $0_A \prec \alpha \prec \beta$ such that $\text{typ}(0_A,\alpha) = 2$ and $\text{typ}(\alpha,\beta) = 1$. We have sets $\{0,1\} \subseteq M \subseteq U$, $\{a,b\} \subseteq N \subseteq V$ and a polynomial function $f$ of $A$ satisfying the following: 1) $M$ is a $(0_A,\alpha)$-trace and $U \in M_A(0_A,\alpha)$; 2) $N$ is an $(\alpha,\beta)$-trace and $V \in M_A(\alpha,\beta)$; 3) $f(A) \subseteq U$, $f(N) \subseteq M$, $f(\alpha|_V) \subseteq 0_U$, and $0 = f(a) \neq f(b) = 1$.

Here, the construction and proof in [15], pages 115–120, require no changes. The concluding argument, to deduce that $G_V$ is of exponential growth, is essentially the same as for the first configuration. This time we are using $g = a + 1 + v + 2e$ and using $a + 1$ parameters.

**Configuration three.** This is the configuration of [15], page 121, Lemma 10.4: We have a finite algebra $A$ in $V$ and congruences $0_A \prec \alpha \prec \beta$ such that $\text{typ}(0_A,\alpha) = 2$ and $\text{typ}(\alpha,\beta) = 1$. We have subsets $M \subseteq U \subseteq V$ and $\{a,b\} \subseteq N \subseteq V$ and a polynomial function $f$ of $A$ satisfying the following: 1) $M$ is a $(0_A,\alpha)$-trace, and $U \in M_A(0_A,\alpha)$; 2) $N$ is an $(\alpha,\beta)$-trace $N$, and $V \in M_A(\alpha,\beta)$; 3) $f(A) = f(U) = U$, $f(N) \subseteq M$ and $f = f^2$. Moreover $(a,b) \in \beta \setminus \alpha$ and $(f(a), f(b)) \in \alpha \setminus 0_A$.

Finally, for every polynomial function $g$ in $A$, if $g(\beta|_V) \subseteq \alpha$ and $g(\alpha|V) \subseteq 0_A$, then $g(\beta|_V) \subseteq 0_A$.

Here, the construction and proof in [15], pages 121–126, require only the following modifications. We omit the subset $M^*$ from the generators. It is not required, since we are not restricted to first order formulas and we can use quantification over the set of all collapsing functions. Then Lemma 10.5 from [15] is not required. In building the formula Alpha($x$) for Claim 2 on page 123, we use quantification over all collapsing functions, rather than just over those belonging to $I$. The proof of Claim 2 is then simplified.

The concluding argument, to deduce that $G_V$ is of exponential growth, is again almost the same as in the argument proceeding from the first configuration. This time, we are using $g = a + 2 + 2v + 2e$ and using $a + 2$ parameters.
Theorem 9.3. \( V \) has the transfer principles.

Proof. It follows from the arguments of R. McKenzie and M. Valeriote [15], modified as indicated above. \( \square \)

Corollary 9.4. \( V \) has an affine subvariety \( A \) and a strongly Abelian subvariety \( S \) such that \( V = A \otimes S \). We have \( G_V(n) = G_A(n) \cdot G_S(n) \) for all positive integers \( n \).

Proof. By Theorems 2.7 and 2.8 of K. Kearnes [9], it follows from Theorem 8.15, Lemma 9.2 and Theorem 9.3 that \( V \) factors as stated. The product formula for \( G_V(n) \) is immediate. \( \square \)

10. The character of \( S \) and \( A \)

It is clear that \( A \otimes S \) has polynomially many models iff each of \( A \) and \( S \) has this property. It is proved by P. Idziak and R. McKenzie [6] that a locally finite affine variety \( A \) has polynomially many models if and only if it is directly representable—that is, if and only if the ring of \( A \) is a finite ring of finite representation type.

We now have to deal with a locally finite strongly Abelian variety \( S \) with the property that \( G_S(n) \leq n^C \) for some positive integer \( C \) and all natural numbers \( n \geq 2 \). We will show that \( S \) decomposes as a varietal product of a sequence of varieties equivalent to matrix powers of varieties of \( H \)-sets, with constants, for various finite groups \( H \). As a converse, we will show that for any variety \( V \) of this type, \( G_V \) is bounded by some polynomial.

Although the main result of this section does not refer to multi-sorted algebras and varieties, we deal with them at several intermediate steps in our proof. Recall that a multi-sorted algebra consists of a finite number of non-empty, pair-wise disjoint universes, along with a set of functions defined on those universes. Since we will be referring to parts of the book [15] in this section, we will adopt the formalism of Chapter 11 of that book when dealing with multi-sorted algebras and varieties. We also extend the scope of the function \( G_V \) to include multi-sorted varieties \( V \), in the expected manner.

An \( n \)-ary decomposition operation on a set \( A \) is a function \( d(x_1, \ldots, x_n) \) which satisfies the equations

\[
d(x, \ldots, x) \approx x, \\
d(d(x_1^1, \ldots, x_n^1), \ldots, d(x_1^n, \ldots, x_n^n)) \approx d(x_1^1, x_2^2, \ldots, x_n^n).
\]

A term \( t(\bar{x}) \) of a variety \( V \) is called a decomposition term for \( V \) if \( t^A \) is a decomposition operation on \( A \) for every algebra \( A \in V \).

In Chapter 11 of [15] it is shown how to associate a \( k \)-sorted variety \( V[d] \) to a variety \( V \) equipped with a \( k \)-ary decomposition term \( d \) so that many properties are shared by \( V \) and \( V[d] \). In particular \( V \) and \( V[d] \) are equivalent (as categories) and one is strongly Abelian if and only if both are strongly Abelian. It is also pointed out that every variety of \( k \)-sorted algebras is term equivalent to a variety of the form \( V[e] \) for some one-sorted variety \( W \) and some decomposition term \( e(x_1, \ldots, x_k) \) of \( W \).

For a decomposition term of \( V \) and any \( A \in V \), we can define a \( k \)-sorted algebra \( A[d] \) that is intimately associated with \( A \). Since \( d \) is a decomposition term for \( V \), then we may assume that the universe of \( A \) is equal to the set \( A_1 \times \cdots \times A_k \) for some sets \( A_i \) and such that \( d^A \) is equal to the decomposition operation on this product, i.e., \( d(\bar{a}_1, \ldots, \bar{a}_k) = (a_1^1, a_2^2, \ldots, a_k^k) \) for all \( \bar{a}_i = (a_i^1, a_i^2, \ldots, a_i^k) \in A \).
Every \( n \)-ary operation on \( A \) is determined by the sequence of \( k \) multi-sorted functions \( \langle p_1 f, \ldots, p_k f \rangle \), where
\[
p_i f : A^n_i \times \cdots \times A^n_k \rightarrow A_i
\]
has the property that if \( \vec{a}_i = (a^1_i, \ldots, a^n_i) \in A_i \), for \( 1 \leq i \leq n \), and if
\[
\vec{b} = (a^1_1, \ldots, a^1_n, \ldots, a^n_1, \ldots, a^n_n),
\]
then
\[
f(\vec{a}_1, \ldots, \vec{a}_n) = (p_1 f(\vec{b}), \ldots, p_k f(\vec{b})).
\]

We define the type \( T \) of \( A[d] \) by first supposing that \( V \) is a variety in the language \( L = (\Phi, \rho) \). We put \( T = (k, \Phi', \tau) \), where \( \Phi' = \Phi \times \{ 1, \ldots, k \} \), and for \( (f, j) \in \Phi' \) we put
\[
\tau((f, j)) = (1, \ldots, 1, 2, \ldots, 2, \ldots, k, \ldots, k, j),
\]
consisting of \( n \) occurrences each of 1, 2, \ldots, \( k \) and a final \( j \), where \( n = \rho(f) \), the arity of the function symbol \( f \). Now we define
\[
A[d] = \langle A_1, \ldots, A_k; p_j f^A ((f, j) \in \Phi') \rangle,
\]
a \( k \)-sorted algebra of type \( T \). So, the basic operations of \( A[d] \) consist of the projections of the basic operations of \( A \) onto each of the factors \( A_i \).

If we denote the class of all \( k \)-sorted algebras of type \( T \) which are isomorphic to an algebra of the form \( A[d] \) for some \( A \in V \) by \( V[d] \), then Lemma 11.8 of [13] shows that \( \forall[d] \) is a variety of \( k \)-sorted algebras.

For a locally finite strongly Abelian variety \( V \) there is a natural number \( N \) such that no term operation of any member of \( V \) can depend on more than \( N \) variables (see Lemma 10.2). From this it follows that there is a largest integer \( n \) such that \( V \) has an \( n \)-ary decomposition term \( d(\vec{x}) \) which depends on all of its variables. Theorem 11.9 of [13] states that if \( V[d] \) is not essentially unary, then the variety \( V \) is hereditarily undecidable. This theorem is established by showing that if \( V[d] \) is not essentially unary, then the class of bi-partite graphs can be semantically embedded into \( V[d] \) (and hence into \( V \)). By using essentially the same techniques and arguments we prove:

**Theorem 10.1.** If \( V \) is a locally finite strongly Abelian variety with \( G_V \) bounded by a polynomial and \( d(x_1, \ldots, x_n) \) is an essentially \( n \)-ary decomposition term for \( V \) of maximal arity, then the \( n \)-sorted variety \( V[d] \) is essentially unary.

Before proving this theorem we first point out useful, but elementary, facts about strongly Abelian varieties.

**Lemma 10.2.** Let \( V \) be a locally finite strongly Abelian variety and let \( d(\vec{x}) \) be an \( n \)-ary decomposition term of \( V \).

1. There is a finite upper bound to the number of variables to which any term of \( V \) or \( V[d] \) depends.
2. The size of the finitely generated \( V \) (or \( V[d] \))-free algebras can be bounded by a polynomial in the number of free generators.
3. \( G_V \) is bounded by a polynomial if and only if \( G_{V[d]} \) is bounded.

**Proof.** A proof of item (1) (for \( V \)) may be found in [13], Theorem 0.17. The multi-sorted version follows from the fact that every term of \( V[d] \) arises as a projection of a term from \( V \) and so cannot depend on more than \( n \)-times the number of variables to which the original term depended.
Item (2) follows from (1) since the elements of a \( k \)-generated \( \mathcal{V} \) or \( \mathcal{V}[d] \)-free algebra correspond to the number of distinct terms over a set of \( k \) variables (up to \( \mathcal{V} \) or \( \mathcal{V}[d] \)-equivalence). As the number of variables that any term can depend on in the variety is bounded by a fixed integer, the number of terms (up to equivalence in the variety) is bounded by some polynomial.

Let \( A \) be a \( k \)-generated element of \( \mathcal{V} \). We may assume that the universe of \( A \) is equal to the product \( A_1 \times \cdots \times A_n \) for some non-empty sets \( A_i \) and that \( d^A \) is equal to the decomposition operation on this product. The associated algebra \( A[d] \) is generated by at most \( kn \) elements, namely, the set of \( kn \) components of the \( k \) generators of \( A \). From this we can deduce that \( G_{\mathcal{V}}(k) \leq G_{\mathcal{V}[d]}(kn) \) for all \( k \).

Conversely, let \( B \) be a \( k \)-generated member of \( \mathcal{V}[d] \) and suppose that it is generated by the \( k \) elements \( b_1, \ldots, b_k \). We may assume that \( B \) is equal to an algebra of the form \( A[d] \) for some algebra \( A \in \mathcal{V} \). Let \( a \) be some arbitrary member of \( A \) and, for each generator \( b_i \), define \( a_i \) to be the unique element of \( A \) which is equal to \( a \) in every coordinate except possibly at \( \sigma(b_i) \), where it is equal to \( b_i \). For \( b \in B \), \( \sigma(b) \) denotes the sort of the element \( b \).

We claim that the elements \( a_1, \ldots, a_k \) of \( A \) form a generating set for \( A \). If we let \( C \) be the subalgebra of \( A \) that these elements generate, then we see that \( C[d] \) (a subalgebra of \( A[d] \)) will contain the \( b_i \) and so must be equal to \( A[d] \). From this it follows that \( C \) is equal to \( A \), as required. We can conclude from this that \( G_{\mathcal{V}[d]}(k) \leq G_{\mathcal{V}}(k) \) for all \( k \) since each \( k \)-generated member of \( \mathcal{V}[d] \) arises from a \( k \)-generated member of \( \mathcal{V} \).

Thus if either of \( G_{\mathcal{V}} \) or \( G_{\mathcal{V}[d]} \) can be bounded by a polynomial, then both of them can be bounded.

\( \square \)

**Proof of Theorem 10.9** Let \( d(x_1, \ldots, x_n) \) be a decomposition term for \( \mathcal{V} \) of maximal arity. By Lemma 10.2(3) it suffices to show that if \( \mathcal{V}[d] \) is not essentially unary, then \( G_{\mathcal{V}[d]} \) is not bounded by a polynomial.

Under the assumption that \( \mathcal{V}[d] \) is not essentially unary, the proof of Theorem 11.9 from [15] provides a method for building a finite algebra \( S[G] \in \mathcal{V}[d] \), for every finite bi-partite graph \( G \), from which \( G \) can be recovered, up to isomorphism, using a first order interpretation scheme. The algebra \( S[G] \) is generated by at most \( 2k^2 + k + n \) elements, where \( |G| = k \).

Since the interpretation scheme that is employed in Theorem 11.9 to recover \( G \) employs a fixed number of parameters (independent of the size of \( G \)), then we cannot conclude that the isomorphism type of \( S[G] \) determines the isomorphism type of \( G \). What we now argue is that the isomorphism type of the algebra determines a “small” number of bi-partite graphs, up to isomorphism. Each choice of a sequence of parameters from \( S[G] \) will determine some (possibly degenerate) finite bi-partite graph, and so it will suffice to show that the number of sequences that can be selected is small, relative to the number of \( k \)-element bi-partite graphs.

Let \( G \) be a finite bi-partite graph of size \( k \) and let \( f(x) \) be a polynomial that bounds the size of the \( \mathcal{V}[d] \)-free algebras, as a function of the number of free generators of the algebra (see Lemma 10.2(2)). Since \( S[G] \), the algebra constructed from \( G \) in the proof of Theorem 11.9 of [15] is generated by at most \( 2k^2 + k + n \) elements; then the size of this algebra is bounded by \( f(2k^2 + k + n) \).

Let \( N \) be the number of parameters that are used in the interpretation scheme found in the proof of Theorem 11.9. (\( N \) is equal to the number of elements of a certain finite member of \( \mathcal{V}[d] \).) If we let \( p(k) \) denote the polynomial \( f(2k^2 + k + n)^N \),
then we know that there are at most \( p(k) \) distinct sequences of elements from \( S[G] \) of length \( N \). Using the interpretation scheme from the proof of Theorem 11.9, each such sequence determines some finite bi-partite graph, and so the set of finite bi-partite graphs that can be recovered, up to isomorphism, from \( S[G] \) using the interpretation scheme from Theorem 11.9 and some choice of parameters is bounded by \( p(k) \).

Up to isomorphism, the number of algebras of the form \( S[G] \) for some \( k \)-element bi-partite graph \( G \) is at most \( G_\|d|\|2(k^2+k+n) \), since each such algebra is generated by at most \( 2k^2+k+n \) elements. Since the isomorphism type of each algebra of this kind determines (using the interpretation scheme) a set of finite bi-partite graphs of size at most \( p(k) \) and each \( k \)-element bi-partite graph lies in at least one of these sets, then an upper bound for the number of isomorphism types of \( k \)-element bi-partite graphs is given by

\[
G_\|d|\|2(k^2+k+n)p(k).
\]

If \( k = 4m \), then a lower bound for the number of isomorphism types of \( k \)-element bi-partite graphs is given by \( m^m \), and so we conclude that

\[
m^m \leq G_\|d|\|32m^2+4m+n)p(4m)
\]

for all natural numbers \( m \). Since \( p(x) \) is a polynomial, it follows that the function \( G_\|d| \) cannot be bounded by any polynomial.

We now set out to prove that unless all non-constant unary terms of a multi-sorted unary variety \( V \) are invertible, the function \( G_V(n) \) cannot be bounded by a polynomial.

**Definition 10.3.** Let \( V \) be a multi-sorted unary variety.

1. Call a term \( t(x) \) of \( V \) invertible if there is a term \( s(y) \) (of the appropriate sort) such that \( V \models s(t(x)) \approx x \).
2. The term \( t(x) \) of \( V \) will be called constant if \( V \models t(x) \approx t(y) \).
3. A sort \( i \) of \( V \) will be called non-invertible if there is a non-invertible, non-constant term \( t(x) \) of \( V \) with the sort of the variable \( x \) equal to \( i \).
4. The scope of a sort \( i \) of \( V \), denoted by \( \text{Scope}(i) \), is defined to be

\[
\{ j : \text{there is some term } t(x) \text{ with domain of sort } i \text{ and range of sort } j \} \\
\cup \{ j : \text{there is a constant symbol of } V \text{ of sort } j \}.
\]

For \( A \in V \) and \( a \in A \), \( \text{Scope}(a) \) is set to \( \text{Scope}(i) \), where \( i \) is the sort of \( a \).

**Theorem 10.4.** Let \( V \) be an \( n \)-sorted unary variety with the function \( G_V \) bounded by a polynomial. Then all non-constant unary terms \( t(x) \) of \( V \) are invertible.

**Proof.** Without loss of generality we may assume that each sort of \( V \) is non-trivial, and so if \( V \models x \approx y \), then the variables \( x \) and \( y \) are the same. Assume that some non-constant term of \( V \) is not invertible. We will interpret finite equivalence relations into \( V \) in a manner that will allow us to conclude that \( G_V \) cannot be bounded by a polynomial.

For \( A \in V \) and \( a \in A \) let \( S(a) \) denote the subuniverse of \( A \) generated by \( \{ a \} \). Note that \( S(a) \) is the universe of a subalgebra of \( A \) if and only if \( \text{Scope}(a) = \{ 1, \ldots, n \} \). Define the quasi-order \( \preceq \) on \( A \) by: \( a \preceq b \) if and only if \( S(a) \subseteq S(b) \), and write \( a \approx b \) if and only if \( S(a) = S(b) \). So, \( a \preceq b \) if and only if there is some term \( t(x) \) with \( t(b) = a \) or \( a \) is a constant of \( A \).
For each $i \leq n$, let $x_i$ be a free generator of sort $i$ and let $F$ be the $V$-free algebra generated by $\{x_1, \ldots, x_n\}$. Select a non-invertible sort $i$ with the property that $\text{Scope}(i)$ is maximal in the set

\[ \{\text{Scope}(j) : j \text{ is a non-invertible sort}\} . \]

We may assume that $i = 1$. By the maximality of $\text{Scope}(1)$ we can conclude that if $j \notin \text{Scope}(1)$, then there is no non-constant unary term of $V$ with domain of sort $j$ and range 1.

Let $E = (X, E)$ be an equivalence relation on the finite set $X$ and let $F_X$ be the $V$-free algebra freely generated by the set $X \cup \{y_j : j \notin \text{Scope}(1)\}$, where the elements of $X$ are treated as elements of sort 1 and $y_j$ an element of sort $j$. We may assume that the $y_j$ are not members of $X$. Note that by design each sort of $F_X$ will be non-empty since we have included elements $y_j$ of all sorts $j$ which are not in $\text{Scope}(1)$.

Let $\theta_E$ be the congruence of $F_X$ generated by the set

\[ \{(t(u), t(v)) : t(x) \text{ is a non-invertible term of } V \text{ with domain of sort } 1 \text{ and } (u, v) \in E\} . \]

Let $A[E]$ be the algebra $F_X/\theta_E$.

Claim 1. (1) If $u \in X$ and $t(x)$ is an invertible term of $V$ with domain of sort 1, then $t(u)/\theta_E = \{t(u)\}$.

(2) If $u \in X$ and $t(x)$ is a non-invertible term of $V$ with domain of sort 1, then $t(u)/\theta_E = \{t(v) : (u, v) \in E\}$.

(3) The elements of $X$ are in one-to-one correspondence with the $\approx$-classes of the elements of $A[E]_1$ which are maximal in $A[E]$ with respect to the quasi-order $\leq$.

To show (1), suppose that $c \in F_X$ with $(t(u), c) \in \theta_E$ and $t(u) \neq c$. Then there are unary terms $r(y)$ and $s(x)$ and $(a, b) \in E$ with $s$ non-invertible and $rs(a) = t(u) \neq rs(b)$. Since $t$ is invertible and both $a$ and $u$ are free generators of $F_X$, we conclude that $a = u$ and that the term $s$ must be invertible, contrary to our assumptions.

To establish (2) it suffices to show that if $(a, b) \in E$ and $s(x)$ is a non-invertible term with domain of sort 1 and $r(y)$ is any term of $V$ with $rs(a) = t(v)$ for some $v \in X$ with $(u, v) \in E$, then $rs(b) = t(w)$ for some $w \in X$ with $(u, w) \in E$. If $t$ is a constant term of $V$, then we also have that $rs(b) = t(v)$, as required. If $t$ is not constant, then since $a$ and $v$ are free generators of $F_X$ we have that $a = v$, and so $(v, b) \in E$ and $rs(b) = t(b)$, as required.

For (3), we will first establish that $\bar{u} = u/\theta_E$ is maximal with respect to $\leq$ in $A[E]$ for any $u \in X$. Suppose that there is some element $a \in A[E]$ with $\bar{u} \leq a$. Then there is some term $t(x)$ with $\bar{u} = t(a)$ and some element $c \in F_X$ with $a = c/\theta_E$. Then we have that $(u, t(c)) \in \theta_E$, and so $u = t(c)$ by (1). Either $c$ is the value of some constant of $V$ or it can be written as $r(b)$ for some free generator $b$ of $F_X$ and some non-constant term $r$. The former can’t hold since the free generator $u$ would be constant, and if the latter holds, then we would have that $u = t(r(b))$ holds in $F_X$. As $u$ and $b$ are free generators, we conclude that $u = b$ and thus $r(\bar{u}) = a$ in $A[E]$. So, $a \leq \bar{u}$, as required.

By choice, the sort 1 has the property that $\text{Scope}(1)$ is maximal amongst those sorts which are non-invertible, and so if $j$ is not a member of this set, then there is
no non-constant term \( t(x) \) whose range is of sort 1 and whose domain is of sort \( j \). If \( a \in A[E]_1 \), then it is either the value of some constant term of \( \mathcal{V} \) or it is of the form \( t(g/\theta_E) \) for some (free) generator \( g \) of \( F_X \) and some non-constant term \( t \) whose range has sort 1. If the former holds, then the \( \simeq \)-class of \( a \) cannot be maximal with respect to \( \preceq \). In the latter case we have that \( a \preceq g/\theta_E \). As \( t \) is non-constant, then the generator \( g \) must belong to the set \( X \) since, as noted earlier, there is no non-constant unary term whose range is of sort 1 and whose domain has some sort not in \( \text{Scope}(1) \). Thus, the only maximal elements of \( A[E]_1 \) with respect to \( \preceq \) are \( \simeq \)-related to \( x/\theta_E \) for some \( x \in X \).

To conclude the proof of (3) we need only establish that if \( a \neq b \in X \), then \( a/\theta_E \not\simeq b/\theta_E \). If, on the contrary, \( a/\theta_E \simeq b/\theta_E \), then there is some unary term \( t(x) \) with \( t(a/\theta_E) = b/\theta_E \), or \( (t(a), b) \in \theta_E \). Since \( b \) is a free generator of \( F_X \) we have that \( t(a) = b \), and so we must have that \( a = b \).

The claim establishes that we can recover the set of vertices of the graph \( E \) from the isomorphism type of \( A[E] \), and the next claim shows that the edge relation can also be recovered.

**Claim 2.** For \( u, v \in X \), \((u, v) \in E\) if and only if there are \( a, b \in A[E]_1 \) with \( a \preceq u/\theta_E \), \( b \preceq v/\theta_E \) and \( t(a) = t(b) \) for all non-invertible terms \( t(x) \) of \( \mathcal{V} \) with domain of sort 1.

One direction of this claim is immediate from the definition of the congruence \( \theta_E \). For the converse, suppose that \( a \preceq u/\theta_E \) and \( b \preceq v/\theta_E \). Then there are invertible terms \( r \) and \( s \) with \( a = r(u/\theta_E) \) and \( b = s(v/\theta_E) \). Let \( t(x) \) be some non-invertible, non-constant term of \( \mathcal{V} \) with domain of sort 1. The equality \( t(a) = t(b) \) implies that \( (t(r(u)), t(s(v))) \in \theta_E \). Since the term \( t(r(x)) \) is non-invertible, then by (2) of Claim 1 we conclude that \( t(s(v)) = t(r(w)) \) for some \( w \in X \) with \( (u, w) \in E \). Since \( t \) is non-constant and \( r \) and \( s \) are invertible, then \( ts \) and \( tr \) are non-constant and so \( v = w \), as required.

Thus the isomorphism type of the equivalence relation \( E \) can be recovered from the isomorphism type of the algebra \( A[E] \). Since this algebra is generated by at most \( |X| + n \) elements, a lower bound for the function \( G_{\mathcal{V}}(k + n) \) is the function \( \Pi(k) \), the number of \( k \)-element equivalence relations, up to isomorphism. It was noted earlier that

\[
\Pi(k) \sim \frac{1}{4k\sqrt{3}} e^{\left(\sqrt{\frac{2k}{n}}\right)},
\]

and so \( \Pi(k) \) cannot be bounded from above by any polynomial. Thus the function \( G_{\mathcal{V}}(k) \) cannot have this property if \( \mathcal{V} \) has a non-constant, non-invertible term. \( \square \)

**Theorem 10.5.** Let \( \mathcal{V} \) be a locally finite strongly Abelian variety. Then \( G_{\mathcal{V}} \) is bounded above by a polynomial if and only if \( \mathcal{V} \) is term equivalent to a varietal product of a sequence of matrix powers of \( H \)-sets, with constants, for various finite groups \( H \).

**Proof.** It is an easy exercise to check that the varietal product and matrix product operations on varieties preserve the property of having a polynomially bounded \( G \)-spectrum. In fact, a variety \( W \) and its matrix power \( W^{[k]} \) have identical \( G \)-spectra, while the \( G \)-spectrum of the varietal product of two varieties \( W_1 \) and \( W_2 \) is equal to the product of \( G_{W_1} \) and \( G_{W_2} \). It is even easier to check that the \( G \)-spectrum of a variety of pointed \( H \)-sets for some finite group \( H \) is polynomially bounded, and so we have established one half of the theorem.
Conversely, assume that \( V \) is a locally finite strongly Abelian variety with \( G_V \) bounded by a polynomial and let \( A \) be a finite algebra that generates \( V \). If we let \( d(x_1, \ldots, x_n) \) be a decomposition term for \( V \) of maximal arity, then by Theorems 10.1 and 10.4 we know that \( V[d] \) is an essentially unary \( n \)-sorted variety with the property that every non-constant unary term of \( V[d] \) is invertible.

We may assume that \( A = A_1 \times \cdots \times A_n \) for some non-empty sets \( A_i \) and that \( d(\overline{x}) \) is the decomposition operation with respect to this cartesian product. For each \( i \), let \( G_i \) be the group of non-constant unary term operations of \( A[d] \) with domain and range of sort \( i \). For \( i \leq n \), let \( C_i \) be the set of elements from \( A_i \) that are equal to the value of some term of \( A[d] \) that is constant and that has range of sort \( i \).

Define the binary relation \( \sim \) on \( \{1, 2, \ldots, n\} \) by: \( i \sim j \) if and only if there is a non-constant unary term of \( A[d] \) with domain \( A_i \) and range \( A_j \). Since all non-constant terms of \( A[d] \) are invertible, it is not hard to see that \( \sim \) is an equivalence relation. Without loss of generality, we may assume that the equivalence classes of \( \sim \) are intervals and that \( i \sim j \) if and only if \( A_i = A_j \).

If \( i \sim j \), then there are unary term operations of \( A[d] \) which provide bijections between \( A_i \) and \( A_j \). By permuting elements of the \( A_k \)'s as necessary, we may in fact assume that for \( i \sim j \) the identity map between \( A_i \) and \( A_j \) is a term operation of \( A[d] \). It then follows that the groups \( G_i \) and \( G_j \) and the sets \( C_i \) and \( C_j \) are identical in this case.

Let \( m \) be the number of \( \sim \)-classes and, for \( i \leq m \), let \( \sigma_i \) be the smallest member of the \( i \)th \( \sim \)-class and \( k_i \) the size of this class. Then

\[
A = A_{\sigma_1}^{k_1} \times A_{\sigma_2}^{k_2} \times \cdots \times A_{\sigma_m}^{k_m}.
\]

The theorem follows from the following Claim.

Claim. The algebra \( A \) is term equivalent to the algebra \( B \) obtained by taking the non-indexed product of the \( k_i \)th matrix powers of the pointed \( G \)-sets \( \langle A_{\sigma_i}, G_{\sigma_i}, C_{\sigma_i} \rangle \) for \( i \leq m \).

Note that \( A \) and \( B \) have the same universe. By unravelling how the matrix power and non-indexed product work, it can be seen that a \( p \)-ary operation \( f(x_1, \ldots, x_p) \) on \( A \) will be a term operation of \( B \) if and only if for each \( i \leq n \), the projection of \( f \) onto the \( i \)th coordinate of \( A_i \),

\[
p_i f(x_1^1, x_2^1, \ldots, x_p^1, \ldots, x_1^n, \ldots, x_p^n) : A_i^1 \times \cdots \times A_i^p \to A_i,
\]

is either constant and takes on one of the values in \( C_i \) or is essentially unary and depends on some variable \( x_q^j \) with \( i \sim j \) and such that this unary map from \( A_j \) into \( A_i \) is a member of the group \( G_i \).

By appealing to the definitions of the groups \( G_i \), the sets \( C_i \) and the relation \( \sim \) and by using the decomposition operation \( d(\overline{x}) \), one obtains an identical description for the \( p \)-ary members of the clone of \( A \).

\[\square\]
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