Numerical Integration Formulas for use with Weight Functions $x^2$ and $x/\sqrt{1 - x^2}$

By R. E. Greenwood, P. D. M. Carnahan and J. W. Nolley

1. Introduction. Numerical integration formulas of the type

\[ \int_{-1}^{1} f(x) \, dx \approx C_n \sum_{i=1}^{n} f(x_i, n) \]

were investigated by Chebyshev [1]. It will be noted in correspondence (1) that all values of $f$ used on the right hand side are given the same weight. This is advantageous when the values of $f$ represent experimental measurements. Salzer [2] has given tables of $\{x^i, n\}$ for $n = 1, 2, 3, \ldots, 7$ and $n = 9$. Other values of $n$ require values of $x_i, n$ outside of the interval $(-1, 1)$.

Chebyshev also investigated numerical integration formulas of the type

\[ \int_{-1}^{1} \frac{1}{\sqrt{1 - x^2}} \, f(x) \, dx \approx C_n \sum_{i=1}^{n} f(x_i, n). \]

Greenwood and Danford [3] investigated numerical integration formulas of the type

\[ \int_{0}^{1} x f(x) \, dx \approx C_n \sum_{i=1}^{n} f(x_i, n) \]

\[ \int_{-1}^{1} x f(x) \, dx \approx k_m \sum_{i=1}^{m} [f(x_i, m) - f(-x_i, m)]. \]

These would appear to be of use when the first moment of a distribution is needed. The known usable cases for (3) are few in number, $n = 1, 2, 3$. Correspondence (4) may be used for $m = 1, 2, 3, 4$.

The usual procedure for getting as much “accuracy” as possible into the correspondences is to require that they be exact for as many of the functions $1, x, x^2, \ldots, x^k, \ldots$ as possible. For correspondences (1), (2), (3), the requirement of equality for the function $f(x) = 1$ yields a value for $C_n$. Simple arguments suggest that if correspondences (1) and (3) are to be exact for polynomials of degree $n$, (i.e. linear combinations of $1, x, x^2, \ldots, x^n$), then there must be $n$ abscissae used. Correspondence (4) requires a different approach, one such approach using continued fractions was suggested by Chebyshev [1]. Since the same abscissa value is used twice in correspondence (4), simple arguments suggest that correspondence (4) can be made exact for polynomials of degree $2m$.

2. Weight Function $x/\sqrt{1 - x^2}$. Numerical integration formulas of the type

\[ \int_{-1}^{1} \frac{x}{\sqrt{1 - x^2}} \, f(x) \, dx \approx k_m \sum_{i=1}^{n} [f(x_i, m) - f(-x_i, m)] \]
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were studied by one of the co-authors of this paper in connection with the preparation of his master's thesis [4]. The substitution $x = \sin s$ changes correspondence (5) to the form

\[ (6) \quad \int_{-\sqrt{2}}^{\sqrt{2}} (\sin s)f(\sin s) \, ds \approx k_m \sum_{m=1}^{m} \left[ f(\sin s_{i,m}) - f(-\sin s_{i,m}) \right]. \]

A fairly sophisticated method for evaluation of the $x_{i,m}$ was used by Chebyshev [1]; that method was followed by the authors of this paper.

All calculations were performed on desk machines and carried to ten decimal places and then rounded off to eight decimal places. The results obtained are tabulated in Table 1. All values of $x_{i,m}$ and $s_{i,m}$ are tabulated with the corresponding value of $k_m$ and hence with the corresponding value of $m$. In some cases more than one value of $k_m$ was found. In some places certain subscripts not needed for clarity have been dropped. When more than one value of $k$ was found a prescript was added to $k_m$.

The similarities in the $s_{i,4}$ values in the minutes and seconds columns is rather odd.
Table 2. Weights and Abscissae for $x^2$

<table>
<thead>
<tr>
<th>$n$</th>
<th>$c$</th>
<th>$x_1$</th>
<th>$x_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.666666</td>
<td>0.000000</td>
<td>0.000000</td>
</tr>
<tr>
<td>2</td>
<td>0.333333</td>
<td>0.774596</td>
<td>0.774596</td>
</tr>
<tr>
<td>3</td>
<td>0.222222</td>
<td>0.948683</td>
<td>0.948683</td>
</tr>
<tr>
<td>4</td>
<td>0.166667</td>
<td>0.581494</td>
<td>0.581494</td>
</tr>
<tr>
<td>6</td>
<td>0.111111</td>
<td>0.941000</td>
<td>0.941000</td>
</tr>
</tbody>
</table>

The derivation suggests that the numerical integration correspondence relation (5) should be exact for a polynomial of degree $2m + 1$ or less. Indeed, since the trivial identity $0 = 0$ results when $f(x)$ is chosen as an even function, one can consider the set of $m + 1$ functions $f_1(x) = x, f_2(x) = x^3, \ldots, f_{2m+1}(x) = x^{2m+1}$ and require that correspondence (5) be exact for this set of $m + 1$ functions. Thus the set of equations for $j = 0, 1, 2, \ldots, m$

$$
\int_{-1}^{1} \frac{x}{\sqrt{1-x^2}} x^{2j+1} dx = k_m \left[ \sum_{i=1}^{m} x_{i,m}^{2j+1} - \sum_{i=1}^{m} (-x_{i,m})^{2j+1} \right]
$$

(7)

could have been used to determine the parameters $k_m$ and $x_{i,m}$, $i = 1, 2, \ldots, m$. However, this set of simultaneous non-linear equations is much more difficult to solve than the Chebyshev equations. Equations (7) may be used as a check set, and indeed the data of Table 1 were checked by this method. Except for slight discrepancies of three or less units in the eighth decimal place the check equations above were verified. Such discrepancies are well within the possible round-off error.

3. Weight Function $x^2$. Numerical integration formulas of the type

$$
\int_{-1}^{1} x^2 f(x) \, dx \simeq C_n \sum_{i=1}^{n} f(x_{i,n})
$$

(8)

were recently studied by another co-author of this paper in connection with the preparation of his master’s thesis [5]. Again, a method suggested by Chebyshev [1] was used to outline the steps in the computation. Chebyshev’s method required that the roots of an $n$th degree polynomial be obtained. A previously prepared program for determining roots of a polynomial was used on an automatic digital computer to get seven decimal place values for the roots. Hand methods and Newton’s iteration were then used to get ten or eleven decimal place values. These values were rounded off to ten places, and are given in Table 2.

The polynomials for $n = 5, 7, 8$ had at least one pair of imaginary roots. Numerical quadrature formulas using imaginary abscissas are of doubtful utility and hence the roots are not tabulated for these values of $n$.

The derivation suggests that the numerical integration correspondence relation (8) should be exact for a polynomial of degree $n$ or less. Consider, then, the set of $n + 1$ functions $f_0(x) = 1, f_1(x) = x, f_2(x) = x^2, \ldots, f_n(x) = x^n$, and require that
correspondence (8) be exact for each of these \((n + 1)\) functions. The resulting equation for \(f_0(x) = 1\) determines the value \(C_n = 2/(3n)\). The other equations are of the type

\[
\int_{-1}^{1} x^j x^i \, dx = C_n \sum_{i=1}^{n} x_{i,n}^j
\]

\(j = 1, 2, \cdots, n\). With the value of \(C_n\) given above, these \(n\) nonlinear simultaneous equations could have been used to determine the \(n\) abscissas \(x_1, x_2, \cdots, x_n\). In practice, equations (9) were used as a check set on the values obtained following the Chebyshev procedure. Except for slight discrepancies of two or less units in the tenth decimal place the check equations were all verified. Such discrepancies are well within the possible round-off error.

4. Conclusions. Comparison between the Newton-Cotes rule for numerical integration of \((x/\sqrt{1-x^2}) f(x)\) on \((-1, 1)\) and the Chebyshev method presented in 2 for \(f(x)\) suggest that the Chebyshev method is faster and "more accurate" for a reasonably wide class of functions \(f(x)\). Of course, this wide class of functions does not include \(f(x) = (\sqrt{(1-x^2)}/x)\) (polynomial in \(x\)) for which the Newton-Cotes method could be expected to be faster and more accurate.

Similar statements could be made when the weight function \(x^2\) is used. Indeed, these numerical integration methods apply best when the value of the integral

\[
\int_{-1}^{1} w(x)f(x) \, dx
\]

is desired and when \(f(x)\) is given empirically and where \(w(x)\) is the given weight function. Thus, the abscissas given in table 2 would be quite useful in empirical determinations of second moments.
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