A Table of Generalized Circular Error

By Harry Weingarten and A. R. Di Donato

1. Introduction. This note provides an abbreviated table (Table 1) giving solutions for the value of \( K \) satisfying

\[
\frac{1}{2\pi\sigma_x \sigma_y} \int_R \int \exp \left[ -\frac{1}{2} \left( \frac{x^2}{\sigma_x^2} + \frac{y^2}{\sigma_y^2} \right) \right] \, dx \, dy = P
\]

where \( R \) is the circle \( x^2 + y^2 = K^2 \sigma_x^2 \), \( \sigma_x \geq \sigma_y \) and \( c = \sigma_y / \sigma_x \). \( K \) has been computed for \( c = 0(.01)1 \) and \( P = 0(.01).99 \). The table provided here will not contain all the results because of space limitations. The complete table is available upon request directed to either author. It differs from the extensive one in [1] which also gives numerous applications and a wide bibliography of the bivariate normal distribution.

2. Application. When \( P = .5 \) and \( c = 1 \) we obtain the CPE (circular probable error) relationship used in ballistic studies. In this case \( K = 1.17741 \), which may easily be found without the table in this note. When \( c \neq 1 \), however, (which is the usual case) it is still of interest to find the circles within which impacts will occur with given probabilities, rather than the ellipses. For any particular \( P \) and \( c \) the value of \( K \) in the table multiplied by \( \sigma_x \) is the required radius.

3. Statistical Interpretation. This kind of problem has been widely considered as indicated by the references in [2], where the approach is differently oriented, being concerned with the general problem of the distribution of quadratic forms. Essentially we consider here the cumulative distribution in tabular form of the random variable,

\[
Z = X^2 + Y^2
\]

where \( X \) and \( Y \) are independently and normally distributed with zero means and variances \( \sigma_x \) and \( \sigma_y \). \((Z \) does not, of course, have a \( \chi^2 \) distribution unless \( \sigma_x = \sigma_y = 1 \).) In [3], Chapter 27, there will be found application of such results to the specification of regions of type \( C \) in the testing of hypotheses.

4. Analysis. This section will detail the computational and numerical analysis aspects of the preparation of the table.

The probability integral under consideration is given by the following equation:

\[
P(K, \sigma_x, \sigma_y) = \frac{1}{2\pi\sigma_x \sigma_y} \int_R \int \exp \left[ -\frac{1}{2} \left( \frac{x^2}{\sigma_x^2} + \frac{y^2}{\sigma_y^2} \right) \right] \, dx \, dy
\]

where the region, \( R \), is specified as a circle with its center at the origin and with radius \( K \sigma_x \). The use of polar coordinates transforms (1) to

\[
P(K, c) = \frac{1}{2\pi c} \int_0^{2\pi} \int_0^K \exp \left[ -\frac{1}{2} \left( \frac{1 + c^2}{2c^2} - \frac{1 - c^2}{2c^2} \cos 2\theta \right) \right] \rho \, d\rho \, d\theta
\]
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### Table 1

The Generalized Circular Probable Error K

<table>
<thead>
<tr>
<th>( F )</th>
<th>(.05)</th>
<th>(.10)</th>
<th>(.15)</th>
<th>(.25)</th>
<th>(.30)</th>
<th>(.35)</th>
<th>(.40)</th>
<th>(.45)</th>
<th>(.50)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(.05)</td>
<td>0.08149</td>
<td>0.10697</td>
<td>0.12806</td>
<td>0.14627</td>
<td>0.16251</td>
<td>0.17750</td>
<td>0.19007</td>
<td>0.20375</td>
<td>0.21579</td>
</tr>
<tr>
<td>(.10)</td>
<td>0.13631</td>
<td>0.16328</td>
<td>0.19017</td>
<td>0.21419</td>
<td>0.23662</td>
<td>0.25701</td>
<td>0.27599</td>
<td>0.29383</td>
<td>0.31070</td>
</tr>
<tr>
<td>(.15)</td>
<td>0.19500</td>
<td>0.21757</td>
<td>0.24565</td>
<td>0.27316</td>
<td>0.29897</td>
<td>0.32313</td>
<td>0.34585</td>
<td>0.36734</td>
<td>0.38777</td>
</tr>
<tr>
<td>(.20)</td>
<td>0.25524</td>
<td>0.27454</td>
<td>0.30048</td>
<td>0.32804</td>
<td>0.35900</td>
<td>0.38367</td>
<td>0.40617</td>
<td>0.43349</td>
<td>0.45676</td>
</tr>
<tr>
<td>(.25)</td>
<td>0.32529</td>
<td>0.35306</td>
<td>0.38715</td>
<td>0.41438</td>
<td>0.44188</td>
<td>0.46941</td>
<td>0.49500</td>
<td>0.52155</td>
<td>0.54624</td>
</tr>
<tr>
<td>(.30)</td>
<td>0.39582</td>
<td>0.40867</td>
<td>0.41935</td>
<td>0.42120</td>
<td>0.47050</td>
<td>0.52864</td>
<td>0.55677</td>
<td>0.58412</td>
<td>0.61093</td>
</tr>
<tr>
<td>(.35)</td>
<td>0.46563</td>
<td>0.48004</td>
<td>0.49025</td>
<td>0.49224</td>
<td>0.52924</td>
<td>0.56878</td>
<td>0.61751</td>
<td>0.64626</td>
<td>0.67553</td>
</tr>
<tr>
<td>(.40)</td>
<td>0.53709</td>
<td>0.53409</td>
<td>0.54070</td>
<td>0.54602</td>
<td>0.59073</td>
<td>0.61889</td>
<td>0.64854</td>
<td>0.67872</td>
<td>0.70871</td>
</tr>
<tr>
<td>(.45)</td>
<td>0.50997</td>
<td>0.60023</td>
<td>0.61721</td>
<td>0.63303</td>
<td>0.65585</td>
<td>0.68244</td>
<td>0.71154</td>
<td>0.74184</td>
<td>0.77260</td>
</tr>
<tr>
<td>(.50)</td>
<td>0.67635</td>
<td>0.68199</td>
<td>0.69163</td>
<td>0.70585</td>
<td>0.72425</td>
<td>0.74994</td>
<td>0.77788</td>
<td>0.80785</td>
<td>0.83890</td>
</tr>
</tbody>
</table>
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where \( \rho, \theta \) are the usual polar coordinates stretched by a factor \( \sigma_z \) and where

\[
0 \leq \frac{\sigma_y}{\sigma_z} = c \leq 1.
\]

Simple transformations reduce \( P(K, c) \) to

\[
P(K, c) = \frac{1}{\pi e} \int_0^{\lambda_{3/2}} e^{-2u} \int_0^\pi e^{\lambda_{\cos \theta}} d\theta dw
\]

where

\[
A = \frac{1 - c^2}{2c^2} \quad \text{and} \quad B = \frac{1 + c^2}{2c^2}.
\]

The integral over \( \theta \) in (4) is referred to in \([4, (p. 46)]\), and may be expressed as

\[
\int_0^\pi e^{\lambda_{\cos \theta}} d\theta = \pi I_0(Aw)
\]

where \( I_0(x) \) is defined by the following Taylor and asymptotic expansions respectively

\[
I_0(x) = \sum_{n=0}^{\infty} \left( \frac{1}{n!} \right)^2 \left( \frac{x}{2} \right)^{2n}
\]

\[
I_0(x) \sim \frac{e^x}{\sqrt{2\pi x}} \sum_{n=0}^{\infty} \left[ (2n)! \right]^2 x^{-n}.
\]

The relations (7) and (8) are given in \([4]\) on pages 20 and 58, respectively.

Two computation schemes were used for computing \( P \). If \( AK^2 \leq 40 \) (an arbitrary choice), then the following recurrence relation was used to compute \( P \):

\[
T_{2n} = \frac{2n - 1}{2n} \left( \frac{A}{B} \right)^2 T_{2n-2} - \frac{1}{Bc} \left\{ \left( \frac{AK^2}{4} \right)^{2n-1} e^{-BK^2/2} \left( \frac{AK^2}{4} + n \left( \frac{1}{n!} \right)^2 \right) \right\} \left( \frac{1}{n!} \right)^2
\]

where

\[
T_0 = \frac{1}{Bc} (1 - e^{-BK^2/2})
\]

and

\[
P = \sum_{n=0}^{\infty} T_{2n}, \quad AK^2 \leq 40.
\]

If \( AK^2 > 40 \) then the following recurrence relation was used to compute \( P \):

\[
M_{2n+1} = \frac{1}{2Ac} \cdot \frac{1}{\sqrt{x}} \cdot \frac{2}{2n - 1} \frac{(2n)!}{2^n (n!)^2} (AK^2)^{-(2n-1)/2} e^{-K^2/2} - \frac{1}{2A} \cdot \frac{2n - 1}{2n} M_{2n-1}
\]

where

\[
M_1 = \frac{1}{\sqrt{1 - c^2}} \cdot \frac{2}{\sqrt{\pi}} \int_{K/\sqrt{2}}^{\infty} e^{-u^2} du
\]
and

\[ P = 1 - \sum_{n=0}^{N'} M_{2n+1}. \]

Equation (9) is obtained by substituting (7) into (4), transforming the upper limit on the \( W \) integration from \( K^2/2 \) to \( AK^2/4 \), interchanging summation and integration, and then performing two successive integrations by parts on the integral that occurs as part of the general \( n \)th term of the series. The upper limit, \( N \), of the sum that appears in (11) is determined when

\[ T_{2N} \leq \epsilon \sum_{n=0}^{N} T_{2n} \]

where \( \epsilon \) is chosen to the order of accuracy to which \( P \) is desired.

The recurrence relation given by (12) is derived by substituting (8) into (4), interchanging summation and integration, and by considering the integral from \( AK^2 \) to infinity rather than from 0 to \( AK^2 \). Two integrations by parts on the integral that occurs as part of the general \( n \)th term of the series yield (12). The integer \( N' \) is determined such that

\[ |M_{2N'+1}| \leq \epsilon \sum_{n=0}^{N'} M_{2n+1}. \]

The restriction of (12) to the region \( AK^2 > 40 \) insures at least eight-digit accuracy in \( P \) before the terms \( M_{2n+1} \) eventually begin to increase in magnitude. The \( \epsilon \)'s in (15) and (16) were set at \( 10^{-8} \).

Inasmuch as equal intervals in \( P \) and \( c \) were desired, a Newton-Raphson procedure was used to determine \( K \) for a given \( P \) and \( c \); accordingly

\[ K_n = K_{n-1} - \frac{1}{c} \int_0^{(K_{n-1}/2)} e^{-bw} I_0(Aw) \, dw - P \]

where \( K_n \) represents the \( n \)th iterate for \( K \).

The efficiency and accuracy of the computation are indicated by the fact that the average time required to evaluate a \( K \) to eight significant digits for a given \( P \) and \( c \) was 50 milliseconds on NORC. The accuracy of the results was checked by evaluating the same \( K \) by both (9) and (12) in the region of \( AK^2 = 40 \). Thirty terms were used for this purpose. This region is where both series (11) and (14) require the largest number of terms, and consequently where truncation and rounding errors should be the largest. Some further checks to insure eight-digit accuracy were obtained by evaluating some of the integrals by the direct application of Simpson's Rule. The entire table presented herein required less than 30 seconds of computing time on NORC.
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