Polynomial Expansions of Bessel Functions and Some Associated Functions

By Jet Wimp

1. Introduction. In this paper we first determine representations for the Anger-Weber functions $J_v(ax)$ and $E_v(ax)$ in series of symmetric Jacobi polynomials. (These include Legendre and Chebyshev polynomials as special cases.) If $v$ is an integer, these become expansions for the Bessel function of the first kind, since $J_k(ax) = J_k(ax)$. In Section 3, corresponding representations are found for $(ax)^{-v}J_v(ax)$. Convenient error bounds are obtained for the above expansions. In the fourth section we determine the similar type expansions for the Bessel functions $Y_k(ax)$ and $K_k(ax)$. In Section 5, the coefficients of some of our expansions are tabulated for particularly important values of the various parameters.

2. Symmetric Jacobi Expansions of Anger-Weber Functions. A function $f(x)$ satisfying certain conditions (for these consult [1]) may be expanded in the series

$$f(x) = \sum_{n=0}^{\infty} C_n P_n^{(\alpha,\beta)}(x), \quad -1 \leq x \leq 1, \quad \alpha > -1,$$

where $P_n^{(\alpha,\beta)}(x)$ is called the symmetric Jacobi polynomial of degree $n$. For our present purposes we shall use a definition given in [2]:

$$2^n n! P_n^{(\alpha,\beta)}(x) = (-1)^n (1 - x^2)^{-\alpha} D^n[(1 - x^2)^{\alpha+n}].$$

Also

$$C_n = h_n^{-1} \int_{-1}^{1} f(x)(1 - x^2)^{\alpha} P_n^{(\alpha,\beta)}(x) \, dx,$$

$$h_n = \frac{2^n (n + 1)_{\alpha}}{(n + \alpha + 1/2)(n + \alpha + 1)_{\alpha}}; \quad (\nu)_n = \frac{\Gamma(\nu + \mu)}{\Gamma(\nu)}, \quad (\nu)_0 = 1.$$

Using the representation (2.2) in (2.3) and noticing that all derivatives of $(1 - x^2)^{\alpha+n}$ up to and including the $(n - 1)st$ vanish at $x = \pm 1$, we integrate (2.3) $n$ times by parts to get:

$$C_n = (2^n n! h_n)^{-1} \int_{-1}^{1} f^{(n)}(x)(1 - x^2)^{\alpha+n} \, dx.$$

Consider the integral definition of the Anger-Weber functions [2, v. 2, p. 35]

$$J_v(ax) + iE_v(ax) = \pi^{-1} \int_{0}^{\pi} e^{i(\nu\phi - ax \sin \phi)} \, d\phi = f(x).$$

When $v$ is an integer, $J_v(ax)$ coincides with the Bessel function of the first kind $J_v(ax)$ [2, v. 2, p. 4].

Now differentiate (2.6) $n$ times under the integral sign, substitute the result in
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(2.5) and interchange the order of integration (which is, of course, permissible). The inner integral is known [3] and after evaluating it we have

\[ C_n = (-i)^n(n + 1)(\pi^{1/2})^{-1} \]

\[ \cdot \int_0^\pi e^{i\phi} \left( \frac{a \sin \phi}{2} \right)^{-(n+1/2)} J_{n+1/2}^2(a \sin \phi) d\phi. \]

Use the power series expansion for the Bessel function in (2.7) and integrate term-by-term to get

\[ C_n = (-i)^n \left[ \cos \frac{\nu\pi}{2} + i \sin \frac{\nu\pi}{2} \right] \Lambda_n R_n(v, \alpha, a), \]

where

\[ \Lambda_n = \frac{a^n n!}{\Gamma \left( \frac{n}{2} + \frac{v}{2} + 1 \right) \Gamma \left( \frac{n}{2} - \frac{v}{2} + 1 \right)} (n + 2\alpha + 1)_n, \]

and \( R_n \) is conveniently described in hypergeometric notation [2, v. 1, p. 182] as

\[ R_n(v, \alpha, a) = _2F_1 \left[ \frac{n}{2} + 1, \frac{n}{2} + 1; \frac{\alpha + n + 3}{2}, \frac{\alpha + n + 1}{2} \right] - \frac{a^2}{4} \]

Equating real and imaginary parts of (2.6) and (2.1), we get

\[ J_v(ax) = \sum_{n=0}^\infty A_n P_n^{(\alpha, \alpha)}(x), \quad -1 \leq x \leq 1, \]

\[ E_v(ax) = \sum_{n=0}^\infty B_n P_n^{(\alpha, \alpha)}(x), \quad -1 \leq x \leq 1, \]

where

\[ A_n = \Lambda_n R_n(v, \alpha, a) \phi_n(v), \]

\[ B_n = \Lambda_n R_n(v, \alpha, a) \psi_n(v), \]

and

\[ \phi_n(v) = \begin{cases} (-)^{n/2} \cos \frac{\nu\pi}{2}, & n \text{ even}, \\ (-)^{(n-1)/2} \sin \frac{\nu\pi}{2}, & n \text{ odd}; \end{cases} \]

\[ \psi_n(v) = \begin{cases} (-)^{n/2} \sin \frac{\nu\pi}{2}, & n \text{ even}, \\ (-)^{(n+1)/2} \cos \frac{\nu\pi}{2}, & n \text{ odd}. \end{cases} \]

Equations (2.11) and (2.12) and the expansions in Section 3 may also be de-
rived from results in [4]. The present derivation is more satisfactory because it establishes a foundation for the work in Section 4.

When $\alpha = -\frac{1}{2}$,

$$P_n^{[-(1/2),-(1/2)]}(x) = (\frac{1}{2})^n (n!)^{-1} T_n(x), \quad n = 1, 2 \cdots,$$

where $T_n(x)$ is the Chebyshev polynomial of the first kind of degree $n$. Also for this value of $\alpha$, $R_n$ simplifies to the product of two Bessel functions [2, v. 2, p. 11]. With $\alpha = -\frac{1}{2}$, then (2.11)-(2.14) become

$$J_\nu(ax) = \sum_{n=0}^{\infty} C_n T_n(x), \quad -1 \leq x \leq 1,$$

$$E_\nu(ax) = \sum_{n=0}^{\infty} D_n T_n(x), \quad -1 \leq x \leq 1,$$

where

$$C_n = \epsilon_n J_{(n+\nu)/2} \left( \frac{a}{2} \right) J_{(n-\nu)/2} \left( \frac{a}{2} \right) \phi_n(v),$$

$$D_n = \epsilon_n J_{(n+\nu)/2} \left( \frac{a}{2} \right) J_{(n-\nu)/2} \left( \frac{a}{2} \right) \psi_n(v),$$

and $\epsilon_n = \begin{cases} 1, & n = 0 \\ 2, & n > 0 \end{cases}$.

For integral $\nu$ we have the expansions

$$J_{2k}(ax) = \sum_{n=0}^{\infty} \epsilon_n J_{k+n} \left( \frac{a}{2} \right) J_{k-n} \left( \frac{a}{2} \right) T_{2n}(x), \quad -1 \leq x \leq 1,$$

$$J_{2k+1}(ax) = 2 \sum_{n=0}^{\infty} J_{k+n+1} \left( \frac{a}{2} \right) J_{k-n} \left( \frac{a}{2} \right) T_{2n+1}(x), \quad -1 \leq x \leq 1,$$

and $k = 0, 1, 2 \cdots$. Equation (2.22) is known [2, v. 2, p. 100].

Since

$$J_\nu(iz) = e^{(\nu+1)/2} I_\nu(z),$$

where $I_\nu(z)$ is the modified Bessel function of the first kind [2, v. 2, p. 5], we may replace $a$ by $ia$ in (2.22) and (2.23) to get expansions for $I_{2k}(ax)$ and $I_{2k+1}(ax)$.

It is important to note that, although the above expansions are valid only for $x$ real and $|x| \leq 1$, (2.6) is entire in $a$ and $\nu$, and hence $a$ may be chosen arbitrarily to yield expansions valid anywhere in the finite complex plane.

The expansions (2.11), (2.12), (2.18), (2.19), (2.22), and (2.23) are quite rapidly convergent, particularly in the Chebyshev cases [5]; consequently the last four expansions are eminently suitable for use on digital computers.* Such series

* The Bessel functions required to compute the coefficients in our expansions can be systematically generated on electronic computers with the aid of techniques discussed in [6, 7, 8]. There are numerous tables available for hand calculations. The words "accuracy," "error," and "convergence" in this paper always refer to the properties of the expansion when truncated after a finite number of terms.
may be truncated and rearranged in powers of \( x \). Clenshaw [9], though, by using the recursion formulas satisfied by the Chebyshev polynomials, has formulated a convenient nesting procedure which allows one to utilize such expansions directly. The scheme is as follows. Consider

\[
\begin{align*}
(2.25) & \quad f^{(1)}(x) = \sum_{n=0}^{N} A_n^{(1)} T_n\left(\frac{x}{a}\right), \quad 0 \leq x \leq a, \\
(2.26) & \quad f^{(2)}(x) = \sum_{n=0}^{N} A_n^{(2)} T_{2n}\left(\frac{x}{a}\right), \quad -a \leq x \leq a, \\
(2.27) & \quad f^{(3)}(x) = \sum_{n=0}^{N} A_n^{(3)} T_{2n+1}\left(\frac{x}{a}\right), \quad -a \leq x \leq a.
\end{align*}
\]

To evaluate the series (2.25), (2.26), or (2.27), respectively, we construct the following sequences:

\[
\begin{align*}
(2.28) & \quad b_n^{(1)} = \left[4 \left(\frac{x}{a}\right) - 2\right] b_{n+1}^{(1)} - b_{n+2}^{(1)} + A_n^{(1)}, \\
(2.29) & \quad b_n^{(2)} = \left[4 \left(\frac{x}{a}\right)^2 - 2\right] b_{n+1}^{(2)} - b_{n+2}^{(2)} + A_n^{(2)}, \\
(2.30) & \quad b_n^{(3)} = \left[4 \left(\frac{x}{a}\right)^2 - 2\right] b_{n+1}^{(3)} - b_{n+2}^{(3)} + A_n^{(3)},
\end{align*}
\]

for \( n = N, N - 1, N - 2, \ldots, 3, 2, 1, 0 \) with the initial values

\[
b_{N+1}^{(1)} = b_{N+2}^{(1)} = b_{N+1}^{(2)} = b_{N+2}^{(2)} = b_{N+1}^{(3)} = b_{N+2}^{(3)} = 0.
\]

\( f^{(1)}(x), f^{(2)}(x), \) and \( f^{(3)}(x) \) are then given by

\[
\begin{align*}
(2.31) & \quad f^{(1)}(x) = b_0^{(1)} + b_1^{(1)} \left[1 - 2 \left(\frac{x}{a}\right)\right], \\
(2.32) & \quad f^{(2)}(x) = b_0^{(2)} + b_1^{(2)} \left[1 - 2 \left(\frac{x}{a}\right)^2\right], \\
(2.33) & \quad f^{(3)}(x) = [b_0^{(3)} - b_1^{(3)}] \left(\frac{x}{a}\right).
\end{align*}
\]

The method is as direct as the ordinary nesting process used to evaluate polynomials.

We now derive error estimates for the expansions (2.11) and (2.12) for \(-1 \leq x \leq 1\). Notice that

\[
(2.34) \quad R_n(v, \alpha, a) = 1 + o\left(\frac{1}{n}\right)
\]

provided all other parameters are fixed, and consequently

\[
(2.35) \quad |A_n| \leq \frac{|a|^{n} n!}{\Gamma\left(\frac{n + v}{2} + 1\right) \Gamma\left(\frac{n - v}{2} + 1\right) (n + 2\alpha + 1)_n} \left|1 + o\left(\frac{1}{n}\right)\right|,
\]
and likewise for $B_n$. Also [2, v. 2, p. 206]

$$\max_{-1 \leq \varepsilon \leq 1} |P_n^{(\alpha, \alpha)}(x)| = \binom{n + \alpha}{n}, \quad \alpha \geq -\frac{1}{2}. \tag{2.36}$$

Let $\varepsilon_n$ denote the error incurred by taking just $N$ terms of (2.11) or (2.12). Because of the rapidity of convergence of the expansions, as shown by (2.35), the $(N + 1)$th term furnishes us with a convenient error estimate

$$|\varepsilon_n| = \frac{|a|^N N^{\alpha+(1/2)} N^{1/2}}{2^{2N+2n} \Gamma \left( \frac{N + v}{2} + 1 \right) \Gamma \left( \frac{N - v}{2} + 1 \right) \Gamma(\alpha + 1)} \left| 1 + 0 \left( \frac{1}{N} \right) \right|, \tag{2.37}$$

where $\alpha \geq -\frac{1}{2}, \quad N > v, \quad -1 \leq x \leq 1$.

Among the values of $\alpha$ considered, it follows from (2.37) that the choice $\alpha = -\frac{1}{2}$, i.e., the Chebyshev case, yields the smallest error term for large $N$.

3. Expansions of Bessel Functions of the First Kind of Nonintegral Order.

Results in the previous section gave symmetric Jacobi polynomial expansions for $J_v(ax)$ and $I_v(ax)$ for integral $v$. When $v$ is nonintegral, these functions are no longer entire functions of $x$, and it is convenient to derive an expansion for the entire function

$$\Gamma(v + 1)(ax/2)^{-v} J_v(ax) = \,\!_0F_1 \left( v + 1; -\frac{a^2 x^2}{4} \right). \tag{3.1}$$

Corresponding expansions for $\Gamma(v + 1)(ax/2)^{-v} I_v(ax)$ then follow, as before, from (2.24).

Let $f(x)$ in (2.5) be the right-hand side of (3.1). Then we have

$$J_v(ax) = (ax)^v \sum_{n=0}^{\infty} A_n P^{(\alpha, \alpha)}_n(x), \quad -1 \leq x \leq 1, \tag{3.2}$$

where

$$A_n = \frac{(-)^n (2a)^{2n}}{2^{\alpha+1/2} (2n + 2\alpha + 1) \Gamma(n + \frac{1}{2}) \Gamma(v + \frac{1}{2})}. \tag{3.3}$$

These equations also follow from a result in [4]. Indeed, using a general expansion given there, an alternative formula for (3.3) can be stated. We have

$$\,\!_1F_2 \left[ \rho; \sigma, \tau; -\frac{a^2}{4} \right] = \Gamma(\sigma) (z/2)^{1-\sigma} \sum_{k=0}^{\infty} \frac{(z/2)^k (\tau - \rho)^k}{k!} J_{k+\sigma-1}(z), \tag{3.4}$$

$$A_n = \frac{(-)^n 2^{(\alpha+1/2) - \sigma - v} \Gamma(n + \frac{1}{2}) (2n + \alpha + \frac{1}{2}) (2n + \alpha + v) \Gamma(v + \frac{1}{2})}{a^{(\alpha+1/2)}} \tag{3.5}$$

$$\cdot \sum_{k=0}^{\infty} \frac{(a/2)^k (v + \frac{1}{2})_k}{k! \Gamma(v + n + k + 1)} J_{2n+\alpha+\alpha+1/2}(a).$$
For the Chebyshev case of (3.2) \( \alpha = -\frac{1}{2} \) and

\[
J_v(ax) = (ax)^v \sum_{n=0}^{\infty} C_n T_{2n}(x), \quad -1 \leq x \leq 1,
\]

where

\[
C_n = \frac{e^{-n(a/4)^2}}{2^{n+1} \Gamma(n+1)} {}_1F_2 \left[ \begin{array}{c} n + \frac{1}{2}; \quad v + n + 1, 2n + 1; \\ - \frac{a^2}{4} \end{array} \right].
\]

Notice that when \( v = -\frac{1}{2} \), (3.3) simplifies. Also, since

\[
\int_{-1}^{1} (x^2)^{v/2} dx = \frac{1}{2} a^{1/2} \cos (ax),
\]

we infer the expansion

\[
J_{-(1/2)}(ax) = \left( \frac{\pi ax}{2} \right)^{(1/2)} \cos (ax),
\]

which can be derived in a number of different ways.

Using an analysis similar to that of Section 2, we may derive the estimate for the error incurred when just \( N \) terms of (3.2) are used.

\[
| \epsilon_N | = \frac{\pi^{1/2} a^{v+2N} \left| \frac{ax}{2} \right| N^{1/2} \Gamma(N + v + 1) \Gamma(\alpha + 1)}{2^{N+\alpha+v-1} \alpha^{N+\alpha} N!} \left( \frac{1}{N} \right)^{1/2}, \quad -1 \leq x \leq 1, \quad \alpha \geq -\frac{1}{2}, \quad N > v.
\]

Concerning the optimum choice of \( \alpha \) in (3.2), see the discussion surrounding (2.37).

4. Expansions of Bessel Functions of the Second Kind. The Bessel function and modified Bessel function of the second kind are denoted by \( Y_v(z) \) and \( K_v(z) \), respectively, and a treatment of them can be found in [2, v. 2, Ch. VII]. If \( v \) is non-integral, then

\[
Y_v(z) = [\sin (v\pi)]^{-1} \left\{ J_v(z) \cos (v\pi) - J_{-v}(z) \right\},
\]

and

\[
K_v(z) = \frac{\pi}{2} [\sin (v\pi)]^{-1} \left\{ I_v(z) - I_{-v}(z) \right\},
\]

so for such values of \( v \) expansions for the functions follow directly from the results of Section 3.

If \( v \) is an integer, it can be shown that

\[
Y_{\pm}(ax) = \frac{2}{\pi} \left[ \gamma + \ln \left( \frac{ax}{2} \right) \right] J_{\pm}(ax) + N_{\pm-1}(ax) - \frac{1}{\pi} W_{\pm}(ax),
\]
and

\begin{equation}
K_k(ax) = (-1)^{k+1} \left[ \gamma + \ln \left( \frac{ax}{2} \right) \right] I_k(ax) - \frac{\pi}{2} i^k N_{k-1}(i ax) + \frac{i^k}{2} W_k(i ax),
\end{equation}

where

\begin{equation}
N_{k-1}(ax) = \begin{cases} 
- \frac{1}{\pi} \sum_{m=0}^{k-1} \frac{(ax)^{2m-k}}{2^m m!} \frac{(k - m - 1)!}{m!}, & k > 0 \\
0, & k = 0,
\end{cases}
\end{equation}

and

\begin{equation}
W_k(ax) = \sum_{n=0}^{\infty} \left( \frac{ax}{2} \right)^{k+2m} \frac{[h_{m+k} + h_m]}{m!(k + m)!}.
\end{equation}

In the above \( \gamma = 0.57721 \ldots \) = Euler's constant and

\begin{equation}
h_m = 1 + \frac{1}{2} + \cdots + \frac{1}{m}, \quad h_0 = 1.
\end{equation}

We assume the value of \( \log (ax/2) \) is known. Then, since expansions for \( J_k(ax) \) and \( I_k(ax) \) were found in Section 2, and since \( N_{k-1}(ax) \) is simply a polynomial in \( 1/(ax) \), we need expand only the entire part of (4.3), i.e., \( W_k(ax) \), in symmetric Jacobi polynomials.

Using the representation (4.6) as \( f(x) \) in formula (2.5), a straightforward derivation gives the series

\begin{equation}
W_k(ax) = \sum_{n=0}^{\infty} A_n P_n^{(\alpha, \beta)}(x), \quad -1 \leq x \leq 1,
\end{equation}

where

\begin{equation}
A_n = \frac{((-1)^k + (-1)^n)(n + \alpha + 1) \alpha (n + \alpha + \frac{1}{2})}{2^{n+2a+1}}.
\end{equation}

\begin{equation}
\sum_{n=0}^{\infty} \left( \frac{-m(-k - 2m)_m}{m + k - n + 1} \frac{a^{k+2m}}{2} \right)^{n+\alpha+1} \frac{[h_{m+k} + h_m]}{m!(k + m)!}.
\end{equation}

We note that the expansion for \( Y_0(ax) \) may also be obtained by partially differentiating (3.2) with respect to \( v \) since

\begin{equation}
Y_0(ax) = 2 \pi^{-1} \left( \frac{\partial J_v(ax)}{\partial v} \right)_{v=0}.
\end{equation}

A similar procedure yields the expansion for \( K_0(ax) \). The Jacobi series for \( Y_k(ax) \) and \( K_k(ax) \) for \( k > 0 \), however, are not so easily obtained in this manner.

For \( k = 0 \) and 1, the Chebyshev cases of (4.3) and (4.4) are

\begin{equation}
Y_0(ax) = \frac{2}{\pi} \left[ \gamma + \ln \left( \frac{ax}{2} \right) \right] J_0(ax) + \sum_{n=0}^{\infty} v_n T_{m+n}(x), \quad 0 < x \leq 1,
\end{equation}

\begin{equation}
Y_1(ax) = \frac{2}{\pi} \left[ \gamma + \ln \left( \frac{ax}{2} \right) \right] J_1(ax) - \frac{2}{\pi ax} + \sum_{n=0}^{\infty} F_n T_{m+n}(x), \quad 0 < x \leq 1,
\end{equation}
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(4.13) \[ K_0(ax) = -\left[\gamma + \ln\left(\frac{ax}{2}\right)\right] I_0(ax) + \sum_{n=0}^{\infty} G_n T_{2n}(x), \quad 0 < x \leq 1, \]

(4.14) \[ K_1(ax) = \left[\gamma + \ln\left(\frac{ax}{2}\right)\right] I_1(ax) + \sum_{n=0}^{\infty} H_n T_{2n+1}(x), \quad 0 < x \leq 1, \]

where

\[ E_n = \frac{2\epsilon_n (a/4)^{2n}}{\pi(n!)^2} \sum_{k=0}^{\infty} \frac{(-)^k (a/2)^{2k} (n + 1/2)^k}{(n + 1)_k(2n + 1)_k} k!, \]

\[ F_n = \frac{2(-)^{n+1} (a/4)^{2n+1}}{\pi n!(n + 1)!} \sum_{k=0}^{\infty} \frac{(-)^k (a/2)^{2k} (n + 3/2)_k}{(n + 2)_k(2n + 2)_k} k!, \]

\[ G_n = \frac{\epsilon_n (a/4)^{2n}}{(n!)^2} \sum_{k=0}^{\infty} \frac{(a/2)^{2k} (n + 1/2)_k}{(n + 1)_k(2n + 1)_k} k!, \]

\[ H_n = -\frac{(a/4)^{2n+1}}{n!(n + 1)!} \sum_{k=0}^{\infty} \frac{(a/2)^{2k} (n + 3/2)_k}{(n + 2)_k(2n + 2)_k} k!. \]

5. Tables. Tables 1 through 3 are based on the Chebyshev polynomial cases of the expansions given in the previous sections of this paper. The entries in Tables 1 and 2 were computed on the UNIVAC 1103-A and those in Table 3 on the IBM 7090 at ASD. The calculations were designed so that the error incurred in using the expansions whose coefficients are tabulated here will not exceed five units in the 15th decimal place. Spot checks indicate the error is even less. Because all entries are to 16 significant figures, the expansions may be rearranged in powers of \( x \) with no loss of accuracy.

The number in parentheses after each entry is the power of ten by which the entry is to be multiplied. We have chosen coefficients corresponding to \( a = 5 \), but the coefficients for other values of \( a \) from one through ten are available on request.

Note that the expansions in this paper are valid not only for \(-1 \leq x \leq 1\) but for complex \( x \) in a region which can be determined by a theorem of Szegö [1, p. 238]. More specifically, a Jacobi series representing an entire function converges everywhere in the finite complex plane. However, the further \( x \) lies away from \(-1 \leq x \leq 1\), the more the accuracy of the expansion deteriorates. This is so because \( P_n^{(\alpha, \beta)}(x) \) for complex \( x \) can no longer be bounded by a simple power of \( n \) but behaves in the following manner [10]

\[ P_n^{(\alpha, \beta)}(z) = \frac{\Gamma(n + \alpha + 1)}{n! \pi^{1/2}} N^{2\pi} \left(\sin\frac{\theta}{2}\right)^{2\gamma} \left(\cos\frac{\theta}{2}\right)^{-2\gamma - 2n - 1} \]

\[ \cdot \cos \left[N\theta + \pi\gamma\right] \left\{1 + 0 \left(\frac{1}{N}\right)\right\} \]

valid in the \( z \) plane cut from \(-1\) to \(-\infty\) and from 1 to \( \infty \). In (5.1), \( \cos \theta = z \),
### Table 1

Coefficients for the Series

\[ J_0(x) = \sum_{n=0}^{\infty} A_n T_{2n}(x/5) \quad J_1(x) = \sum_{n=0}^{\infty} B_n T_{2n+1}(x/5) \quad I_0(x) = \sum_{n=0}^{\infty} C_n T_{2n}(x/5) \quad I_1(x) = \sum_{n=0}^{\infty} D_n T_{2n+1}(x/5) \]

\[-5 \leq x \leq 5\]

<table>
<thead>
<tr>
<th>n</th>
<th>( A_n )</th>
<th>( B_n )</th>
<th>( C_n )</th>
<th>( D_n )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>2.34068</td>
<td>98253</td>
<td>24576 (-03)</td>
<td>1.08290</td>
</tr>
<tr>
<td>1</td>
<td>-4.94205</td>
<td>09340</td>
<td>93238 (-01)</td>
<td>-1.26777</td>
</tr>
<tr>
<td>2</td>
<td>9.07937</td>
<td>63723</td>
<td>20755 (-01)</td>
<td>3.25875</td>
</tr>
<tr>
<td>3</td>
<td>-3.83814</td>
<td>58796</td>
<td>59383 (-02)</td>
<td>4.50054</td>
</tr>
<tr>
<td>4</td>
<td>-1.08755</td>
<td>31648</td>
<td>61813 (-03)</td>
<td>-3.80753</td>
</tr>
<tr>
<td>5</td>
<td>-7.60624</td>
<td>76577</td>
<td>33766 (-04)</td>
<td>2.15738</td>
</tr>
<tr>
<td>6</td>
<td>3.69494</td>
<td>30463</td>
<td>56946 (-05)</td>
<td>8.72062</td>
</tr>
<tr>
<td>7</td>
<td>-1.20060</td>
<td>97061</td>
<td>36835 (-06)</td>
<td>2.83488</td>
</tr>
<tr>
<td>8</td>
<td>3.07003</td>
<td>85720</td>
<td>34403 (-08)</td>
<td>6.16851</td>
</tr>
<tr>
<td>9</td>
<td>-6.15440</td>
<td>55142</td>
<td>68148 (-10)</td>
<td>-1.14988</td>
</tr>
<tr>
<td>10</td>
<td>9.80883</td>
<td>30623</td>
<td>59870 (-12)</td>
<td>1.74728</td>
</tr>
<tr>
<td>11</td>
<td>-1.30638</td>
<td>62877</td>
<td>22900 (-13)</td>
<td>2.20433</td>
</tr>
<tr>
<td>12</td>
<td>1.44692</td>
<td>54555</td>
<td>40092 (-15)</td>
<td>2.34504</td>
</tr>
</tbody>
</table>

### Table 2

Coefficients for the Series

\[ Y_0(x) = (2/\pi)\gamma + \ln(x/2) J_0(x) + \sum_{n=0}^{\infty} E_n T_{2n}(x/5) \quad Y_1(x) = (2/\pi)\gamma + \ln(x/2) J_1(x) + \sum_{n=0}^{\infty} F_n T_{2n+1}(x/5) - 2/\pi x \]

\[ K_0(x) = |\gamma + \ln(x/2)| I_0(x) + \sum_{n=0}^{\infty} G_n T_{2n}(x/5) \quad K_1(x) = |\gamma + \ln(x/2)| I_1(x) + \sum_{n=0}^{\infty} H_n T_{2n+1}(x/5) - 1/x \]

\[ 0 < x \leq 5 \]

<table>
<thead>
<tr>
<th>n</th>
<th>( E_n )</th>
<th>( F_n )</th>
<th>( G_n )</th>
<th>( H_n )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>2.06225</td>
<td>35144</td>
<td>48362 (-01)</td>
<td>-2.33572</td>
</tr>
<tr>
<td>1</td>
<td>-1.66494</td>
<td>68241</td>
<td>18285 (-01)</td>
<td>-1.05955</td>
</tr>
<tr>
<td>2</td>
<td>-2.62255</td>
<td>23404</td>
<td>65465 (-01)</td>
<td>-2.28801</td>
</tr>
<tr>
<td>3</td>
<td>9.57577</td>
<td>15009</td>
<td>74545 (-02)</td>
<td>-2.74798</td>
</tr>
<tr>
<td>4</td>
<td>-1.34756</td>
<td>13306</td>
<td>42697 (-02)</td>
<td>-2.06555</td>
</tr>
<tr>
<td>5</td>
<td>1.06032</td>
<td>54643</td>
<td>99260 (-03)</td>
<td>-1.05709</td>
</tr>
<tr>
<td>6</td>
<td>6.41408</td>
<td>18063</td>
<td>44875 (-03)</td>
<td>-2.30737</td>
</tr>
<tr>
<td>7</td>
<td>1.55165</td>
<td>72131</td>
<td>48920 (-06)</td>
<td>-1.08278</td>
</tr>
<tr>
<td>8</td>
<td>-5.24918</td>
<td>47596</td>
<td>77735 (-06)</td>
<td>-2.36391</td>
</tr>
<tr>
<td>9</td>
<td>-9.05978</td>
<td>84960</td>
<td>92691 (-09)</td>
<td>-3.38116</td>
</tr>
<tr>
<td>10</td>
<td>-1.82911</td>
<td>13008</td>
<td>12901 (-11)</td>
<td>-5.88302</td>
</tr>
<tr>
<td>11</td>
<td>2.49885</td>
<td>87269</td>
<td>59892 (-13)</td>
<td>-7.00552</td>
</tr>
<tr>
<td>12</td>
<td>-2.84706</td>
<td>00495</td>
<td>41412 (-15)</td>
<td>-3.19890</td>
</tr>
<tr>
<td>n</td>
<td>$A_n^{(1/2)}$</td>
<td>$B_n^{(1/2)}$</td>
<td>$A_n^{(-1/2)}$</td>
<td>$B_n^{(-1/2)}$</td>
</tr>
<tr>
<td>-----</td>
<td>---------------</td>
<td>---------------</td>
<td>----------------</td>
<td>---------------</td>
</tr>
<tr>
<td>0</td>
<td>6.58297 78114 19436 (00)</td>
<td>-1.0766 32561 37673 (00)</td>
<td>1.73346 79232 80504 (01)</td>
<td>6.4078 89225 73209 (00)</td>
</tr>
<tr>
<td>1</td>
<td>8.72005 50672 62920 (00)</td>
<td>5.54730 81871 97741 (00)</td>
<td>2.16272 09227 74341 (01)</td>
<td>2.07859 28885 63908 (01)</td>
</tr>
<tr>
<td>2</td>
<td>1.70895 91791 90331 (01)</td>
<td>-1.62312 94316 81218 (01)</td>
<td>9.01519 59809 63211 (01)</td>
<td>8.14844 58153 57574 (02)</td>
</tr>
<tr>
<td>3</td>
<td>2.19489 00443 12230 (02)</td>
<td>2.12830 59224 11643 (02)</td>
<td>1.39875 62983 39093 (11)</td>
<td>1.26143 59374 22833 (12)</td>
</tr>
<tr>
<td>4</td>
<td>1.74386 20597 80771 (03)</td>
<td>-2.69219 41698 10025 (12)</td>
<td>6.28465 97844 22833 (13)</td>
<td>6.08947 00764 93498 (15)</td>
</tr>
<tr>
<td>5</td>
<td>9.35725 57411 65672 (04)</td>
<td>-1.62033 34074 85423 (03)</td>
<td>4.88895 76577 22940 (03)</td>
<td>4.76123 58085 63908 (04)</td>
</tr>
<tr>
<td>6</td>
<td>3.60628 98498 81851 (05)</td>
<td>8.12833 49697 20669 (05)</td>
<td>2.07859 28885 63908 (01)</td>
<td>2.07859 28885 63908 (01)</td>
</tr>
<tr>
<td>7</td>
<td>1.84555 75512 23414 (06)</td>
<td>-2.90685 92814 81608 (06)</td>
<td>6.55096 66640 79319 (06)</td>
<td>6.55096 66640 79319 (06)</td>
</tr>
<tr>
<td>8</td>
<td>2.35404 20416 24506 (08)</td>
<td>7.75818 87629 89882 (08)</td>
<td>1.59597 72584 67654 (07)</td>
<td>1.59597 72584 67654 (07)</td>
</tr>
<tr>
<td>9</td>
<td>4.24192 23885 96914 (10)</td>
<td>1.61479 46439 34516 (09)</td>
<td>3.08285 63507 75112 (09)</td>
<td>3.08285 63507 75112 (09)</td>
</tr>
<tr>
<td>10</td>
<td>6.24808 74659 21528 (12)</td>
<td>2.69219 41698 10025 (12)</td>
<td>4.83729 62983 39093 (11)</td>
<td>4.76123 58085 63908 (04)</td>
</tr>
<tr>
<td>11</td>
<td>7.66029 28778 25032 (14)</td>
<td>-3.67795 67506 02350 (13)</td>
<td>6.28465 97844 22833 (13)</td>
<td>6.08947 00764 93498 (15)</td>
</tr>
<tr>
<td>12</td>
<td>4.19393 32335 77445 (15)</td>
<td>-2.65206 75322 26519 (15)</td>
<td>1.76138 79863 68858 (15)</td>
<td>1.76138 79863 68858 (15)</td>
</tr>
</tbody>
</table>

Table 3
Coefficients for the Series

\[ x^{-1}J_{1/2}(x) = \sum_{n=0}^{\infty} A_n^{(1/2)} T_n(x/5) \]
\[ x^{-1}J_{-1/2}(x) = \sum_{n=0}^{\infty} B_n^{(-1/2)} T_n(x/5) \]

\(-5 \leq x \leq 5\)
Table 3 (Continued)

<table>
<thead>
<tr>
<th>n</th>
<th>$A_n^{(14)}$</th>
<th>$B_n^{(14)}$</th>
<th>$A_n^{(-14)}$</th>
<th>$B_n^{(-14)}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>7.21592</td>
<td>24626</td>
<td>52688</td>
<td>(-02)</td>
</tr>
<tr>
<td>1</td>
<td>-4.97105</td>
<td>11867</td>
<td>57523</td>
<td>(-01)</td>
</tr>
<tr>
<td>2</td>
<td>2.91288</td>
<td>83390</td>
<td>42546</td>
<td>(-01)</td>
</tr>
<tr>
<td>3</td>
<td>-6.02831</td>
<td>47437</td>
<td>67723</td>
<td>(-02)</td>
</tr>
<tr>
<td>4</td>
<td>6.44904</td>
<td>67659</td>
<td>23062</td>
<td>(-02)</td>
</tr>
<tr>
<td>5</td>
<td>-4.24592</td>
<td>56017</td>
<td>28019</td>
<td>(-04)</td>
</tr>
<tr>
<td>6</td>
<td>1.90112</td>
<td>60876</td>
<td>55165</td>
<td>(-05)</td>
</tr>
<tr>
<td>7</td>
<td>-6.17793</td>
<td>29918</td>
<td>73178</td>
<td>(-07)</td>
</tr>
<tr>
<td>8</td>
<td>1.52537</td>
<td>19747</td>
<td>99771</td>
<td>(-08)</td>
</tr>
<tr>
<td>9</td>
<td>-2.96097</td>
<td>38840</td>
<td>28929</td>
<td>(-10)</td>
</tr>
<tr>
<td>10</td>
<td>4.63993</td>
<td>80496</td>
<td>72974</td>
<td>(-12)</td>
</tr>
<tr>
<td>11</td>
<td>-5.99493</td>
<td>04600</td>
<td>18949</td>
<td>(-14)</td>
</tr>
<tr>
<td>12</td>
<td>1.04140</td>
<td>77287</td>
<td>05166</td>
<td>(-15)</td>
</tr>
<tr>
<td>n</td>
<td>$A_n^{(314)}$</td>
<td>$B_n^{(314)}$</td>
<td>$A_n^{(-314)}$</td>
<td>$B_n^{(-314)}$</td>
</tr>
<tr>
<td>0</td>
<td>1.29259</td>
<td>76634</td>
<td>1232</td>
<td>(-01)</td>
</tr>
<tr>
<td>1</td>
<td>-3.55485</td>
<td>41224</td>
<td>59797</td>
<td>(-01)</td>
</tr>
<tr>
<td>2</td>
<td>1.35693</td>
<td>46692</td>
<td>29917</td>
<td>(-01)</td>
</tr>
<tr>
<td>3</td>
<td>-2.33273</td>
<td>67410</td>
<td>71826</td>
<td>(-02)</td>
</tr>
<tr>
<td>4</td>
<td>2.15622</td>
<td>40367</td>
<td>90532</td>
<td>(-03)</td>
</tr>
<tr>
<td>5</td>
<td>-1.27441</td>
<td>43552</td>
<td>17310</td>
<td>(-04)</td>
</tr>
<tr>
<td>6</td>
<td>5.22966</td>
<td>68856</td>
<td>56027</td>
<td>(-06)</td>
</tr>
<tr>
<td>7</td>
<td>-1.57920</td>
<td>21138</td>
<td>77838</td>
<td>(-07)</td>
</tr>
<tr>
<td>8</td>
<td>3.65942</td>
<td>38094</td>
<td>19545</td>
<td>(-09)</td>
</tr>
<tr>
<td>9</td>
<td>-6.71688</td>
<td>65154</td>
<td>82103</td>
<td>(-11)</td>
</tr>
<tr>
<td>10</td>
<td>1.00112</td>
<td>47892</td>
<td>05089</td>
<td>(-12)</td>
</tr>
<tr>
<td>11</td>
<td>-1.23610</td>
<td>48683</td>
<td>00485</td>
<td>(-14)</td>
</tr>
<tr>
<td>12</td>
<td>1.70415</td>
<td>17978</td>
<td>78482</td>
<td>(-12)</td>
</tr>
</tbody>
</table>

456
$N = [n(n + 2a + 1)]^{1/2}$, $\gamma = -(1 + 2a)/4$. In general, if values of $f(x)$ for complex $x$ are desired, it is wisest to choose $a$ such that the expansions are interpolatory along a suitable ray in the complex $x$-plane and to stay as close as possible to this ray.

Suppose we have the truncated expansion

\begin{equation}
(5.2) \quad f(x) = \sum_{n=0}^{N} A_n T_n(x) + \epsilon_{N+1} = \phi_N(x) + \epsilon_{N+1}, \quad -1 \leq x \leq 1,
\end{equation}

and

\begin{equation}
(5.3) \quad \epsilon_{N+1} = \sum_{n=N+1}^{\infty} A_n T_n(x)
\end{equation}

Then $\phi_N(x)$ is not generally the Chebyshev approximation of degree $N$ to $f(x)$ in the sense of [11], i.e., the polynomial $\Phi_N(x)$ of degree $N$ uniquely characterized by the fact that in the interval $[-1, 1]$ the number of consecutive points at which the difference $f(x) - \Phi_N(x)$ with alternate changes in sign assumes the value

$$\max_{-1 \leq x \leq 1} |f(x) - \Phi_N(x)|,$$

is not less than $N + 2$; but $\phi_N(x)$ may closely approximate $\Phi_N(x)$. How closely, of course, depends on the coefficients $A_n$. If $A_n$ goes quite rapidly to zero as $n \to \infty$, then $A_{N+1}$ is small compared to $A_{N+1}$ and consequently

\begin{equation}
(5.4) \quad \epsilon_{N+1} \sim A_{N+1} T_{N+1}(x)
\end{equation}

and the error curve is practically uniform, i.e., $\phi_N(x)$ is nearly $\Phi_N(x)$. Such is the case in our expansions, and, consequently, we must expect the approximation $\Phi_N(x)$ for moderate values of $a$ to offer a negligible improvement over the Chebyshev polynomial expansions derived in this paper and truncated after $N + 1$ terms.
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