Then
\[ U_1 = \begin{bmatrix} 1 \\ 4 \\ 5 \end{bmatrix}, \quad U_2 = \begin{bmatrix} 1 \\ 4 \\ 7 \end{bmatrix}, \quad \text{and} \quad U_3 = \begin{bmatrix} 3 \\ 6 \\ 4 \end{bmatrix}. \]

Thus
\[ B = \begin{bmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{bmatrix} + \begin{bmatrix} 1 \\ 4 \\ 5 \end{bmatrix} [1 & 0 & 0] + \begin{bmatrix} 1 \\ 4 \\ 7 \end{bmatrix} [0 & 1 & 0] + \begin{bmatrix} 3 \\ 6 \\ 4 \end{bmatrix} [0 & 0 & 1]. \]

\[ C_0 = I, \quad C_0^{-1} = I. \]

\[ C_{1}^{-1} = I - (IU_3)(V_1^T I)/(1 + V_1^T IU_1) = I - \frac{1}{2} \begin{bmatrix} 1 & 0 & 0 \\ 4 & 0 & 0 \\ 5 & 0 & 0 \end{bmatrix} = \begin{bmatrix} \frac{3}{2} & 0 & 0 \\ -2 & 1 & 0 \\ -\frac{5}{2} & 0 & 1 \end{bmatrix}. \]

\[ C_{2}^{-1} = C_{1}^{-1} - \frac{1}{2} \begin{bmatrix} \frac{3}{2} & 0 & 0 \\ -2 & 1 & 0 \\ -\frac{5}{2} & 0 & 1 \end{bmatrix} \begin{bmatrix} \frac{3}{2} & 0 & 0 \\ -2 & 1 & 0 \\ -\frac{5}{2} & 0 & 1 \end{bmatrix}. \]

\[ C_{3}^{-1} = C_{2}^{-1} - (C_{2}^{-1} U_3)(V_3^T C_{2}^{-1})/(1 + V_3^T C_{2}^{-1} U_3) = B^{-1}. \]
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Certain Expansions of the Basic Hypergeometric Functions

By Arun Verma

1. Introduction. In a recent paper Jerry L. Fields and Jet Wimp [7] have used a very elegant method by induction through Laplace transform to derive a number of expansions of hypergeometric functions. In this paper, I have used certain basic integrals and the method of induction to derive certain expansions of basic hypergeometric functions of a very general character. The following usual notation has been used throughout the paper. Let

\[ [a] = [a^n] = (1 - q^n)(1 - q^{n+1}) \cdots (1 - q^{n+n-1}), \quad [a]_0 = 1, \]

and

\[ (a + x) = \prod_{k=0}^{\infty} \left( \frac{a + x^k}{a + x^{k+1}} \right), \quad (1 - x) = \prod_{n=0}^{\infty} (1 - x^n). \]
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Also, let
\[ r\Phi_z \left[(a_r); x \right] = \sum_{n=0}^\infty \left[(a_r)_n \right] x^n, \quad |q| < 1 \text{ and } |x| < 1, \]
and
\[ B_q(\alpha, \beta) = S_q^{-1} x^{\alpha-1}(1 - qx)^{\beta-1} d(q, t), \]
where
\[ \frac{1}{1 - q} S_q^x f(y) d(q, y) = x \sum_{i=0}^\infty q^i f(q^i x), \]
and \((a_r)_n\) means \(r\) parameters of the type \(a_1, a_2, \ldots, a_r\).

The basic analogue of the Laplace transform [4, 5] is defined as
\[ g(s) = qL_x f(x) = \frac{1}{1 - q} S_q^{-1} E_q(qsx) f(x) d(q, x) \]
\[ = \frac{(1 - q)}{s} \sum_{i=0}^\infty q^i f(s^{-1} q^i)/(1 - q)i. \]

The inverse is defined by the complex integral
\[ f(x) = \frac{1}{2\pi i} \int_C g(s) e_q(s x) ds, \]
where the path of integration \(C\) encircles the origin, and can also be deformed into a loop, parallel to the imaginary axis. Also
\[ E_q(x) = \sum_{r=0}^\infty \frac{(-x)^r q^{(r-1)/2r}}{[1]_r}, \]
\[ e_q(x) = \sum_{r=0}^\infty \frac{x^r}{[1]_r}, \quad |x| < 1. \]

2. We now proceed to derive the following expansion
\[ r\Phi_{1+m} \left[(a_r), (c_r); xw \right] = \sum_{n=0}^\infty \frac{[(a_r)_n]_m [\alpha]_n [\beta]_n (\gamma + n - 1)}{[1]_m [b_r]_n [\gamma + m - 1]_n} \]
\[ \times \frac{\left[\left(\begin{array}{c} \alpha + n + \beta, n + (a_r); x \\end{array}\right) \right]}{[\gamma + n + (b_r)]_n} \times \frac{\left[\left(\begin{array}{c} -n, n + \gamma, (c_r); w \end{array}\right) \right]}{[\alpha, (d_m)]_n} \times \left[\left(\begin{array}{c} A, B; C, a, b \end{array}\right) \right] \times \left[\left(\begin{array}{c} A, B; C, a, b \end{array}\right) \right]. \]

To prove this result, we first prove that
\[ \gamma\Phi_1 \left[A, B; xw/q \right] = \sum_{m=0}^\infty \frac{[a]_m[b]_m q^{m-1/2} (-x)^m}{[1]_m[\gamma + m - 1]_m} \]
\[ \times \frac{\left[\left(\begin{array}{c} \alpha + m, b + m; x \\end{array}\right) \right]}{[\gamma + 2m]_m} \cdot \Phi_3 \left[A, B, \gamma + m - 1, -m; C, a, b \right]. \]

\[ Proof \text{ of } (2.2). \] The right-hand side of (2.2) equals to
\[ \sum_{m=0}^\infty \sum_{n=0}^\infty \frac{(-1)^m x^{m+n} q^{m-1/2} [a]_m [b]_m [\gamma + m - 1]_m [\gamma + 2m]_m \cdot \Phi_3 \left[A, B, \gamma + m - 1, -m; C, a, b \right]. \]
Setting \( m + n = r \), and changing the order of summation, we get

\[
\sum_{r=0}^{\infty} \frac{[a]_r [b]_r}{[1]_r} x^r \sum_{m=0}^{r} \frac{[-r]_m q^m}{\gamma + m - 1, -m; w}^A, B, \gamma + m - 1, -m; w^C, a, b
\]

The inner series equals to

\[
\sum_{r=0}^{\infty} \frac{[-r]_m q^m}{\gamma + m - 1, -m; w^C, a, b} \sum_{m=s}^{r} \frac{[A]_s [B]_s (-s)_s (-s)_s}{[1]_s [C]_s [a]_s [b]_s [\gamma - r]_s} \frac{[-r]_m [\gamma + 1]_m [\gamma + 1]_m}{[\gamma + 1]_m [\gamma + 1]_m [\gamma + 1]_m} q^m
\]

where \( [a]_m^* = (1 + q^a)(1 + q^{a+1})(1 + q^{a+2}) \cdots (1 + q^{a+m-1}) \).

Now setting \( m = s + l \), we get

\[
\sum_{r=0}^{\infty} \frac{[A]_s [B]_s (-s)_s [-r]_s [\gamma + 1]_s [\gamma + 1]_s}{[1]_s [C]_s [a]_s [b]_s [\gamma + r]_s [\gamma - s]_s [\gamma - s]_s} \frac{[-r]_m [\gamma + 1]_m [\gamma + 1]_m}{[\gamma + 1]_m [\gamma + 1]_m [\gamma + 1]_m} q^m
\]

But by a particular case of the sum of the well-poised \( \Phi_3 \) it can be easily seen that the above \( \Phi_3 \) vanishes except for \( r = s \), when it reduces to unity. Hence the above expression, after a little simplification becomes

\[
\left[\frac{A]_s [B]_s q^{-r} w^\gamma}{[C]_s [a]_s [b]_s} \right.
\]

Substituting this value of the inner series in (2.3), we get the result. For \( w = q \) this result reduces to a result due to Agarwal [3; 3.2]. Further letting \( A, B, C \) tend to infinity, we get the basic analogue of a result due to Luke and Coleman [9; 1.8].

Now we proceed to prove (2.1) by induction. Suppose (2.1) holds for some values of \( p, r, l \) and \( m \). Multiplying both sides by \( x^{r-l} \), and taking the \( q \)-analogue of Laplace transform (1.1) on both the sides and making use of the result [5; 9.2]:

\[
\frac{1}{1 - q} S_{q^{-1}} (q s x) x^{k-1} d(q, x) = s^{-k} \prod_{j=0}^{\infty} \left( \frac{1 - q^{j+1}}{1 - q^{j+k}} \right), \quad \text{if} \text{Re}(k) > 0.
\]

We get that

\[
p^{r-l} q^{r+l} \Phi_{l+m} \left[ (a_p), (c_r), (\sigma); w/s \right] (b_l, (d_m)) = \sum_{n=0}^{\infty} \frac{[a]_n [b]_n [\sigma]_n (-s)^{-n}}{[1]_n [\gamma + n]_n [(b_l)_n]^n} \times q^{n(n-1)/2} r^{r+l} \Phi_{m+n} \left[ -n, n + \gamma, (c_r); w^\alpha, \beta, (d_m) \right] \left[ n + \alpha, n + \beta, n + \sigma; 1/s \right] 2n + \gamma + 1, n + (b_1)
\]

for \( \text{Re}(\sigma) > 0 \). Thus replacing \( s \) by \( (1/x) \) the induction with respect to \( 'p' \) is seen to be true. To effect the induction with respect to \( 'l' \) replace \( x \) by \( (1/x) \) in (2.1) and
then multiplying both sides by $x^{-\sigma}$ and taking the inverse of the g-analogue of the Laplace transform (1.2), we get

$$p + r\Phi_{t+m+1} \left[ (a_p), (c_r); ws \right] (b_t), (d_m), \sigma = \sum_{n=0}^{\infty} \left[ (a_p)_n [\alpha]_n [\beta]_n (-s)^n q^n (n-1)/2 \right] [1]_n [l][\gamma + n][\sigma]_n \times \sigma \Phi_{m+2} \left[ -n, n + \gamma, (c_r); wq \right] \alpha, \beta, (d_m) + s \frac{n + \alpha, n + \beta, n + (a_p); s}{2n + \gamma + 1, n + (b_t), n + \sigma}. $$

Similarly, the induction with respect to $r, m$ can be effected. But for $p = l = 0, r = 2, m = 1$ and $c_1 = A, c_2 = B, d_1 = C$ and $w = w/q$ in (2.1) we obtain (2.2), and hence the proof by induction of (2.1) is complete. The conditions on the parameters can be waved off by analytic continuation.

(2.1) is the g-analogue of a result due to Fields and Wimp [7; 1.3]. If we let $\alpha$ and $\beta$ tend to infinity and take $r = 0, m = 1$, we get the basic analogue of a result due to Toscano [8; 1].

3. In this section, I proceed to derive, with the help of (2.1), another expansion of a more general character. Putting $w = 0$, replacing $p$ by $(p - 2)$ and setting $\alpha = a_{p-1}, \beta = a_p$ in (2.1), we get

$$1 = \sum_{n=0}^{\infty} \left[ (a_p)_n (-x)^n q^n (n-1)/2 \right] \sigma \Phi_{t+1} \left[ n + (a_p); x \right] 2n + \gamma + 1, n + (b_t).$$

Replacing $(a_p), (b_t), \gamma$ by $(a_p) + k, (b_t) + k$ and $\gamma + 2k$ respectively and multiplying both sides by $[(c_r)]_k (wx)^k /[1]_k (d_m)_k$, then setting $n + k = t$, we get

$$[(c_r)](wx)^k \left[ (b_t)_k [c_r]_k (q w)^k \sum_{n=0}^{\infty} \left[ (a_p)_n (-x)^n \gamma + t \right] [1]_n [l][\gamma + t] k \right] \times (-x)^t q^{t(t-1)/2} \sigma \Phi_{t+1} \left[ 2t + \gamma + 1, (b_t) + t \right].$$

Summing both sides from $k = 0$ to $\infty$, and changing the order of summation on the right-hand side, we have

$$r \Phi_m \left[ (c_r); wx \right] (d_m) = \sum_{n=0}^{\infty} \left[ (a_p)_n (e_r)_n (-x)^n q^n (n-1)/2 \right] [1]_n [l][\gamma + r][\sigma]_n \times \sigma \Phi_{t+1} \left[ t + (a_p); x \right] 2t + \gamma + 1, t + (b_t).$$

Then using a technique similar to one used in the deduction of (2.1), we get the general expansion

$$r + r \Phi_{m+u} \left[ (c_r), (e_r); wx \right] (d_m), (f_u) = \sum_{n=0}^{\infty} \left[ (a_p)_n [e_r]_n (-x)^n q^n (n-1)/2 \right] [1]_n [l][\gamma + n][\sigma]_n \times \sigma \Phi_{t+u+1} \left[ (a_p) + n, (e_r) + n; x \right] (b_t) + n, (f_u) + n, 2n + \gamma + 1 \right] \times \sigma \Phi_{t+u+1} \left[ (b_t), (c_r), \gamma + n, -n; wq \right] \alpha, \beta, (d_m).$$

(3.1) is the g-analogue of a result due to Fields and Wimp [7; 2.4]. For $p = 2, l = 0$ and $\alpha_1 = \alpha, \alpha_2 = \beta$ it yields (2.1).
4. In this section, I proceed to deduce a generalisation of the $q$-analogue of Euler's transformation for $a_2\Phi_1$ viz.,

$$a_2\Phi_1\left[\begin{array}{c} a, b; x \\ c 
\end{array}\right] = (1 - x q^{a+b-c}) c_{a-b} a_2\Phi_1\left[\begin{array}{c} c - a, c - b; x q^{a+b-c} 
\end{array}\right].$$

(4.1)

The result to be proved is:

$$p+1\Phi_p\left[\begin{array}{c} (\alpha_{p+1}); z \\ (\rho_p) 
\end{array}\right] = (1 - x q^{s_{p+1}-\sigma_p}) s_p - s_{p+1}

(4.2)

$$

where

$$A_{n_r} = \frac{[\sigma_r - S_r + \gamma_{r-1} n_r [\sigma_r - \alpha_{r+1}] n_r \prod_{i=r}^{p-1} [\alpha_{i+2} + \gamma_{i-1}]_{n_r} q^{n_r (s_{r+1} - \sigma_r)}}{[1]_{n_r} \prod_{i=r}^{p} [\rho_i + \gamma_{i-1}]_{n_r}}$$

and

$$S_r = \alpha_1 + \alpha_2 + \cdots + \alpha_r; \quad \sigma_r = \rho_1 + \rho_2 + \cdots + \rho_r, \quad \gamma_r = n_1 + n_2 + \cdots + n_r,$

$$r = 1, 2, 3, \ldots; \quad \gamma_0 = 1 \text{ and } |z| < 1, \quad |g| < 1.$$

For $p = 1$, this gives (4.1). To prove the formula (4.2), we multiply both sides by $t^{\sigma_{p+1}-1} (1 - q t)^{s_{p+1}-s_{p+2}-1}$ replace $z$ by $zt$ and take the basic integral from 0 to 1. Then integrating both sides by making use of a result of Jackson [6], we get

$$B_q [\alpha_{p+2}; \rho_{p+1} - \alpha_{p+2}] \Phi\left[\begin{array}{c} (\alpha_{p+2}); z \\ (\rho_{p+1}) 
\end{array}\right] = \prod_{i=1}^{p-1} \sum_{n_r=0}^\infty A_{n_r} z^{n_r}$$

$$\times \sum_{n_p=0}^\infty \frac{[\sigma_p - S_p + \gamma_{p-1}]_{n_p} [\rho_p - \alpha_{p+1}]_{n_p} q^{n_p (s_{p+1} - \sigma_p)}}{[1]_{n_p} [\rho_p + \gamma_{p-1}]_{n_p}}$$

$$\times S_0 \sigma_{p+2-1} (1 - q t)^{s_{p+1}-s_{p+2}-1} (1 - z t q^{s_{p+1}-\sigma_p}) s_p - s_{p+1} d(q, t)

(4.3)

Then applying (4.1) on the right-hand side of (4.3), and dividing throughout by $B_q [\alpha_{p+2}; \rho_{p+1} - \alpha_{p+2}]$, we get the formula (4.1) with $(p + 1)$ in place of $p$, which completes the induction proof. This is the basic analogue of a result due to MacRobert [2; 29, p. 363].

5. In this section, I deduce the basic generalisation of Saalschütz's theorem. To do so, multiply both sides of (4.1) by $(1 - z) s_{p+1} - \sigma_p$ and equating the coefficient
of $z^n$ on both the sides and simplifying, we get the required result in the form:

$$
\Phi\left[\begin{array}{c}
\alpha_{p+1}
\end{array} ;-n \mid q\right]
\left(\begin{array}{c}
\rho_p
\end{array} ; 1 - \sigma_p + S_{p+1} - n \right)
\times \prod_{n=r}^{p-1} \sum_{n=0}^{\infty} \frac{\rho_r - \alpha_{r+1}}{1 - \rho_p + \alpha_p + \gamma_{r-1} - \gamma_{r-1} - n_r}
\times \frac{\sigma_p - S_p}{\rho_p - \sigma_p}
= \left[\begin{array}{c}
\sigma_p - S_p
\end{array} ; -n \mid 0\right]
$$

(5.1)

This reduces to the basic analogue of the Saalschütz theorem [1; 8.4(1)] for $p = 1$. Moreover (5.1) is also the basic analogue of a result due to MacRobert [2; 30, p. 365].

In particular, taking $p = 3$ and $\alpha_1 = a$, $\alpha_2 = b$, $\alpha_3 = c$, $\alpha_4 = d$; $\rho_1 = e$, $\rho_2 = f$, $\rho_3 = g$ in (5.1) we get the basic analogue of another result due to MacRobert [2; p. 366], viz.,

$$
\Phi_4\left[\begin{array}{c}
a, b, c, d, -n \mid q \end{array} ; e, f, g, 1 + a + b + c + d - e - f - g - n \right]
\times \sum_{n=0}^{\infty} \frac{[e - a]_p [e - b]_p [n]_p [d]_p q^{n(f - c + 1)}}{[1]_p [e + f + g - a - b - c - d]_p [1 + d - g - n]_p [e]_p [f]_p}
\times \Phi_3\left[\begin{array}{c}
e + f - a - b + p, f - c, p - n, p + d \mid q \end{array} ; e + f + g - a - b - c + p, 1 + g + d + p - n, f + p \right].
$$

(5.2)

Further, putting $g = c$ and writing $c$ for $d$ and $f$ for $g$ in (5.2), we have

$$
\Phi_3\left[\begin{array}{c}
a, b, c, -n \mid q \end{array} ; e, f, 1 + a + b + c - e - f - n \right]
\times \Phi_3\left[\begin{array}{c}
c, e - b, e - a, -n \mid q \end{array} ; e + f - a - b, e, 1 + c - f - n \right]
$$

(5.3)

which is a basic analogue of a result due to Whipple [10]. Further applying (5.3) to the right-hand side of (5.3) we get the basic analogue of still another result due to Whipple [10].
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**Boundedness of Difference Kernels of Bessel and Fourier Series**

By Shih-Hsiung Tung

1. **Introduction.** Let \( \alpha_m, m = 1, 2, \ldots \), be positive zeros of Bessel functions \( J_\nu(x) \) of the first kind of order \( \nu \geq -\frac{1}{2} \), arranged in increasing order. The kernels of Bessel and Fourier cosine series on \([0, 1]\) are denoted as

\[
B_M(x; t) = \sum_{m=1}^{M} 2t J_\nu(\alpha_m x) J_\nu(\alpha_m t) J_{\nu+1}(\alpha_m)
\]

and

\[
C_M(x; t) = 1 + \sum_{m=1}^{M} 2 \cos (m\pi x) \cos (m\pi t).
\]

We define the **difference kernel** to be

\[
D_M(x; t) = B_M(x; t) - C_M(x; t).
\]

Two series \( S = \sum s_i \) and \( T = \sum t_i \) are said to be **equiconvergent** if \( \lim_{n \to \infty} (S_n - T_n) = 0 \), where \( S_n \) and \( T_n \) are partial sums of the first \( n \) terms of the series.

Here we study the boundedness (Theorems 1 and 2) of the difference kernel and the equiconvergence (Theorem 3) of Bessel series of a Lebesgue integrable function on \([0, 1]\) and its corresponding Fourier cosine series. The proof of the boundedness of the difference kernel of two series is mainly based on the application of the asymptotic expansion of Bessel functions and their zeros. The equiconvergence theorem, which is a direct application of Theorem 2, is a stronger result obtained by a simple and straightforward proof comparable to the analogous ones given in [6] and [8]. We notice that the cosine series may equally well be replaced by a sine or sine and cosine series.

2. **Preliminaries.** The following results are needed later.

**Lemma 1.** If \( a \) is real, \( b \geq 0 \) and \( 0 < \eta \leq y - k \leq 1 - \eta < 1 \) for some integer
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