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Abstract. The incomplete beta function, \( B_x(p, q) = \int_0^x y^{p-1}(1 - y)^{q-1} dy \), and its ratio to the complete beta function \( B_1(p, q) \) has been calculated on an IBM-7044 computer to five significant figures and tabulated for the arguments \( p \) and \( q \) each in the interval from 0.5 to 2.0 with increments of 0.05 and for the parameter \( x \) in the interval 0.1 to 1.0 with increments of 0.01. The function was evaluated by first expanding a factor of the integrand in a binomial series and then integrating each term. In order to facilitate computation, one expansion is taken for \( x < 1/2 \) and another for \( 1/2 < x \leq 1 \). The expansions are truncated when the relative error is less than or equal to an arbitrarily predetermined fraction. Typical running time for achieving five significant figures on the IBM-7044 is about one minute for \( 10^4 \) values.

Introduction. In a paper published by Madey and Stephenson [1] and in the authors' present research on the quality factor (QF) for degraded heavy particle spectra observed in solar flare activity, the QF is expressed in terms of complete and incomplete beta functions. The incomplete beta function is defined by the integral [2], [3]

\[
B_x(p, q) = \int_0^x y^{p-1}(1 - y)^{q-1} dy \quad (0 < x \leq 1).
\]

The parameter \( p \) is restricted to positive values in order to avoid the singularity at \( y = 0 \). There is no restriction on \( q \) if \( x < 1 \); however, when the upper limit \( x = 1 \), \( q \) must be greater than zero in order to avoid the singularity at \( y = 1 \). When the upper limit \( x \) is equal to unity, the integral becomes the beta function, \( B(p, q) \). It is worth noting that \( B(p, q) = B(q, p) \) but that \( B_x(p, q) \neq B_x(q, p) \). The observed spectral exponents in power-law representations of the incident differential flux spectra are directly related to the arguments \( p \) and \( q \) of the incomplete beta function. The values of the incomplete beta function for the arguments \( p \) and \( q \) in the interval from about 0.5 to 2.0 are needed to determine the QF. A table of the incomplete beta function in this range does not appear to exist in the open literature [4], [11]–[20] for small enough increments of the arguments.

The incomplete beta quotient is related to the cumulative binomial distribution by the relation [3], [6]:

\[
I_x(p, n - p + 1) = \frac{B_x(p, n - p + 1)}{B(p, n - p + 1)} = \sum_{s=p}^{n} \binom{n}{s} x^s (1 - x)^{n-s}.
\]

Here, the parameter \( q \) in Eq. (1) is related to the parameter \( p \) through the relation
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\( q = n - p + 1 \). Also, since \( s \) must be an integer, \( p \) and \( q \) are restricted to integers. Tables of the cumulative binomial distribution have been published by the National Bureau of Standards [5], Simon & Grubbs [6], Romig [7], Harvard University Computational Laboratory [8], and Weintraub [9].

The complete beta function may also be obtained from the gamma function through the following well-known relation [2], [3].

\[
B(p, q) = \frac{\Gamma(p) \Gamma(q)}{\Gamma(p + q)}.
\]

Davis [3] tabulates the gamma function to 10D for values of the argument in the interval from 1.000 to 2.000 at increments of .005 and to 11S for integer and half-integer values of the argument in the interval from 1 to 101.

3. Analysis. The incomplete beta function can be evaluated by first taking a binomial expansion of the factor \((1 - y)^{p-1}\) in the integrand and then integrating term by term:

\[
B_x(p, q) = x^p \left[ \frac{1}{p} + \frac{1 - q}{p + 1} x + \frac{(1 - q)(2 - q)}{2!(p + 2)} x^2 \right.
\]

\[
+ \left. \frac{(1 - q)(2 - q)(3 - q)}{3!(p + 3)} x^3 + \ldots \right],
\]

where \( p \neq 0, -1, -2, \ldots \). The error in truncating the series of Eq. (4) is determined by the well-known theorem [10] which states that the remainder after \( k \) terms of a series of positive terms is less than \( r/(1 - r) \) times the last term retained, if \( u_{i+1}/u_i \leq r \) for \( i \geq k \). The criterion for truncating the series is that the relative error be less than \( 10^{-m} \), where \( m \) denotes the number of significant figures desired. The relative error is taken to be the ratio \( R_k \), the remainder after \( k \) terms, to \( S_k \), the sum of the first \( k \) terms.

The ratio of the \((k + 1)\)th term to the \( k \)th term of Eq. (4) is

\[
\frac{U_{k+1}}{U_k} = \frac{(p + k)(k + 1 - q)}{(p + k + 1)(k + 1)} x
\]

and

\[
\lim_{k \to \infty} \frac{U_{k+1}}{U_k} = x.
\]

According to this ratio test, the series in Eq. (4) converges for \(|x| < 1\). Since the preceding error theorem cannot be applied for \( x = 1 \), another approach is needed to determine the complete beta function in this case. The integral of Eq. (2) can be transformed as follows:

\[
B_x(p, q) = B_{1/2}(p, q) + \int_{1/2}^{x} y^{p-1}(1 - y)^{q-1} dy
\]

which, with the substitution \( y = 1 - z \), becomes

\[
B_x(p, q) = B_{1/2}(p, q) + \int_{1-x}^{1/2} z^{p-1}(1 - z)^{q-1} dz.
\]
As before, the integral in Eq. (7) is evaluated by first taking a binomial expansion of the factor \((1 - z)^{p-1}\) in the integrand and then integrating term by term. Thus,

\[
B_x(p, q) = B_{1/2}(p, q) + \frac{(1 - w^q)}{q2^q} + \frac{(1 - p)(1 - w^{q+1})}{1!(q + 1)2^{q+1}}
+ \frac{(1 - p)(2 - p)(1 - w^{q+2})}{2!(q + 2)2^{q+2}} + \ldots,
\]

where \(w = 2(1 - x)\) and \(q \neq 0, -1, -2, \ldots\). The ratio of the \((k + 1)\)th term to the \(k\)th term of Eq. (8) is

\[
\frac{U_{k+1}}{U_k} = \frac{(q + k)(k + 1 - p)}{(q + k + 1)(k + 1)} (x - 1/2)
\]

and

\[
\lim_{k \to \infty} \frac{U_{k+1}}{U_k} = x - 1/2.
\]

According to this ratio test, the series in Eq. (8) converges for \(|x - 1/2| < 1\), that is, for \(-1/2 < x < 3/2\). Comparison of Eqs. (5) and (9) indicates that the two series in Eqs. (4) and (8) will converge with approximately the same number of terms, provided that the series of Eq. (4) is used when \(0 < x \leq 1/2\) and that the series of Eq. (8) is used when \(1/2 < x \leq 1\). The fact that the series of Eq. (4) cannot be used when \(x = 1\), and the fact that convergence is more rapid for the above two series in Eqs. (4) and (8) than for the one series alone in Eq. (4), provides the basis for choosing the two series.

4. Computer Program. This program calculates the incomplete beta function \(B_x(p, q)\) and its ratio to the complete beta function \(B(p, q)\) for allowable ranges of the parameters \(p\) and \(q\). Excluded are values of \(p < 0\) for all allowed values of \(x\) and values of \(q < 0\) only if \(x = 1\). By definition, the parameter \(x\) varies between 0 and 1. The ranges and increments of the arguments \(p\) and \(q\) and the parameter \(x\), and the number of significant figures desired are input data. This program was originally written in Forgo language for the IBM-1620 computer at Clarkson College of Technology. It was also written in Fortran II and Fortran IV and run on the IBM-7044 computer at the University of Buffalo.

The integral defining the incomplete beta function is evaluated after first expanding one factor in the integrand by the binomial theorem. In order to obtain more rapid convergence, one expansion is taken for \(x \leq 1/2\) and another for \(1/2 < x \leq 1\). This method of solution imposes the further restriction that \(q \neq 0, -1, -2, \ldots\). The expansions are truncated when the relative error is less than or equal to an arbitrarily predetermined fraction. Several values are calculated and stored in memory and then are punched out in a page format. Typical running time for achieving five significant figures on the IBM-1620 is about one minute per 2.7 values while that on the IBM-7044 is less than one minute per 10^4 values.

5. Results. Values of the incomplete beta function, the complete beta function, and the ratio of the incomplete beta function to the complete beta function have
thus been calculated to 5D for \( p, q = 0.5(0.05)2.05, x = 0.1(0.01)1 \) [21]. An abridgement corresponding to \( p, q = 0.5(0.1)2, x = 0.1(0.1)1 \) is given here in microfiche. We have checked our computations with those of Pearson [4] for comparable ranges of the arguments. Pearson has calculated these functions only for values of \( p \) and \( q \) equal to half-integers and for values of \( p \) which are greater than \( q \). To compare those values for which \( p \) is greater than \( q \), we made use of the formula \( I_{1-x}(p, q) = 1 - I_x(q, p) \). All of our values for \( p \) and \( q \) equal to half-integers agreed with those of Pearson to within one part in 10^6.
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