On the Condition of a Matrix Arising in the Numerical Inversion of the Laplace Transform

By Walter Gautschi

Abstract. Bellman, Kalaba, and Lockett recently proposed a numerical method for inverting the Laplace transform. The method consists in first reducing the infinite interval of integration to a finite one by a preliminary substitution of variables, and then employing an $n$-point Gauss-Legendre quadrature formula to reduce the inversion problem (approximately) to that of solving a system of $n$ linear algebraic equations. Luke suggests the possibility of using Gauss-Jacobi quadrature (with parameters $\alpha$ and $\beta$) in place of Gauss-Legendre quadrature, and in particular raises the question whether a judicious choice of the parameters $\alpha$, $\beta$ may have a beneficial influence on the condition of the linear system of equations. The object of this note is to investigate the condition number $\text{cond} (n, \alpha, \beta)$ of this system as a function of $n$, $\alpha$, and $\beta$. It is found that $\text{cond} (n, \alpha, \beta)$ is usually larger than $\text{cond} (n, \beta, \alpha)$ if $\beta > \alpha$, at least asymptotically as $n \to \infty$. Lower bounds for $\text{cond} (n, \alpha, \beta)$ are obtained together with their asymptotic behavior as $n \to \infty$. Sharper bounds are derived in the special cases $\alpha = \beta$, $n$ odd, and $\alpha = \beta = \pm \frac{1}{2}$, $n$ arbitrary. There is also a short table of $\text{cond} (n, \alpha, \beta)$ for $\alpha, \beta = -.8(.2)0, .5, 1, 2, 4, 8, 16, \beta \leq \alpha$, and $n = 5, 10, 20, 40$. The general conclusion is that $\text{cond} (n, \alpha, \beta)$ grows at a rate which is something like a constant times $(3 + \sqrt{8})^n$, where the constant depends on $\alpha$ and $\beta$, varies relatively slowly as a function of $\alpha$, $\beta$, and appears to be smallest near $\alpha = \beta = -1$. For quadrature rules with equidistant points the condition grows like $(2 \sqrt{2/3})^n$. □

1. In [4], Bellman, Kalaba, and Lockett propose a numerical procedure to invert the Laplace transform

\begin{equation}
\int_0^\infty e^{-st}u(t)dt = F(s) .
\end{equation}

Briefly, the procedure consists of first substituting $x = e^{-t}$, to bring (1.1) into the form

\begin{equation}
\int_0^1 x^{t-1}g(x)dx = F(s) , \quad g(x) = u(-\ln x) ,
\end{equation}

and then employing Gaussian quadrature to approximate (1.2) by

\begin{equation}
\sum_{i=1}^n w_i x_i^k g(x_i) = F(k + 1) , \quad (k = 0, 1, 2, \cdots , n - 1) ,
\end{equation}

where $x_i$ are the zeros of the shifted Legendre polynomials $p_n(x) = P_n(2x - 1)$ and $w_i$ the associated weight factors. Letting $y_i = w_i g(x_i)$, the method thus boils down to solving the system of linear algebraic equations

Received May 9, 1968.
In reviewing the work of Bellman et al., Y. L. Luke [8] generalizes their approach by employing the substitution \( x = e^{-vt} \) \( (v > 0) \) in (1.1), and by using Jacobi polynomials in place of Legendre polynomials. This again leads to a system of equations (1.4) where now \( x_i \) are the zeros of the shifted Jacobi polynomial \( p_n(\alpha, \beta)(x) = P_n(\alpha, \beta)(2x - 1) \), and \( F(k+1) \) on the right must be replaced by \( F((k+1)v) \).

The system (1.4) can be solved analytically in a number of ways, the coefficient matrix being a Vandermonde matrix. However, as noted in [4], the ill-conditioned character of the system may well require high-precision calculations, especially if \( n \) is fairly large. Luke [8] raises the question of whether or not “the detrimental effects of ill-conditioning can be removed or mitigated by the use of other choices of \( \alpha \) and \( \beta \)” (other than \( \alpha = \beta = 0 \)). The purpose of this note is to give a detailed answer to this question.

We first obtain a closed expression for the condition number of the coefficient matrix in (1.4). In Section 3 we compare the condition number for \( p_n(\alpha, \beta) \) with that for \( p_n(\beta, \alpha) \) and find that the former is usually larger than the latter if \( \beta > \alpha \), at least asymptotically as \( n \to \infty \). Section 4 contains a short table of the condition number for \( p_n(\alpha, \beta) \), where \( \alpha, \beta = -8(.2)0, .5, 1, 2, 4, 8, 16, \beta \leq \alpha \), and \( n = 5, 10, 20, 40 \). Section 5 exhibits lower bounds for the condition number, together with their asymptotic behavior. Sharper results are obtained in Section 6 in the case \( \alpha = \beta \), \( n \) odd, and in Section 7 for general \( n \) and \( \alpha = \beta = \pm \frac{1}{2} \). For comparison we consider in Section 8 the case of equidistant abscissas \( x_i \).

The general conclusion is that the condition number grows at a rate which is something like a constant times \( (3 + \sqrt{8})^n \) \( [(2 \sqrt{2}/3\pi)^8 \text{ for equidistant abscissas}] \), where the constant depends on \( \alpha \) and \( \beta \) and varies relatively slowly as a function of \( \alpha \) and \( \beta \). As expected, there is no escape from ill-conditioning, which, after all, only reflects the fact that the original inversion problem (1.1) is not well posed (cf., in this connection, [1], [2], [3], [9], [11], [13], [14]).

2. Let \( p_n(x) \) be an arbitrary polynomial of degree \( n \) whose zeros \( x_i \) are distinct and located in the interval \([0, 1]\). Let

\[
(2.1) \quad V(p_n) = \begin{bmatrix}
1 & 1 & \cdots & 1 \\
x_1 & x_2 & \cdots & x_n \\
\vdots & \vdots & \ddots & \vdots \\
x_1^{n-1} & x_2^{n-1} & \cdots & x_n^{n-1}
\end{bmatrix}
\]
denote the Vandermonde matrix of the zeros \( x_i \). We shall consider the condition number

\[
(2.2) \quad \text{cond}_\infty [V(p_n)] = \|V(p_n)\|_{\infty}\|[V(p_n)]^{-1}\|_{\infty},
\]

where \( \| \cdot \|_{\infty} \) denotes the \( \infty \)-matrix norm (“maximum row sum”). Clearly,

\[
(2.3) \quad \|V(p_n)\|_{\infty} = n.
\]

In [5] we have shown that under the assumptions made,

\[
(2.4) \quad \|[V(p_n)]^{-1}\|_{\infty} = \max \prod_{j \neq i} \left( \frac{1 + x_j}{|x_i - x_j|} \right).
\]
Combining (2.3) and (2.4), and rewriting (2.4) in terms of \( p_n \) and its derivative, we obtain

\[
\text{cond}_\infty [V(p_n)] = \frac{n|p_n(-1)|}{\min_i \{(1 + x_i)|p_n'(x_i)|\}}.
\]

3. We now let \( p_n \) be the shifted Jacobi polynomial \( p_n(\alpha, \beta)(x) = P_n(\alpha, \beta)(2x - 1) \), \( \alpha > -1, \beta > -1 \). We first show that

\[
\text{cond}_\infty [V(p_n(\alpha, \beta))] = \gamma_n \frac{P_n(\beta, \alpha)(3)}{P_n(\alpha, \beta)(3)} \text{ cond}_\infty [V(p_n(\beta, \alpha))], \quad \tfrac{1}{2} < \gamma_n < 2,
\]

where the constant \( \gamma_n \) depends on \( \alpha \) and \( \beta \). Indeed, it is well known that

\[
p_n(\alpha, \beta)(x) = (-1)^n p_n(\beta, \alpha)(1 - x),
\]

\[
p_n(\alpha, \beta)'(x) = (-1)^{n+1} p_n(\beta, \alpha)'(1 - x).
\]

In particular, if \( x_i \) is a zero of \( p_n(\alpha, \beta) \) then \( x_i = 1 - x_i \) is a zero of \( p_n(\beta, \alpha) \). Therefore,

\[
(1 + x_i)|p_n(\alpha, \beta)'(x_i)| = (1 + x_i)|p_n(\beta, \alpha)'(x_i)|
\]

\[
= \frac{1 + x_i}{2 - x_i} (1 + x_i)|p_n(\beta, \alpha)'(x_i)|,
\]

and since \( \tfrac{1}{2} < (1 + x)/(2 - x) < 2 \) for \( 0 < x < 1 \), it follows that

\[
\min_i \{(1 + x_i)|p_n(\alpha, \beta)'(x_i)|\} = \frac{1}{\gamma_n} \min_i \{(1 + x_i)|p_n(\beta, \alpha)'(x_i)|\}, \quad \tfrac{1}{2} < \gamma_n < 2.
\]

Consequently, by (2.5),

\[
\text{cond}_\infty [V(p_n(\alpha, \beta))] = \gamma_n|p_n(\beta, \alpha)(-1)/p_n(\beta, \alpha)(-1)| \text{ cond}_\infty [V(p_n(\beta, \alpha))],
\]

which is equivalent to (3.1).

Noting that [10, p. 194]

\[
P_n(\beta, \alpha)(3) \sim \frac{n^{-1/2}}{\pi^{1/2}2^{(2a+b)/4}} (3 + \sqrt{8})^{n+(a+b+1)/2} (n \to \infty),
\]

we obtain from (3.1),

\[
\text{cond}_\infty [V(p_n(\alpha, \beta))] \sim \gamma_n \cdot 2^{(\beta-\alpha)/2} \text{ cond}_\infty [V(p_n(\beta, \alpha))], \quad (n \to \infty).
\]

Our computations (cf. Section 4) have revealed that in most cases the minimum in (2.5) is assumed for \( x_i \) near \( \frac{1}{2} \) (though not necessarily closest to \( \frac{1}{2} \)), so that in these cases \( \gamma_n = 1 \). Taking this into account it appears from (3.4) that for \( n \) sufficiently large the condition number for \( p_n(\alpha, \beta) \) is greater than that for \( p_n(\beta, \alpha) \) if \( \beta > \alpha \). As was observed by computation this remains generally true for smaller values of \( n \) as well (typically for those of Table 1), although in a few instances in the region \(-1 < \alpha, \beta < 0, \beta > \alpha \), it was found that \( \text{cond}_\infty [V(p_n(\alpha, \beta))] \) is slightly less than \( \text{cond}_\infty [V(p_n(\beta, \alpha))] \).

4. In order to compute the condition number in (2.5) for \( p_n(x) = p_n(\alpha, \beta)(x) \), we make use of the fact that these polynomials satisfy the orthogonality relation
\begin{equation}
\int_0^1 p_n(x)p_m(x)(1-x)^\alpha x^\beta dx = h_n \delta_{n,m},
\end{equation}

where \( h_n = \Gamma(n + \alpha + 1) \Gamma(n + \beta + 1) / ((2n + \alpha + \beta + 1)n! \Gamma(n + \alpha + \beta + 1)) \) and \( \delta_{n,m} \) is the Kronecker delta. With \( p_r^*(x) = h_r^{-1/2} p_r(x) \) denoting the normalized polynomials, we may compute \( p_n^*(x) \) from the recurrence relation

\begin{equation}
p_{r+1}^*(x) = (x - a_r)p_r^*(x) - b_r p_{r-1}^*(x))/b_{r+1}, \quad (r = 0, 1, 2, \cdots, n - 1),
\end{equation}

\begin{equation}
p_{-1}^*(x) = 0, \quad p_0^*(x) = \left( \frac{\Gamma(\alpha + \beta + 2)}{\Gamma(\alpha + 1) \Gamma(\beta + 1)} \right)^{1/2}.
\end{equation}

where

\begin{align}
a_0 &= \frac{1}{2} (1 - \frac{\alpha - \beta}{\alpha + \beta + 2}), \\
a_r &= \frac{1}{2} \left(1 - \frac{\alpha^2 - \beta^2}{(2r + \alpha + \beta)(2r + \alpha + \beta + 2)}\right), \quad (r \geq 1),
\end{align}

\begin{align}
b_1 &= \frac{1}{\alpha + \beta + 2} \left( (\alpha + 1)(\beta + 1) \right)^{1/2}, \\
b_r &= \frac{1}{2r + \alpha + \beta} \left( \frac{r + \alpha)(r + \beta)(r + \alpha + \beta)}{(2r + \alpha + \beta - 1)(2r + \alpha + \beta)} \right)^{1/2}, \quad (r \geq 2).
\end{align}

The zeros of \( p_n^*(x) \) may now be computed from (4.2) by a combination of Newton's method and successive deflation as described in [6, p. 261]. Hence the condition number of \( V(p_n) \) can be computed directly from (2.5) for any value of \( \alpha \) and \( \beta \). Selected results* are shown in Table 1. (The numbers in parentheses denote the powers of 10 by which the preceding numbers are to be multiplied.) For reasons indicated at the end of Section 3 we restrict our tabulation to the region \( \beta \leq \alpha \).

The results in Table 1 indicate that \( \text{cond}_\alpha [V(p_n^*(\alpha, \beta))] \) for fixed \( \alpha \) is an increasing function of \( \beta \), if \(-1 < \alpha \leq 0\), and changes from a decreasing to an increasing function as \( \beta \) varies from \(-1\) to \( \alpha \), if \( \alpha > 0\). There is thus a "valley" of low condition number extending approximately (and more or less independently of \( n \)) along the line \( \beta = -1 + 2\alpha/7 \), as was determined by additional calculations. Along this valley, as well as along the diagonal \( \alpha = \beta \), and near the line \( \beta = -1 \), the condition number increases with \( \alpha \) and thus appears to be smallest near \( \alpha = \beta = -1 \).

5. A lower bound for the condition number in (2.5) may be obtained as follows. Let

\begin{equation}
\max_{0 \leq x \leq 1} |p_n(x)| = \mu_n.
\end{equation}

* In the range \(-1 < \alpha \leq 3, -1 < \beta \leq 3, \beta \leq \alpha, \) and for \( n = 5 \) and \( n = 8 \), the zeros of \( p_n^*(\alpha, \beta) \) as computed were checked against those tabulated in [7]. Disagreement never exceeded one unit of the last (eighth) significant digit. For \( n = 40 \), successive deflation was used only for the first 20 zeros. The remaining zeros were obtained from the original polynomial by Newton's method and a simple search procedure.
Since $|\mu_n-p_n(x)| \leq 1$ on $[0,1]$ it follows from a theorem of Markov (see, e.g., [12, p. 36]) that $|\mu_n-\mu_n(x)| \leq 2^n$ on $[0,1]$ and so

<table>
<thead>
<tr>
<th>\alpha</th>
<th>\beta</th>
<th>n</th>
<th>\alpha</th>
<th>\beta</th>
<th>n</th>
</tr>
</thead>
<tbody>
<tr>
<td>-8</td>
<td>-8</td>
<td>9.82(2)</td>
<td>5</td>
<td>6.66(6)</td>
<td>10</td>
</tr>
<tr>
<td>-8</td>
<td>-8</td>
<td>1.05(3)</td>
<td>7.15(6)</td>
<td>3.23(14)</td>
<td>6.60(29)</td>
</tr>
<tr>
<td>-6</td>
<td>-8</td>
<td>1.08(3)</td>
<td>7.48(6)</td>
<td>3.39(14)</td>
<td>6.94(29)</td>
</tr>
<tr>
<td>-4</td>
<td>-8</td>
<td>1.13(3)</td>
<td>7.68(6)</td>
<td>3.49(14)</td>
<td>7.13(29)</td>
</tr>
<tr>
<td>-6</td>
<td>-8</td>
<td>1.15(3)</td>
<td>8.00(6)</td>
<td>3.63(14)</td>
<td>7.44(29)</td>
</tr>
<tr>
<td>-4</td>
<td>-8</td>
<td>1.19(3)</td>
<td>8.39(6)</td>
<td>3.84(14)</td>
<td>7.90(29)</td>
</tr>
<tr>
<td>-2</td>
<td>-8</td>
<td>1.21(3)</td>
<td>8.24(6)</td>
<td>3.76(14)</td>
<td>7.73(29)</td>
</tr>
<tr>
<td>-6</td>
<td>-8</td>
<td>1.23(3)</td>
<td>8.57(6)</td>
<td>3.88(14)</td>
<td>7.99(29)</td>
</tr>
<tr>
<td>-4</td>
<td>-8</td>
<td>1.25(3)</td>
<td>8.94(6)</td>
<td>4.10(14)</td>
<td>8.43(29)</td>
</tr>
<tr>
<td>-2</td>
<td>-8</td>
<td>1.34(3)</td>
<td>9.53(6)</td>
<td>4.39(14)</td>
<td>9.03(29)</td>
</tr>
<tr>
<td>-.5</td>
<td>-8</td>
<td>1.30(3)</td>
<td>8.85(6)</td>
<td>4.07(14)</td>
<td>8.38(29)</td>
</tr>
<tr>
<td>-6</td>
<td>-8</td>
<td>1.31(3)</td>
<td>9.17(6)</td>
<td>4.18(14)</td>
<td>8.61(29)</td>
</tr>
<tr>
<td>-4</td>
<td>-8</td>
<td>1.33(3)</td>
<td>9.54(6)</td>
<td>4.35(14)</td>
<td>9.02(29)</td>
</tr>
<tr>
<td>-.5</td>
<td>-8</td>
<td>1.38(3)</td>
<td>9.98(6)</td>
<td>4.63(14)</td>
<td>9.58(29)</td>
</tr>
<tr>
<td>0</td>
<td>-8</td>
<td>1.50(3)</td>
<td>1.08(7)</td>
<td>5.00(14)</td>
<td>1.03(30)</td>
</tr>
<tr>
<td>.5</td>
<td>-8</td>
<td>1.53(3)</td>
<td>1.06(7)</td>
<td>4.99(14)</td>
<td>1.04(30)</td>
</tr>
<tr>
<td>0</td>
<td>-8</td>
<td>1.55(3)</td>
<td>1.09(7)</td>
<td>5.05(14)</td>
<td>1.05(30)</td>
</tr>
<tr>
<td>1.0</td>
<td>-8</td>
<td>1.62(3)</td>
<td>1.21(7)</td>
<td>5.74(14)</td>
<td>1.20(30)</td>
</tr>
<tr>
<td>.5</td>
<td>-8</td>
<td>1.93(3)</td>
<td>1.45(7)</td>
<td>6.87(14)</td>
<td>1.44(30)</td>
</tr>
<tr>
<td>0</td>
<td>-8</td>
<td>1.80(3)</td>
<td>1.29(7)</td>
<td>6.13(14)</td>
<td>1.25(30)</td>
</tr>
<tr>
<td>1.0</td>
<td>-8</td>
<td>1.77(3)</td>
<td>1.28(7)</td>
<td>6.09(14)</td>
<td>1.25(30)</td>
</tr>
<tr>
<td>-.5</td>
<td>-8</td>
<td>1.77(3)</td>
<td>1.32(7)</td>
<td>6.23(14)</td>
<td>1.30(30)</td>
</tr>
<tr>
<td>0</td>
<td>-8</td>
<td>1.79(3)</td>
<td>1.36(7)</td>
<td>6.40(14)</td>
<td>1.35(30)</td>
</tr>
<tr>
<td>1.0</td>
<td>-8</td>
<td>1.81(3)</td>
<td>1.41(7)</td>
<td>6.73(14)</td>
<td>1.41(30)</td>
</tr>
<tr>
<td>.5</td>
<td>-8</td>
<td>2.05(3)</td>
<td>1.61(7)</td>
<td>7.81(14)</td>
<td>1.65(30)</td>
</tr>
<tr>
<td>0</td>
<td>-8</td>
<td>2.41(3)</td>
<td>1.92(7)</td>
<td>9.38(14)</td>
<td>2.02(30)</td>
</tr>
<tr>
<td>1.0</td>
<td>-8</td>
<td>2.44(3)</td>
<td>1.89(7)</td>
<td>9.24(14)</td>
<td>1.90(30)</td>
</tr>
<tr>
<td>2.0</td>
<td>-8</td>
<td>2.37(3)</td>
<td>1.81(7)</td>
<td>9.08(14)</td>
<td>1.94(30)</td>
</tr>
<tr>
<td>.5</td>
<td>-8</td>
<td>2.33(3)</td>
<td>1.82(7)</td>
<td>9.00(14)</td>
<td>1.94(30)</td>
</tr>
<tr>
<td>0</td>
<td>-8</td>
<td>2.31(3)</td>
<td>1.85(7)</td>
<td>9.16(14)</td>
<td>1.96(30)</td>
</tr>
<tr>
<td>16.0</td>
<td>2.32(3)</td>
<td>1.90(7)</td>
<td>9.37(14)</td>
<td>2.01(30)</td>
<td>16.0</td>
</tr>
</tbody>
</table>
(5.2) \[(1 + x_i)|p_n'(x_i)| \leq 4n^2\mu_n, \quad (i = 1, 2, \ldots, n).\]

Consequently, by (2.5),

(5.3) \[\text{cond}_{\infty} [V(p_n)] \geq \kappa_n, \quad \kappa_n = |p_n(-1)|/4n\mu_n.\]

If \(p_n(x) = p_n^{(\alpha, \beta)}(x)\), we may take advantage of known asymptotic results for Jacobi polynomials to obtain an asymptotic expression for \(\kappa_n\) in (5.3). As \(n \to \infty\), we have \([10, \text{p. 380}]\)

\[
\mu_n \sim n^2/\Gamma(q + 1) \quad \text{if} \quad q \geq -\frac{1}{2}
\]

\[
\sim \pi^{-1/2}|\alpha + \frac{1}{2}|^{-\alpha/2-1/4}|\beta + \frac{1}{2}|^{-\beta/2-1/4}|\alpha + \beta + 1|^{-(\alpha+\beta+1)/2}n^{-1/2}
\]

if \(-1 < q < -\frac{1}{2}, \)

where \(q = \max (\alpha, \beta)\). Combining (5.4) with (3.3) we obtain from (5.3)

(5.5) \[\kappa_n \sim \frac{\Gamma(q + 1)}{\sqrt{\pi}2^{(2\alpha+12)/4}} n^{-(q+3/2)} (3 + \sqrt{8})^{n+(\alpha+\beta+1)/2}, \quad (q \geq -\frac{1}{2}, n \to \infty),\]

and

\[
\kappa_n \sim \frac{|\alpha + \frac{1}{2}|^{\alpha/2+1/4} |\beta + \frac{1}{2}|^{\beta/2+1/4}}{2^{(2\alpha+12)/4}} |\alpha + \beta + 1|^{-(\alpha+\beta+1)/2} n^{-1/2}(3 + \sqrt{8})^{n+(\alpha+\beta+1)/2}, \quad (-1 < q < -\frac{1}{2}, n \to \infty).
\]

The powers of \(n\) appearing in (5.5), (5.6) are due to the crudeness of the inequality (5.2) and do not reflect the true asymptotic behavior of \(\text{cond}_{\infty} [V(p_n^{(\alpha, \beta)})]\). In fact, if \(x_i\) is restricted to a closed interval in the interior of \([0, 1]\) (e.g., \(i\) such that \(x_i\) is the smallest zero of \(p_n^{(\alpha, \beta)}\) larger than or equal to \(\frac{1}{2}\)), then it is known \([10, \text{p. 237}]\) that

(5.7) \[|p_n^{(\alpha, \beta)}(x_i)| \sim n^{1/2}, \quad (n \to \infty),\]

the symbol \(\sim\) meaning that the ratio of the left-hand and right-hand expression remains between certain positive bounds depending only on \(\alpha\) and \(\beta\). It thus follows from (2.5) and (3.3) that

(5.8) \[\text{cond}_{\infty} [V(p_n^{(\alpha, \beta)})] \geq \kappa_n', \quad \kappa_n' \sim (3 + \sqrt{8})^n, \quad (n \to \infty).\]

If, as all numerical evidence indicates, the points at which the minimum in (2.5) is assumed remain in a closed interval inside the open interval \((0, 1)\) as \(n \to \infty\), then inequality in (5.8) may be replaced by equality.

6. Considerably sharper bounds can be had if \(\alpha = \beta\). We thus consider

\[
p_n(x) = C_n^{(\sigma)}(2x - 1) = \frac{\Gamma(\sigma + \frac{1}{2})\Gamma(n + 2\sigma)}{\Gamma(2\sigma)\Gamma(n + \sigma + \frac{1}{2})} p_n^{(\sigma - 1/2, \sigma - 1/2)}(2x - 1),
\]

(6.1) \[\sigma > -\frac{1}{2}, \]

and for convenience we assume that \(n\) is odd. Then, by symmetry, \(x_i = \frac{1}{2}\) for some \(i = i_0\), so that for this zero,

\[p_n'(x_{i_0}) = p_n'(\frac{1}{2}) = 2C_n^{(\sigma)}(0) = 2(n + 2\sigma - 1)C_n^{(\sigma)}(-1)(0).\]

Since
ON THE CONDITION OF A MATRIX

\[ C_{n-1}^{(\sigma)}(0) = (-1)^{(n-1)/2} \frac{\Gamma((n + 2\sigma - 1)/2)}{\Gamma(\sigma)\Gamma((n + 1)/2)}, \quad (\sigma \neq 0) \]
\[ = 2(-1)^{(n-1)/2}/(n - 1), \quad (\sigma = 0), \]

we obtain

\[ (1 + x_i^2)|p_n'(x_i)| = 6 \frac{\Gamma((n + 2\sigma + 1)/2)}{|\Gamma(\sigma)|\Gamma((n + 1)/2)}, \quad (\sigma \neq 0) \]
\[ = 6, \quad (\sigma = 0). \]

Hence, from (2.5),

\[ \text{cond. } \lbrack V(p_n) \rbrack \geq \kappa_n, \quad \kappa_n = \frac{n}{6} |C_n^{(0)}(3)| \frac{\Gamma(\sigma)\Gamma((n + 1)/2)}{\Gamma((n + 2\sigma + 1)/2)}, \quad (\sigma \neq 0) \]
\[ = \frac{n}{6} C_n^{(0)}(3), \quad (\sigma = 0). \]

From the known asymptotic behavior of \( P_n^{(\sigma-1/2,\sigma-1/2)}(x) \) as \( n \to \infty \) [10, p. 194] and from Stirling's formula we find

\[ C_n^{(\sigma)}(3) \sim \frac{\Gamma(\sigma + 1/2)}{\sqrt{\pi n^{(\sigma+2)/2}} n^{\sigma-1} (3 + \sqrt{8})^{n+\sigma}, \quad (\sigma \neq 0, n \to \infty). \]

Furthermore,

\[ C_n^{(0)}(3) = \frac{2}{n} T_n(3) \sim \frac{1}{n} (3 + \sqrt{8})^n, \quad (n \to \infty), \]

where \( T_n(x) \) is the Chebyshev polynomial of the first kind. Substituting in (6.2), and using Stirling's formula and the duplication formula for the gamma function, we obtain

\[ \kappa_n \sim \frac{1}{6 \cdot 8^{n/2}} (3 + \sqrt{8})^{n+\sigma}, \quad (\sigma > -\frac{1}{2}, n \to \infty), \quad \text{odd} \]

a result which obviously improves upon (5.5), (5.6) and is more precise than (5.8).

The case \( p_n(x) = P_n(2x - 1) \) originally considered in [4] corresponds to \( \sigma = \frac{1}{2} \), in which case (6.4) gives

\[ \kappa_n \sim \frac{1}{6 \cdot 8^{n/2}} (3 + \sqrt{8})^{n+1/2}, \quad (\sigma = \frac{1}{2}, n \to \infty), \quad \text{odd} \]

The corresponding analysis for even \( n \) appears to be rather more difficult, for general \( \sigma > -\frac{1}{2} \), and we shall not pursue this any further. If \( \sigma = 0 \), or \( \sigma = 1 \), then (6.4) remains valid for general \( n \), as will be seen in the next section.

7. The cases \( \alpha = \beta = \pm \frac{1}{2} \) merit special attention since the Jacobi polynomials then reduce to Chebyshev polynomials (of the first and second kind), the zeros and weight factors of which are known explicitly.

We begin with \( \alpha = \beta = -\frac{1}{2} \), or, equivalently \( p_n(x) = T_n(2x - 1) \). We have

\[ |p_n(-1)| = T_n(3) = \frac{1}{2}[(3 + \sqrt{8})^n + (3 - \sqrt{8})^n], \]

so that
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(7.1) \[ |p_n(-1)| > \frac{1}{2} (3 + \sqrt{8})^n. \]

Since the zeros \( x_i \) of \( p_n(x) \) satisfy
\[
2x_i - 1 = \cos \theta_i, \quad \theta_i = \frac{2i - 1}{2n} \pi, \quad (i = 1, 2, \ldots, n),
\]
and \( T'_n(\cos \theta) = n(\sin n\theta)/\sin \theta \), we get
\[
p_n'(x_i) = 2T'_n(\cos \theta_i) = (-1)^{i-1} 2n/\sin \theta_i,
\]
and so,
\[
(1 + x_i)|p_n'(x_i)| = \frac{3 + \cos \theta_i}{\sin \theta_i} n.
\]

The function \( f(\theta) = (3 + \cos \theta)/\sin \theta \) has a unique minimum in the interval \((0, \pi)\) which is assumed at \( \theta = \theta_0 \), where \( \cos \theta_0 = -1/3 \), i.e. \( \theta_0 = \pi/2 + .340 \). Let \( i = i_0 \) be such that \( \pi/2 \leq \theta_{i_0} < \theta_0 \). (The existence of \( i_0 \) is trivial if \( n \) is odd, and if \( n \) is even is assured whenever \( n > 4 \).) Since \( f(\theta_{i_0}) \leq f(\pi/2) = 3 \), we obtain
\[
(1 + x_{i_0})|p_n'(x_{i_0})| \leq 3n,
\]
and thus, by (2.5) and (7.1),
\[
(7.2) \quad \text{cond} \left[ V(p_n^{(a,b)}) \right] > \frac{1}{2} (3 + \sqrt{8})^n, \quad (a = \beta = -\frac{1}{2}),
\]
in agreement with the case \( \sigma = 0 \) of (6.4).

Consider, next, \( \alpha = \beta = \frac{1}{2} \), i.e. \( p_n(x) = U_n(2x - 1) \). Here we have
\[
(7.3) \quad |p_n(-1)| = U_n(3) = \frac{(3 + \sqrt{8})^{n+1}}{2\sqrt{8}} \{ 1 - (17 + 6\sqrt{8})^{-n-1} \},
\]
and
\[
2x_i - 1 = \cos \theta_i, \quad \theta_i = \frac{i}{n+1} \pi, \quad (i = 1, 2, \ldots, n).
\]

Since now
\[
U'_n(\cos \theta) = \frac{1}{\sin^3 \theta} [\cos \theta \sin (n+1)\theta - (n+1) \sin \theta \cos (n+1)\theta],
\]
we get
\[
p_n'(x_i) = 2U'_n(\cos \theta_i) = (-1)^{i+1} \frac{2(n+1)}{\sin^2 \theta_i},
\]
and so,
\[
(1 + x_i)|p_n'(x_i)| = \frac{3 + \cos \theta_i}{\sin^2 \theta_i} (n + 1).
\]

In the interval \((0, \pi)\) the function \( g(\theta) = (3 + \cos \theta)/\sin^2 \theta \) takes on its unique minimum at \( \theta = \theta_0 \), where \( \cos \theta_0 = \sqrt{8} - 3 \), i.e. \( \theta_0 = \pi/2 + .173 \). Picking \( i = i_0 \) such that \( \pi/2 \leq \theta_{i_0} < \theta_0 \) (which is always possible if \( n \) is odd, and if \( n \) is even certainly for \( n > 8 \)), we have \( g(\theta_{i_0}) \leq g(\pi/2) = 3 \), and therefore
Consequently, by (2.5) and (7.3),
\[
\text{cond } [V(\alpha, \beta)] \geq \frac{n}{(6\sqrt{8})(n+1)} \left(3 + \sqrt{8}\right)^{n+1}
\frac{(1 - (17 + 6\sqrt{8})^{-n-1})}{(3 + \sqrt{8})^{n+1}}
\sim \frac{(3 + \sqrt{8})^{n+1}}{6\sqrt{8}}, \\
(\alpha = \beta = \frac{1}{2}, n \to \infty),
\]
in agreement with the case \(\sigma = 1\) of (6.4).

8. For comparison we briefly discuss the case of equidistant abscissas**
\[
(8.1) \quad x_i = i/(n + 1), \quad (i = 1, 2, \cdots, n).
\]
Here, (2.3) and (2.4) give
\[
(8.2) \quad \text{cond } [V(p_n)] = \frac{n(n + 2)(n + 3) \cdots (2n + 1)}{\min \pi_i},
\]
where
\[
\pi_i = (i + n + 1) \prod_{j=1; j \neq i}^{n} |i - j|, \quad (i = 1, 2, \cdots, n).
\]
Observing that
\[
\pi_{i+1} = \frac{i + n + 2}{i + n + 1} \pi_i, \quad (i = 1, 2, \cdots, n - 1),
\]
and that the function \(f(x) = (x + n + 2)x/((x + n + 1)(n - x))\) is monotonically increasing on the interval \([1, n - 1]\), with \(f(1) < 1\) (for \(n \geq 3\), \(f(n - 1) > 1\) (for \(n \geq 2\)), \(f(n/2) > 1, f((n - 1)/2) < 1\), it follows that
\[
\pi_{i+1} < \pi_i \quad \text{for } i \leq [(n - 1)/2], \quad \pi_{i+1} > \pi_i \quad \text{for } i > [(n - 1)/2].
\]
Consequently, the minimum in (8.2) occurs at \(i = [(n - 1)/2] + 1 = [(n + 1)/2]\), and we find that
\[
(8.3) \quad \text{cond } [V(p_n)] = \frac{n^2}{(3n + 2)(n + 1)} \frac{(2n + 1)!}{n!(n/2)!^2}, \quad (n \text{ even}),
\]
\[
(8.4) \quad \text{cond } [V(p_n)] = \frac{2n}{3(n + 1)} \frac{(2n + 1)!}{(n + 1)!((n - 1)/2)!^2}, \quad (n \text{ odd}).
\]
Therefore, by Stirling's formula,
\[
(8.4) \quad \text{cond } [V(p_n)] \sim \frac{2\sqrt{2}}{3\pi} 8^n, \quad (n \to \infty).
\]
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** Consideration of this case was suggested to the author by Professor C. H. Wilcox during a recent conversation.


