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Abstract. The paper is concerned with variants of the successive overrelaxation method (SOR method) for solving the linear system $Au = b$. Necessary and sufficient conditions are given for the convergence of the symmetric and unsymmetric SOR methods when $A$ is symmetric. The modified SOR, symmetric SOR, and unsymmetric SOR methods are also considered for systems of the form $D_1u_1 - C_1u_2 = b_1$, $- C_2u_1 + D_2u_2 = b_2$ where $D_1$, $D_2$, $C_1$, and $C_2$ are square diagonal matrices. Different values of the relaxation factor are used on each set of equations. It is shown that if the matrix corresponding to the Jacobi method of iteration has real eigenvalues and has spectral radius $\mu < 1$, then the spectral radius of the matrix $G$ associated with any of the methods is not less than that of the ordinary SOR method with $\omega = 2(1 + (1 - \mu^2)^{1/2})^{-1}$. Moreover, if the eigenvalues of $G$ are real then no improvement is possible by the use of semi-iterative methods.

Introduction. In this paper we study convergence properties of several iterative methods for solving the linear system

$$(1.1) \quad Au = b,$$

where $A$ is a given real nonsingular $N \times N$ matrix with nonvanishing diagonal elements, $b$ is a given column vector, and $u$ is a column vector to be determined. Each method can be characterized by an equation

$$(1.2) \quad u^{(n+1)} = G u^{(n)} + k, \quad n = 0, 1, 2, \ldots ,$$

where $G$ is the matrix associated with the particular iterative method and $k$ a constant column vector. It is easy to show that if all of the eigenvalues of $G$ are less than one in modulus and if $k = (I - G)A^{-1}b$, then for any $u^{(0)}$ the sequence $u^{(0)}, u^{(1)}, u^{(2)} \ldots$ converges to the solution of (1.1).

The successive overrelaxation method (SOR method), [15], is defined by the matrix

$$(1.3) \quad G = (I + \omega L)^{-1}(\omega U + (1 - \omega)I),$$

where $L$ and $U$ are strictly lower and strictly upper triangular matrices, respectively, such that

$$(1.4) \quad L + U = B = I - D^{-1}A.$$
and \( D = \text{diag} \ A \) is the diagonal matrix with the same diagonal elements as \( A \). Here \( \omega \) is a real number known as a "relaxation factor" which is chosen in order that the convergence be as rapid as possible. Given \( u^{(n)} \), the components of \( u^{(n+1)} \) can be obtained by the SOR method one at a time in order from \( u_i^{(n+1)} \) to \( u_j^{(n+1)} \). This corresponds to a "forward sweep." One could also consider the use of a "backward sweep" where one determines in order the components from \( u_j^{(n+1)} \) to \( u_i^{(n+1)} \). D'Sylva and Miles [2] considered the unsymmetric SOR method (USSOR method) where each iteration consists of a forward sweep with relaxation factor \( \omega \) followed by a backward sweep with relaxation factor \( \tilde{\omega} \). The matrix associated with this iterative method is given by

\[
J_{\omega, \tilde{\omega}} = \mathcal{U}_\omega \mathcal{L}_{\omega},
\]

where

\[
\mathcal{U}_\omega = (I - \omega U)^{-1}(\tilde{\omega}L + (1 - \tilde{\omega})I).
\]

As a special case, we have the symmetric SOR method (SSOR method) of Sheldon [11], where \( \omega = \tilde{\omega} \). The SSOR method is defined by

\[
S_u = \mathcal{U}_\omega \mathcal{L}_{\omega}.
\]

Necessary and sufficient conditions for the convergence of the SOR, SSOR, and USSOR methods are given in Section 2. It is also shown that if \( A \) is positive definite then \( S(S_u) = ||\mathcal{L}_u||_A^{-1/\alpha} \).**

We consider generalization of the SOR, SSOR, and USSOR methods which are defined when \( A \) has the form

\[
A = \begin{bmatrix}
D_1 & -C_U \\
-C_L & D_2
\end{bmatrix},
\]

where \( D_1 \) and \( D_2 \) are square diagonal matrices. For the modified SOR method (MSOR method), [16], we use a relaxation factor \( \omega \) for the equations corresponding to \( D_1 \) (called "red equations") and we use a possibly different relaxation factor \( \omega' \) for the equations corresponding to \( D_2 \) (called "black equations"). Thus, let us partition \( u \) in accordance with (1.8) obtaining

\[
\begin{bmatrix}
u_1^{(n+1)} \\
u_2^{(n+1)}
\end{bmatrix} = \mathcal{S} \begin{bmatrix}
u_1^{(n)} \\
u_2^{(n)}
\end{bmatrix} + \begin{bmatrix}k_1 \\
k_2
\end{bmatrix}.
\]

Letting \( F = -D_1^{-1}C_U \) and \( G = -D_2^{-1}C_L \), we have from (1.4)

\[
L + U = B = \begin{bmatrix}0 & F \\
G & 0
\end{bmatrix}.
\]

For the MSOR method we obtain from (1.10) and (1.3) with the relaxation factors \( \omega \) and \( \omega' \) the associated matrix

** In general, the spectral radius \( S(G) \) of a matrix \( G \) is the maximum of the moduli of its eigenvalues. Given a nonsingular matrix \( P \) we define the \( P \)-norm of the matrix \( G \) by \( ||G||_P = ||P^{-1}GP|| \). Here, for any real matrix \( G \) the spectral norm of \( G \) is defined by \( ||G||_s = (S(G^T)G)^{1/2} \).
\[
\mathcal{L}_{\omega, \omega'} = \begin{bmatrix}
I_1 & 0 \\
-\omega'G & I_2
\end{bmatrix}^{-1} \begin{bmatrix}
(1 - \omega)I_1 & \omega F \\
0 & (1 - \omega')I_2
\end{bmatrix}
\]
(1.11)

\[
= \begin{bmatrix}
(1 - \omega)I_1 & \omega F \\
\omega'(1 - \omega)G & \omega'GF + (1 - \omega')I_2
\end{bmatrix}
\]

where \(I_1\) and \(I_2\) are identity submatrices.

The MSOR method with \(\omega\) and \(\omega'\) fixed was first considered by DeVogelaere [1]. McDowell [9] considered more general variations of the relaxation factors and did not assume that \(A\) had the form (1.8). Young, et al., [16], considered the MSOR method with \(\omega\) and \(\omega'\) varying with \(n\).

In Section 3 we give necessary and sufficient conditions for the convergence of the MSOR method, and we seek values of \(\omega\) and \(\omega'\) to minimize \(S(\mathcal{L}_{\omega, \omega'})\) or certain norms of \(\mathcal{L}_{\omega, \omega'}\) under certain restrictions on \(\omega\) and \(\omega'\).

As a natural generalization of the USSOR method one can consider the use of the relaxation factors \(\omega\) and \(\omega'\) on the forward sweep for the red and black equations, respectively, and then \(\omega'\) and \(\omega\) on the backward sweep for the black and red equations, respectively. Thus, we have the unsymmetric modified SOR method

As a special case we have the symmetric MSOR method*** (SMSOR method) defined by

\[
\mathcal{L}_{\omega, \omega'} = \mathcal{L}_{\omega, \omega'}
\]
(1.12)

where

\[
\mathcal{L}_{\omega, \omega'} = \begin{bmatrix}
I_1 & -\omega F \\
0 & I_2
\end{bmatrix} \begin{bmatrix}
(1 - \omega)I_1 & 0 \\
\omega'G & (1 - \omega')I_2
\end{bmatrix}
\]
(1.13)

As a special case we have the symmetric MSOR method*** (SMSOR method) defined by

\[
S_{\omega, \omega'} = \mathcal{L}_{\omega, \omega'}
\]
(1.14)

In Section 4 it is shown that if \(A\) has the form (1.8), then the eigenvalues of each method considered can be expressed in terms of the eigenvalues of the modified SOR method for suitably defined relaxation factors. This generalizes the results of Wachspress [14] and D'Sylva and Miles [2] for the symmetric SOR method, and the results of Lynn [8] for the unsymmetric SOR method. It turns out that none of these methods can have a smaller spectral radius than the SOR method with the "optimum" relaxation factor [15]

\[
\omega_b = \frac{2}{1 + (1 - \bar{\mu})^{1/3}}, \quad \bar{\mu} = S(B).
\]
(1.15)

*** One could also consider the method defined by \(\tilde{S}_{\omega, \omega'} = \mathcal{L}_{\omega, \omega'}\). However, this method can be shown to have the same eigenvalues as \(S_{\omega, \omega'}\).
In Section 5 we consider the possibility of accelerating the convergence of the methods by the use of semi-iteration [13]. It is shown that if $A$ is positive definite and has the form (1.8) and if all of the eigenvalues of $L_{w,w}$ are real, then the best semi-iteration method based on $L_{w,w}$ is no better, as far as the spectral radius is concerned, than the best semi-iterative method based on the Gauss-Seidel method (whose matrix is $L_{1,1} = L_{1}$). This latter semi-iterative method is referred to as the "GS-SI method." It follows that no semi-iterative method based on the USMSOR method can be more effective than the GS-SI method. We remark that the SOR method with the optimum relaxation factor $\omega_{b}$ has approximately the same rate of convergence as the GS-SI method.

In cases where $A$ does not have the form (1.8), on the other hand, one can often choose $\omega$ so that even though $S(S_{w})$ is considerably larger than $S(L_{w})$, nevertheless, by the use of semi-iteration, one can obtain a significant improvement over the SOR method with $\omega = \omega_{b}$ (see Sheldon [11], Ehrlich [3], Evans and Forrington [4], and Habetler and Wachspress [6]).

For the case where $A$ does have the form (1.8), a comparison of the SOR method with $\omega = \omega_{b}$ and other methods is given in [17]. While the SOR method with $\omega = \omega_{b}$ is best as far as the spectral radius is concerned, as shown in [16], nevertheless, in terms of certain matrix norms the cyclic Chebyshev semi-iterative method introduced by Golub and Varga [5] and a modification of the GS-SI method proposed by Sheldon [11] are somewhat better.

2. The SOR, SSOR, and USSOR Methods. Let us first prove the following relation between the $A^{1/2}$-norms of the SSOR and SOR methods and the spectral radius of the SSOR method. We do not assume that $A$ necessarily has the form (1.8).

**Theorem 2.1.** Let $A$ be a real symmetric matrix with positive diagonal elements. For any real $\omega$ the eigenvalues of $S_{w}$ are real and nonnegative. If $0 < \omega < 2$ and if $A$ is positive definite, then

\[
\|S_{w}\|_{A^{1/2}} = S(S_{w}) = \|L_{w}\|_{A^{1/2}} < 1.
\]

Conversely, if $S(S_{w}) < 1$, then $0 < \omega < 2$ and $A$ is positive definite.

**Proof.** Since $S_{\omega} = u_{\omega} L_{\omega}$, it is easy to show, as in [17], that it is sufficient to consider the case where $A = I - L - U$ where $U = L^{T}$.

Evidently, by (1.7), (1.3), and (1.16), the matrix $S_{\omega}$ is similar to

\[
S_{\omega}^{*} = [(\omega L + (1 - \omega)I)(I - \omega L)^{-1}][\omega L + (1 - \omega)I)(1 - \omega L)^{-1}]^{T},
\]

which is nonnegative definite. It follows that the eigenvalues of $S_{\omega}^{*}$ and hence, those of $S_{\omega}$ are real and nonnegative.

Suppose now that $A$ is positive definite and $0 < \omega < 2$ and let $S' = A^{1/2} S A^{-1/2}$ for any matrix $S$. Following Wachspress [14] we have by (1.3)

\[
L_{\omega}' = I - \omega A^{1/2}(I - \omega L)^{-1} A^{1/2}
\]

and

\[
L_{\omega}'(L_{\omega}')^{T} = I - \omega(2 - \omega)[A^{1/2}(I - \omega L)^{-1}][A^{1/2}(I - \omega L)^{-1}]^{T}.
\]

Since $I - L_{\omega}'(L_{\omega}')^{T}$ is positive definite for $0 < \omega < 2$, it follows that all eigenvalues of $L_{\omega}'(L_{\omega}')^{T}$ are less than unity and hence,
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Evidently, $s_w$ is similar to

$$s'_w = u'_w L'_w.$$ But $u'_w = I - \omega A^{1/2} (I - \omega U)^{-1} A^{1/2} = (L'_w)^T$; hence,

$$||L'_w||^2_{A^{1/2}} = S(L'_w (L'_w)^T) = S(L'_w u'_w) = S(u'_w L'_w) = S(s'_w) = S(s_w).$$

Moreover, $s'_w = (L'_w)^T L'_w$ which is symmetric. Hence, $S(s'_w) = ||s'_w||_2 = ||s_w||_{A^{1/2}}$ and (2.1) follows.

By (1.7), (1.3), and (1.6) we have

$$\det s_w = (1 - \omega)^2 N.$$ Hence, if $S(s_w) < 1$ then $0 < \omega < 2$. Moreover, $s_w = I - \omega (I - \omega U)^{-1} a^{-1} A$ and $s_w$ is similar to $s_w^{**}$, where

$$s_w^{**} = I - \omega (2 - \omega)(I - \omega L)^{-1} A(I - \omega U)^{-1}.$$ If $A$ is not positive definite, then there exists a vector $v \neq 0$ and $\alpha \leq 0$ such that $Av = \alpha v$. If $w = (I - \omega U)v$, then

$$\frac{(w, s_w^{**} w)}{(w, w)} = 1 - \omega (2 - \omega) \alpha \frac{(v, v)}{(w, w)} \geq 1,$$

since $0 < \omega < 2$. But since $s_w^{**}$ is symmetric, we have

$$S(s_w^{**}) = \max_{w \neq 0} \frac{(w, s_w^{**} w)}{(w, w)} \geq 1,$$

and we have a contradiction. Therefore, $A$ must be positive definite, and the proof of Theorem 2.1 is complete.

For the USSOR method we have

**Theorem 2.2.** Let $A$ be a real symmetric matrix with positive diagonal elements. If $0 < \omega < 2$, $0 < \bar{\omega} < 2$, and if $A$ is positive definite, then

$$S(3_{w, \omega}) < 1.$$ On the other hand, if (2.3) holds, then

$$0 < \omega + \bar{\omega} - \omega \bar{\omega} < 2.$$ **Proof.** By (1.5) we have

$$||3_{w, \omega}||_{A^{1/2}} = ||u_\omega L_w||_{A^{1/2}} \leq ||u_\omega||_{A^{1/2}} ||L_w||_{A^{1/2}}.$$ If $0 < \omega < 2$, $0 < \bar{\omega} < 2$, and if $A$ is positive definite, we have $||L_w||_{A^{1/2}} < 1$ by (2.1), and, similarly, $||u_\omega||_{A^{1/2}} < 1$. Therefore, (2.3) holds.

Since $\det 3_{w, \omega} = (1 - \omega)^N (1 - \bar{\omega})^N$ and, since the product of the eigenvalues of $3_{w, \omega}$ is $\det 3_{w, \omega}$, it follows that $S(3_{w, \omega}) \geq |(1 - \omega)(1 - \bar{\omega})|$. If (2.3) holds, then (2.4) holds.

It would be interesting to develop necessary conditions on the matrix $A$ in order that (2.3) holds either assuming that (2.4) holds or, perhaps, that $0 < \omega < 2$, $0 < \bar{\omega} < 2$. It would also be interesting to show whether convergence would imply
that \( A \) is positive definite if (2.4) holds. As we shall see in Section 4, these propositions hold if \( A \) has the form (1.8).

Using the \( A^{1/2} \)-norm we can give an alternative proof of a theorem of Ostrowski [10] concerning the convergence of the SOR method with variable \( \omega \). A slightly weaker result was obtained by Wachspress [14] using the \( A^{1/2} \)-norm.

**Theorem 2.3.** Let \( A \) be a positive definite matrix. The SOR method using \( \omega_1, \omega_2, \ldots \) converges provided either of the following conditions holds:

(a) for some \( \epsilon > 0 \) we have
\[
\epsilon \leq \omega_k \leq 2 - \epsilon
\]
for all \( k \) sufficiently large:

(b) \( 0 \leq \omega_k \leq 2 \) for all \( k \) sufficiently large and the series
\[
\sum_{k=1}^{m} \omega_k (2 - \omega_k)
\]
diverges.

**Proof.** For convergence it is clearly sufficient to show that
\[
\lim_{m \to \infty} \left| \prod_{k=m}^{1} \mathcal{L}_{\omega_k} \right|_{A^{1/2}} = 0.
\]

Let \( \nu(\omega) \) denote the smallest eigenvalue of the positive definite matrix

\[
P = (A^{1/2} (I - \omega L)^{-1})(A^{1/2} (I - \omega L)^{-1})^T.
\]

Evidently, \( \nu(\omega) \) is a continuous function of \( \omega \) since the eigenvalues of a matrix are continuous functions of its elements. Thus, there exists \( \alpha > 0 \) such that \( \nu(\omega) \geq \alpha \) for all \( \omega \) in the range \( 0 \leq \omega \leq 2 \). From (2.2) we have

\[
||\mathcal{L}_\omega||_{A^{1/2}} = S(\mathcal{L}_\omega, (\mathcal{L}_\omega)^T) \leq 1 - \omega (2 - \omega) \alpha.
\]

The proof is completed by noting that if conditions (a) or (b) hold, then (2.5) holds.

The proof given by Ostrowski [10] was based on the use of a certain quadratic form which is closely related to the \( A^{1/2} \)-norm. Thus, the proof given above and Ostrowski's proof are basically similar.

**3. The MSOR Method.** From [17] we have

**Theorem 3.1.** Let \( A \) be a matrix with nonvanishing diagonal elements of the form (1.8). Then:

(a) If \( \mu \) is a nonzero eigenvalue of \( B \) and if \( \lambda \) satisfies
\[
(\lambda + \omega - 1)(\lambda + \omega' - 1) = \omega \omega' \lambda \mu^2,
\]
then \( \lambda \) is an eigenvalue of \( \mathcal{L}_{\omega, \omega'} \). If \( \mu = 0 \) is an eigenvalue of \( B \), then \( \lambda = 1 - \omega \) and/or \( \lambda = 1 - \omega' \) is an eigenvalue of \( \mathcal{L}_{\omega, \omega'} \).

(b) If \( \lambda \) is an eigenvalue of \( \mathcal{L}_{\omega, \omega'} \), then there exists an eigenvalue \( \mu \) of \( B \) such that (3.1) holds.

For any \( \mu \) let \( \rho(\omega, \omega', \mu) \) be the root radius of the quadratic equation (3.1), i.e., the maximum of the moduli of the solutions \( \lambda \) of (3.1). Evidently, we have
\[
S(\mathcal{L}_{\omega, \omega'}) = \max \left\{ \max_{\mu \neq 0; \mu \in \mathcal{S}_B} \rho(\omega, \omega', \mu), |1 - a| \right\}.
\]
where

\( a = 1, \) if \( \mu = 0 \in S_B \)

\( a = \omega, \) if \( \mu = 0 \in S_B \) and \( 1 - \omega \in S_{\omega, \omega}, \) but either

\[ 1 - \omega' \in S_{\omega, \omega}, \]  

or else \( |1 - \omega| \geq |1 - \omega'|, \)

\( a = \omega', \) if \( \mu = 0 \in S_B \) and \( 1 - \omega' \in S_{\omega, \omega}, \) but either

\[ 1 - \omega \in S_{\omega, \omega}, \]  

or else \( |1 - \omega'| \geq |1 - \omega|. \)

Here, for any matrix \( G \) we let \( S_G \) denote the set of all eigenvalues of \( G. \)

In most cases there are so many eigenvalues of \( B \) that it is not practical to consider them individually. Rather, we consider bounds on \( \mu. \) We are thus led to define the virtual spectral radius of \( \omega, \omega' \) as

\[ \tilde{S}(\omega, \omega') = \text{LUB} \rho(\omega, \omega', \mu), \]

where \( \mu \) ranges over the smallest convex set containing all of the eigenvalues of \( B. \)

We say that \( \omega, \omega' \) is strongly convergent if \( \tilde{S}(\omega, \omega') < 1. \) In the case where the eigenvalues of \( B \) are real, and where \( A \) has the form (1.8), it can be shown [15] that \( \mu \) is an eigenvalue of \( B \) if and only if \( -\mu \) is also an eigenvalue of \( B. \) Hence, we have

\[ \tilde{S}(\omega, \omega') = \text{Max} \rho(\omega, \omega', \mu), \]

where \( \tilde{S} = S(B). \)

**Theorem 3.2.** Let \( A \) be a real matrix with nonvanishing diagonal elements of the form (1.8). If \( A \) is positive definite or, more generally, if the eigenvalues of \( B \) are real and if \( \tilde{S} = S(B) < 1, \) then the MSOR method is strongly convergent if

\[ 0 < \omega < 2, \quad 0 < \omega' < 2. \]

Conversely, if the eigenvalues of \( B \) are real and if the MSOR method is strongly convergent, then \( \tilde{S} < 1 \) and (3.3) holds. Also, if \( A \) is symmetric and has positive diagonal elements and if the MSOR method is strongly convergent, then \( A \) is positive definite and (3.3) holds.

**Proof.** We first state without proof the following lemma concerning the roots of a quadratic equation. (See, for instance, [18].)

**Lemma 3.3.** If \( b \) and \( c \) are real, then the root radius of the quadratic equation

\[ \lambda^2 - b\lambda + c = 0 \]

is less than unity if and only if

\[ |c| < 1, \quad |b| < 1 + c. \]

It is shown in [15] that if \( A \) is positive definite and has the form (1.8), then the eigenvalues of \( B \) are real and \( \tilde{S} = S(B) < 1. \) Let us define

\[ c = (\omega - 1)(\omega' - 1), \quad b = \omega \omega' \mu^2 - \omega - \omega' + 2 = 1 + c - \omega \omega' (1 - \mu^2). \]

Evidently, if (3.3) holds, then (3.4) holds and the MSOR method is strongly convergent.

Suppose on the other hand that the MSOR method is strongly convergent and
the eigenvalues of $B$ are real. Since $|c| < 1$ and $|b| < 1 + c$ for all $\mu$ in the range $-\bar{\mu} \leq \mu \leq \bar{\mu}$, we have $|(\omega - 1)(\omega' - 1)| < 1$ and

$$
\begin{align*}
(\omega \omega')(1 - \mu^2) > 0, \\
(2 - \omega)(2 - \omega') + \omega \omega' \mu^2 > 0.
\end{align*}
$$

Letting $\mu = 0$, we get $\omega \omega' > 0$ and $(2 - \omega)(2 - \omega') > 0$. Thus, (3.3) must hold. Since $\omega \omega' > 0$, it follows that all eigenvalues $\mu$ of $B$ are less than unity in modulus.

If $A$ is symmetric and has positive diagonal elements, then $B$ is similar to $I - D^{-1/2} A D^{-1/2}$ and, hence, has real eigenvalues. If the MSOR method is strongly convergent, then $\bar{\mu} < 1$ and, hence, $A$ is positive definite. Theorem 3.2 follows.

The following result was essentially proved in [16].

**Theorem 3.4.** If $A$ is a real matrix with nonvanishing diagonal elements of the form (1.8) such that the eigenvalues of $B$ are real and $\bar{\mu} = \mathcal{S}(B) < 1$, then

$$
\tilde{S}(\mathcal{L}_{u,v}) = \mathcal{S}(\mathcal{L}_{u,v}) = \mathcal{S}(\mathcal{L}_v) = \omega_b - 1,
$$

and we have

$$
\tilde{S}(\mathcal{L}_{u,v'}) > \tilde{S}(\mathcal{L}_{u,v}),
$$

unless $\omega = \omega' = \omega_b$.

We now seek an upper bound for $\tilde{S}(\mathcal{L}_{u,v})$ and also the values of $\omega$ and $\omega'$ which minimize $\tilde{S}(\mathcal{L}_{u,v})$ subject to the conditions $0 \leq \omega \leq 1$, $0 \leq \omega' \leq 1$. We prove

**Theorem 3.5.** Under the hypotheses of Theorem 3.3, if $0 \leq \omega \leq 1$, $0 \leq \omega' \leq 1$, then

$$
\mathcal{S}(\mathcal{L}_{u,v}) = \tilde{S}(\mathcal{L}_{u,v}) \leq 1 - \frac{1}{2} \omega \omega'(1 - \bar{\mu}^2)
$$

and

$$
\tilde{S}(\mathcal{L}_{u,v'}) = \mathcal{S}(\mathcal{L}_{u,v'}) > \mathcal{S}(\mathcal{L}_{1,1}) = \tilde{S}(\mathcal{L}_{1,1}) = \bar{\mu}^2,
$$

unless $\omega = \omega' = 1$.

**Proof.** We first state without proof the following lemma.

**Lemma 3.6.** Let $\rho$ and $\rho'$ be the root radii of $\lambda^2 - b\lambda + c = 0$ and $\lambda^2 - b'\lambda + c = 0$, where $b$, $c$, and $b'$ are real. If $|b| \geq |b'|$, then $\rho \geq \rho'$. Moreover, if $(b')^2 - 4c \geq 0$ and $|b| > |b'|$, then $\rho > \rho'$.

Since $b = 1 + c - \omega \omega'(1 - \mu^2)$ from (3.5), and since $0 \leq \omega \leq 1$, $0 \leq \omega' \leq 1$, $c = (\omega - 1)(\omega' - 1)$, the largest value of $|b|$ in the range $-\bar{\mu} \leq \mu \leq \bar{\mu}$, occurs, for fixed $\omega$ and $\omega'$, where $\mu = \bar{\mu}$. Consequently, by Lemma 3.6 we have, since $\bar{\mu}$ is an eigenvalue of $B$,

$$
\tilde{S}(\mathcal{L}_{u,v}) = \rho(\omega, \omega', \bar{\mu}) = \mathcal{S}(\mathcal{L}_{u,v}).
$$

We now seek a bound on $\rho(\omega, \omega', \bar{\mu})$. Letting $\theta = 1 - \lambda$, we have from (3.5), with $\mu = \bar{\mu}$, that $\lambda^2 - b\lambda + c = 0$ becomes

$$
\theta^2 - (1 + \omega \omega'(1 - \mu^2) - c)\theta + \omega \omega'(1 - \mu^2) = 0.
$$

But the discriminant of (3.10) is

$$
(\omega - \omega')^2 + 2\bar{\mu}^2(2 - (\omega + \omega')\omega \omega'),
$$

which is nonnegative since $0 \leq \omega \leq 1$, $0 \leq \omega' \leq 1$. Since $0 \leq c < 1$, the smallest
root of (3.10) is not less than
\[ \frac{1}{2} \omega \omega' (1 - \bar{\mu}^2). \]

Hence, (3.8) follows.

Let \( c \) be any number in the range \( 0 < c < 1 \). It is easy to show that \( b = 1 + c - \omega \omega' (1 - \bar{\mu}^2) \) is minimized, subject to the conditions \( 0 \leq \omega \leq 1 \), \( 0 \leq \omega' \leq 1 \), \( (\omega - 1)(\omega' - 1) = c \) when \( \omega = \omega' = \omega_0 = 1 - \sqrt{c} \).

Therefore, by Lemma 3.6 we have
\[ \rho(\omega, \omega', \bar{\mu}) \geq \rho(1 - \sqrt{c}, 1 - \sqrt{c}, \bar{\mu}). \]

Moreover, \( \rho(1 - \sqrt{c}, 1 - \sqrt{c}, \bar{\mu}^2) \) is the root radius of
\[ \lambda^2 - (1 + c - (1 - \sqrt{c})^2(1 - \bar{\mu}^2))\lambda + c = 0, \]
i.e.,
\[ (\lambda + \omega_1 - 1)^2 = \omega_1^2 \bar{\mu}^2 \lambda, \]
where \( \omega_1 = 1 - \sqrt{c} \). The root radius is
\[ \rho(\omega_1) = \left[ \frac{\omega_1 \bar{\mu} + (\omega_1^2 \bar{\mu}^2 - 4(\omega_1 - 1))^{1/2}}{2} \right]^2 \]
which can be shown to be a decreasing function of \( \omega_1 \) for \( 0 \leq \omega_1 \leq 1 \). Therefore, unless \( \omega = \omega' = 1 \) we have \( S(\mathcal{L}_{\omega, \omega'}) > S(\mathcal{L}_{1, 1}) \). Since \( \rho(1, 1, \bar{\mu}^2) = \bar{\mu}^2 \), the result (3.9) follows.

Let us assume that \( A \) is positive definite and has the form (1.8). We shall study the behavior of the \( D^{1/2} \)-norm and the \( A^{1/2} \)-norm of \( \mathcal{L}_{\omega, \omega'} \). Actually, we shall consider the virtual \( D^{1/2} \)-norm and the virtual \( A^{1/2} \)-norm defined by
\[ ||\mathcal{L}_{\omega, \omega'}||_{D^{1/2}} = (\bar{S}(\mathcal{L}_{\omega, \omega'}(\mathcal{L}_{\omega, \omega'})^T))^{1/2} \]
and
\[ ||\mathcal{L}_{\omega, \omega'}||_{A^{1/2}} = (\bar{S}(\mathcal{L}_{\omega, \omega'}(\mathcal{L}_{\omega, \omega'})^T))^{1/2} \]
respectively, where \( \mathcal{L}_{\omega, \omega'} = A^{1/2} \mathcal{L}_{\omega, \omega'} A^{-1/2} \).

Concerning the virtual \( D^{1/2} \)-norm we state the following result.

If \( \bar{\mu} > (1/3)^{1/2} = .577 \), then \( ||\mathcal{L}_{\omega, \omega'}||_{D^{1/2}} \) is minimized for
\[ \omega = \frac{4}{5 + \bar{\mu}^2}, \quad \omega' = \frac{4}{3 - \bar{\mu}^2} \]
and
\[ \min_{\omega, \omega'} ||\mathcal{L}_{\omega, \omega'}||_{D^{1/2}} = \frac{1 + \bar{\mu}^2}{3 - \bar{\mu}^2}. \]

A proof of this result will be given in a later paper.

Concerning the \( A^{1/2} \)-norm, we have the following

**Theorem 3.7.** If \( A \) is a positive definite matrix of the form (1.8), then
\[ ||\mathcal{L}_{1, 1}||_{A^{1/2}} = ||\mathcal{L}_{1, 1}||_{A^{1/2}} = \bar{\mu} \]

---
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and we have

(3.12) \[ ||\tilde{\mathbf{L}}_{\omega,\omega'}||_{1/4} > ||\mathbf{L}_{1,1}||_{1/4}, \]

unless \( \omega = \omega' = 1 \) or \( \mu = 0 \). Moreover, for any \( \omega \) and \( \omega' \) in the range \( 0 \leq \omega \leq 2, \) \( 0 \leq \omega' \leq 2 \) we have

(3.13) \[ ||\tilde{\mathbf{L}}_{\omega,\omega'}||_{1/4}^2 = ||\mathbf{L}_{\omega,\omega'}||_{1/4}^2 = S(\mathbf{L}_{\omega,\omega'}) \leq 1 - \frac{1}{2} \omega \omega' (1 - \mu^2) < 1, \]

where

(3.14) \[ \dot{\omega} = \omega (2 - \omega), \quad \dot{\omega'} = \omega' (2 - \omega'). \]

Proof. As shown in [15], we can assume that \( \text{diag } A = I \). From (1.11) and (1.13) we have

\[
\begin{align*}
\mathbf{L}'_{\omega,\omega'} &= A^{1/2} \mathbf{L}_{\omega,\omega'} A^{-1/2} \\
&= A^{1/2} \left[ I - \begin{pmatrix} \omega I_1 & 0 \\ \omega \omega' G & \omega' I_2 \end{pmatrix} \right] A^{-1/2} = I - A^{1/2} \begin{pmatrix} \omega I_1 & 0 \\ \omega \omega' G & \omega' I_2 \end{pmatrix} A^{1/2}
\end{align*}
\]

and

\[
\mathbf{u}'_{\omega,\omega'} = I - A^{1/2} \begin{pmatrix} \omega I_1 & \omega \omega' F \\ 0 & \omega' I_2 \end{pmatrix} A^{1/2}.
\]

Since \( F = G^T \) we have \( (\mathbf{L}'_{\omega,\omega'})^T = \mathbf{u}'_{\omega,\omega'} \) and

(3.15) \[ ||\tilde{\mathbf{L}}_{\omega,\omega'}||_{1/4}^2 = \tilde{S}(\mathbf{L}'_{\omega,\omega'}) = \tilde{S}(\mathbf{u}'_{\omega,\omega'}). \]

We now prove

Lemma 3.8. If \( A \) is a matrix of the form (1.8) whose diagonal elements do not vanish, then the eigenvalues of \( \mathbf{u}_{\omega,\omega'} \mathbf{L}_{\omega,\omega'} \) are the same as those of \( \mathbf{L}_{\phi(\omega, \omega'), \phi(\omega', \omega')} \) where, in general, \( \phi(\omega_1, \omega_2) = \omega_1 + \omega_2 - \omega_1 \omega_2. \)

Proof. This is a generalization of a result proved by Wachspress [14, pp. 162-163]. By (1.11) and (1.13) we have

\[ \mathbf{L}_{\omega,\omega'} \mathbf{L}_{\omega,\omega'} = \mathbf{L}_{\phi(\omega, \omega'), \phi(\omega', \omega')}, \]

which has the same eigenvalues as

\[ \mathbf{L}_{\phi(\omega, \omega'), \phi(\omega, \omega')} = \mathbf{L}_{\phi(\omega, \omega'), \phi(\omega', \omega')}, \]

and the lemma follows.

Applying Lemma 3.8 and using (3.15), we obtain

\[ ||\tilde{\mathbf{L}}_{\omega,\omega'}||_{1/4}^2 = \tilde{S}(\mathbf{L}_{\omega,\omega'}), \]

where \( \dot{\omega} \) and \( \dot{\omega'} \) are given by (3.14). Therefore,

\[ ||\tilde{\mathbf{L}}_{1,1}||_{1/4}^2 = \tilde{S}(\mathbf{L}_{1,1}) = \tilde{S}(\mathbf{E}_1) = S(\mathbf{E}_1) = \mu^2, \]

hence, (3.11) follows. Moreover, since \( 0 < \omega < 2 \) and \( 0 < \omega' < 2 \), if the MSOR method is strongly convergent, it follows that \( 0 < \dot{\omega} \leq 1, \) \( 0 \leq \dot{\omega'} \leq 1. \) By (3.8), the result (3.13) follows. The result (3.12) follows from Theorem 3.5, and the proof of Theorem 3.7 is complete.

From Lemma 3.8 it follows that the eigenvalues of \( s_\omega \) are the same as those.
of $L_{(2,\omega)}$. Therefore, by Theorem 3.7 we have

$$S(S_{\omega}) = \|L_{(2,\omega)}\|^2_{\infty} = \|L_{(2,\omega)}\|^2_{\infty} \geq \|L_{1,1}\|^2_{\infty} = \mu^2 = S(L_{1,1}) = S(S_1).$$

The fact that $S(S_{\omega}) \geq S(S_1)$ for positive definite matrices of the form (1.8) was proved by Kahan [7, Chapter 5].

Using (3.13) we can prove the following generalization of Theorem 2.2.

**Theorem 3.9.** Let $A$ be a real positive definite matrix of the form (1.8). The MSOR method with $\omega_1$, $\omega_2$, $\omega_3$, $\omega_4$, $\cdots$ converges provided either of the following conditions holds:

(a) for some $\epsilon > 0$ we have

$$\epsilon \leq \omega_k \leq 2 - \epsilon, \quad \epsilon \leq \omega'_k \leq 2 - \epsilon,$$

for all $k$ sufficiently large,

(b) $0 \leq \omega_k \leq 2$ and $0 \leq \omega'_k \leq 2$ for all $k$ sufficiently large and the series

$$\sum_{k=1}^{\infty} \omega_k \omega'_k (2 - \omega_k)(2 - \omega'_k)$$

diverges.

**4. The USMSOR Method.** In this section we consider the USMSOR method and special cases thereof including the SMSOR, USSOR, and SSOR methods. From (1.12) and Theorem 3.7 it follows that

$$\|\sum_{i=1}^{n} \omega_i a_i, a_i \|_{\infty} \leq \|\sum_{i=1}^{n} \omega_i a_i, a_i \|_{\infty} \leq \|L_{1,1}\|_{\infty}.$$  

Hence, we have

**Theorem 4.1.** If $A$ is a positive definite matrix of the form (1.8) and if $0 < \omega < 2$, $0 < \omega' < 2$, $0 < \omega_2 < 2$, $0 < \omega'_2 < 2$, then

$$S(\mathcal{W}, \omega, \omega', \omega') \leq \|\mathcal{W}, \omega, \omega', \omega'\|_{\infty} < 1.$$

From (1.12) and Lemma 3.8 we have

**Theorem 4.2.** Let $A$ be a real symmetric matrix of the form (1.8) with positive diagonal elements. The eigenvalues of $\mathcal{W}, \omega, \omega', \omega'$ are the same as those of $L_{\omega, \omega'}$, where

$$\hat{\omega} = \omega + \omega' - \omega_2, \quad \hat{\omega}' = \omega' + \omega'' - \omega'''.

We now define the virtual spectral radius of $\mathcal{W}, \omega, \omega', \omega'$ by

$$S(\mathcal{W}, \omega, \omega', \omega') = \bar{S}(\omega, \omega'),$$

where $\hat{\omega}$ and $\hat{\omega}'$ are given by (4.2).

**Theorem 4.3.** Under the hypotheses of Theorem 4.2, if $A$ is positive definite and if $0 < \hat{\omega} < 2$, $0 < \hat{\omega}' < 2$, where $\hat{\omega}$ and $\hat{\omega}'$ are given by (4.2), then

$$S(\mathcal{W}, \omega, \omega', \omega') \leq \bar{S}(\mathcal{W}, \omega, \omega') < 1.$$

Moreover, if $\omega \neq 1$, $\omega' \neq 1$, then

$$S(\mathcal{W}, \omega, \omega', \omega') = S(L_{0,1}) = S(L_{1,0}) = \omega_0 - 1,$$

where $\psi(\omega)$ is defined for $\omega \neq 1$ by
where \( \omega_b \) is given by (1.15) and \( \psi(1) = 1 \) if \( \omega_b = 1 \). If \( \omega_b \neq 1 \), then

\[
\psi(\omega) = \frac{\omega_b - \omega}{1 - \omega},
\]

(4.7)

\[ S(\omega, \omega', \delta, \delta') > \omega_b - 1, \]

unless \( \omega \neq 1 \), \( \omega' \neq 1 \), \( \delta' = \psi(\omega') \), \( \delta = \psi(\omega) \). If \( \omega_b = 1 \), then (4.7) holds unless \( \omega \) or \( \delta = 1 \) and unless \( \omega' = 1 \) or \( \delta' = 1 \). Conversely, if (4.4) holds, then \( A \) is positive definite and \( 0 < \delta < 2 \), \( 0 < \delta' < 2 \).

Proof. By (4.3) and Theorem 3.4 we minimize \( S(\omega, \omega', \delta, \delta') \) by letting \( \delta = \omega = \omega_b \), i.e., by letting

\[
\omega + \delta - \omega \delta = \omega' + \delta' - \omega' \delta' = \omega_b.
\]

If (4.2) holds, then by (4.3) it follows that \( \tilde{S}(\omega, \omega', \delta, \delta') < 1 \). Since \( A \) is real and symmetric and has positive diagonal elements, it follows from Theorem 3.2 that \( A \) is positive definite and \( 0 < \delta < 2 \), \( 0 < \delta' < 2 \).

From Theorem 4.3 it follows that no choice of \( \omega, \omega', \delta, \delta' \) can yield a faster convergence, as far as the spectral radius is concerned, than the SOR method with \( \omega = \omega_b \). This result was proved for the USSOR method by D'Sylva and Miles [2].

From Theorem 4.2 it follows that for the SMSOR method, the eigenvalues of \( S(\omega, \omega') \) are the same as those of \( S_{\omega, \omega'} \).

Consequently, by Theorem 3.5 the optimum choice of \( \omega \) and \( \omega' \) is \( \omega = \omega' = 1 \).

For the USSOR method, the eigenvalues of \( S_{\omega, \omega'} \) are the same as those of \( S_{\omega + \omega', \omega + \omega'} \). One can obtain a spectral radius of \( \omega_b - 1 \) by letting \( \omega \neq 1 \), if \( \omega_b \neq 1 \), and letting \( \delta = (\omega_b - \omega)(1 - \omega)^{-1} \). If \( \omega_b = 1 \) we can let \( \omega = 1 \) or \( \delta = 1 \).

5. Semi-iterative Methods. In this section we consider semi-iterative methods based on the MSOR method and the methods considered in Section 4. We assume that the matrix \( A \) has the form (1.8). Since the eigenvalues of the methods of Section 4 are related to those of \( L_{\omega, \omega'} \), for suitable \( \omega \) and \( \omega' \), it is sufficient to study the eigenvalues of \( L_{\omega, \omega'} \).

Given a basic iterative method

\[
u^{(n+1)} = S(n) + k,
\]

where the eigenvalues of \( S \) are real and lie in an interval \( \alpha \leq \lambda \leq \beta < 1 \), we can accelerate the convergence by using a semi-iterative method. The convergence of the semi-iterative method depends on the quantity

\[
\sigma = \frac{\beta - \alpha}{2 - (\beta + \alpha)},
\]

where the smaller \( \sigma \) the faster the convergence (see, for instance, Varga [13] or [17]). For the Gauss-Seidel method we have \( \beta = \frac{\mu^2}{2} \), \( \alpha = 0 \) and hence,

\[
\sigma = \frac{\mu^2}{2 - \frac{\mu^2}{2}}.
\]
Theorem 5.1. Let $A$ be a positive definite matrix of the form (1.8) and let $\mu = S(B)$. If the solutions of (3.1) are real for all $\mu$ in the interval $-\bar{\mu} \leq \mu \leq \bar{\mu}$, then

$$
\sigma = \sigma(\omega, \omega') = \frac{\beta - \alpha}{2 - (\beta + \alpha)} \geq \frac{\bar{\mu}^2}{2 - \bar{\mu}^2} = \sigma(1, 1).
$$

Hence, $\beta$ and $\alpha$ are, respectively, the maximum and minimum of all roots of (3.1) when $\mu$ assumes all values between $-\bar{\mu}$ and $\bar{\mu}$. Moreover, if $\omega' = 1$ and $1 \leq \omega \leq (1 - \bar{\mu}^2)^{-1}$ or if $\omega = 1$ and $1 \leq \omega' \leq (1 - \bar{\mu}^2)^{-1}$, then

$$
\sigma(\omega, \omega') = \sigma(1, 1) = \frac{\bar{\mu}^2}{2 - \bar{\mu}^2}.
$$

We now sketch a proof of the theorem. Details of the proof can be found in [18]. Figure 5.1 shows the regions of the $(\omega, \omega')$ plane where all roots of (3.1) are real for all $\mu$ in the interval $-\bar{\mu} \leq \mu \leq \bar{\mu}$. Thus, all roots are real unless we have

$$
\omega > \frac{1}{1 - \bar{\mu}^2}, \quad \omega' > \omega \left(\frac{1}{(\omega - 1)^{1/2} + (1 - \bar{\mu}^2)^{1/2}}\right)^2.
$$

Figure 5.1. Regions of Real and Complex Eigenvalues of $\Omega_{\omega, \omega'}$. 
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Theorem 5.1 is proved by considering the following cases.

Case (a): \( \omega' = 1 \).

\[
\sigma(\omega, \omega') = \frac{1 - \omega(1 - \mu^2)}{1 + \omega(1 - \mu^2)} > \frac{\mu^2}{2 - \mu^2}, \quad \text{if} \quad \omega < 1,
\]

\[
= \frac{\mu^2}{2 - \mu^2}, \quad \text{if} \quad 1 \leq \omega \leq \frac{1}{1 - \mu^2},
\]

\[
= \frac{\omega - 1}{\omega + 1} > \frac{\mu^2}{2 - \mu^2}, \quad \text{if} \quad \omega > \frac{1}{1 - \mu^2}.
\]

Case (b): \( \omega = \omega' < 1 \).

\[
\sigma(\omega, \omega) = \left(1 - \frac{4(1 - \mu^2)}{(2 - \omega \mu^2)^2}\right)^{1/2} > \frac{\mu^2}{2 - \mu^2}.
\]

Case (c): \( \omega' \leq \omega < 1 \).

\[
\sigma(\omega, \omega') \geq \sigma(\omega, \omega) > \frac{\mu^2}{2 - \mu^2}, \quad \text{where} \quad \omega = 1 - ((1 - \omega)(1 - \omega'))^{1/2}.
\]

Case (d): \( \omega \geq \omega' > 1 \).

\[
\sigma(\omega, \omega') = \frac{\omega - \omega'}{\omega + \omega'} \geq \frac{\omega - \omega\left[(\omega - 1)^{1/2} + (1 - \mu^2)^{1/2}\right]}{\omega + \omega\left[(\omega - 1)^{1/2} + (1 - \mu^2)^{1/2}\right]} \geq \frac{\mu^2}{2 - \mu^2}.
\]

Case (e): \( \omega' < 1, \omega > 1 \).

\[
\sigma(\omega, \omega') \geq \sigma\left(\frac{\omega}{\omega'}, 1\right) \geq \frac{\mu^2}{2 - \mu^2}.
\]

It follows from Theorems 4.2 and 5.1 that if \( A \) is positive definite and has the form (1.8) then we cannot achieve any faster convergence than that of the GS-SI method by using any semi-iterative method based on \( \omega, \omega', s, s' \). Moreover, the GS-SI method does not converge faster than the SOR method with \( \omega = \omega_s \). The above statements are based on the use of the spectral radius as a measure of convergence. As discussed in Section 1, different conclusions may be appropriate if one uses certain matrix norms as a measure of convergence.
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