Difference Analogues of Quasi-Linear Elliptic Dirichlet Problems with Mixed Derivatives

By Robert S. Stepleman

Abstract. In this paper we consider a class of difference approximations to the Dirichlet problem for second-order quasi-linear elliptic operators with mixed derivative terms. The main result is that for this class of discretizations and bounded $g$ (the right-hand side) a solution to the difference equations exists. We also explicitly exhibit a discretization of this type for a class of operators.

1. Introduction. In this paper we will be concerned with obtaining existence results for solutions of nonlinear systems of $n$ equations in $n$ unknowns which arise in a natural way from the study of the following problem. Let $\Omega$ be an open, bounded, and simply connected region in the plane, and let $\psi: \partial \Omega \rightarrow \mathbb{R}^l$. Then, find $u \in C^2(\Omega) \cap C(\Omega)$ such that

\begin{align}
Lu &= g(s, t, u, u_s, u_t), \quad (s, t) \in \Omega, \\
u &= \psi, \quad (s, t) \in \partial \Omega,
\end{align}

where $L$ is a second-order quasi-linear elliptic operator of the form

\begin{equation}
Lu = A u_{ss} + 2Bu_{st} + Cu_{tt}.
\end{equation}

Here $A, B, C$ depend, in general, on $s, t, u, u_s$ and $u_t$, but not on the second derivatives.

To treat the problem (1.0), we use arbitrary consistent finite-difference approximations to the various derivatives, which yield nonlinear finite-dimensional operators of "positive type"; this extends methods of discretizing linear elliptic partial-differential equations so as to yield operators of positive type which have been studied by Motzkin and Wasow [7], and Bramble and Hubbard [2], as well as others. By these discretization methods, we obtain nonlinear systems of equations as approximations to (1.0); and then apply fixed point techniques to these systems to show the solutions exist. In doing this, we generalize several results of Bers [1]. We also extend a discretization given by Bramble and Hubbard [2], which gives operators of positive type for linear uniformly elliptic problems, to the largest class of quasi-linear elliptic problems for which it gives operators of positive type. In doing this, we correct several errors in Frank [4], which was an attempt to extend this discretization to all quasi-linear
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uniformly elliptic problems. The problem of discretizing quasi-linear elliptic operators to obtain operators of positive type has also been considered by McAllister [5], [6]; our results are in a broad sense generalizations of the results there.

2. Affine Operator-Valued Mappings. The main tool we will use in obtaining our existence theorems for solutions to discretized versions of Dirichlet problems is a result about affine operator-valued mappings. We now proceed to develop some needed theory.

Definition 2.0. Let \( A(R^q \rightarrow R^q) \) be the set of affine operators mapping \( R^q \) to \( R^q \). Define for all \( x, y \in R^q \) the mapping \( S \) by

\[
S(x)y = A(x)y + B(x)c,
\]

where \( A(x) \in L(R^q \rightarrow R^q) \), \( B(x) \in L(R^q \rightarrow R^p) \), and \( c \in R^p \). We call \( S \) an affine operator-valued mapping and write \( S \in \tilde{A}(R^q \rightarrow A(R^q \rightarrow R^q)) \).

Definition 2.1. Let \( S \in \tilde{A}(R^q \rightarrow A(R^q \rightarrow R^q)) \) be given by (2.0). We say \( S \) is irreducibly diagonally dominant of positive type or I.D.D.P.T., if the matrix \( A(x) \) is irreducibly diagonally dominant for all \( x \in R^q \) and the \( q \times (q + p) \) matrix \( Q(x) \) defined by

\[
Q(x)_{ij} = \begin{cases} 
[A(x)]_{ij}, & i, j \leq q, \\
[B(x)]_{ij}, & i \leq q, q + 1 \leq j \leq q + p,
\end{cases}
\]

satisfies \( [Q(x)]_{ii} < 0, [Q(x)]_{ii} \geq 0, j \neq i, i = 1, \ldots, q, j = 1, \ldots, q + p \) for all \( x \in R^q \), and

\[
\sum_{i=1}^{q} Q(x)_{ii} \leq \sum_{i=1}^{q} Q(x)_{ii}, \quad i = 1, \ldots, q,
\]

for all \( x \in R^q \).

The next theorem is a generalization of results of Bers [1] and McAllister [6].

Theorem 2.2. Let \( S \in \tilde{A}(R^q \rightarrow A(R^q \rightarrow R^q)) \) be given by (2.0). Assume that \( S \) is I.D.D.P.T. and that there exists \( v \in R^q \) such that for all \( x \in R^q \)

\[
S(x)v \geq e,
\]

where \( e \in R^q \) is the vector with one in each component. Then, for all \( x \in R^q \), \( [A(x)]^{-1} \)

exists and has nonpositive elements; that is

\[
[A(x)]^{-1} \leq 0.
\]

Moreover, the following inequalities hold uniformly for \( x \in R^q \):

\[
\|[A(x)]^{-1}B(x)\|_\infty \leq 1,
\]

and

\[
\|[A(x)]^{-1}\|_\infty \leq ||v||_\infty + ||c||_\infty,
\]

where \( || \cdot ||_\infty \) is the \( L^\infty \) operator norm.

Proof. Since the operator \( S \) is I.D.D.P.T., the matrix \( A(x) \) is irreducibly diagonally dominant for each fixed \( x \in R^q \). From Collatz [3, p. 45], it follows that \( A(x) \) is nonsingular and \( [A(x)]^{-1} \leq 0 \). Let \( x \in R^q \) be fixed but otherwise arbitrary and set

\[
A(x) = D(x) + M(x),
\]
where $D(x)$ is the diagonal part of $A(x)$. If we define

$$A_\epsilon(x) = D(x) - \epsilon I + M(x), \quad \epsilon > 0,$$

then we have

$$\|[A_\epsilon(x)]^{-1} B(x)\|_\infty = \|[I + (D(x) - \epsilon I)^{-1} M(x)]^{-1} (D(x) - \epsilon I)^{-1} B(x)\|_\infty.$$ 

The diagonal dominance of $S$ (i.e. (2.2)) implies that

$$\|[D(x) - \epsilon I]^{-1} M(x)\|_\infty < 1, \quad \epsilon > 0,$$

so that by Banach's lemma

$$\|[A_\epsilon(x)]^{-1} B(x)\|_\infty \leq \frac{\|[D(x) - \epsilon I]^{-1} B(x)\|_\infty}{1 - \|[D(x) - \epsilon I]^{-1} M(x)\|_\infty}, \quad \epsilon > 0. \tag{2.8}$$

Now,

$$\|[D(x) - \epsilon I]^{-1} B(x)\|_\infty = \max_{1 \leq i \leq N} \frac{\sum_{j=1}^{N} |B(x)_{ij}|}{\|[A(x)]_{ii} - \epsilon\|} \leq \max_{1 \leq i \leq N} \frac{\sum_{j=1}^{N} |A(x)_{ij}|}{\|[A(x)]_{ii} - \epsilon\|},$$

where the last inequality follows from the diagonal dominance of $S$. Since

$$\|[D(x) - \epsilon I]^{-1} M(x)\|_\infty = \max_{1 \leq i \leq N} \frac{\sum_{j=1}^{N} |A(x)_{ij}|}{\|[A(x)]_{ii} - \epsilon\|},$$

we have from (2.8)

$$\|[A_\epsilon(x)]^{-1} B(x)\|_\infty < 1, \quad \epsilon > 0.$$ 

Letting $\epsilon \to 0$ we obtain (2.5) uniformly for all $x \in \mathbb{R}^n$.

For $y \in \mathbb{R}^n$, we have the identity

$$y = -[A(x)]^{-1} B(x)c + [A(x)]^{-1} [S(x)y]. \tag{2.9}$$

Let $v \in \mathbb{R}^n$ satisfy (2.3). Since $[A(x)]^{-1} \leq 0$, it follows that

$$\|v + [A(x)]^{-1} B(x)c\|_\infty = \|[A(x)]^{-1} S(x)v\|_\infty \leq \|[A(x)]^{-1} c\|_\infty.$$ 

Then, (2.6) follows from (2.5) and the observation that

$$\|[A(x)]^{-1} c\|_\infty = \|([A(x)]^{-1} c\|_\infty.$$

**Theorem 2.3.** Let $S$ satisfy the hypothesis of Theorem 2.2, and assume that $A(x)$ and $B(x)$ are continuous functions of $x \in \mathbb{R}^n$. Let $F: \mathbb{R}^n \to \mathbb{R}^n$ be continuous on $\mathbb{R}^n$ and satisfy for all $x \in \mathbb{R}^n$, $\|F(x)\|_\infty \leq M < \infty$. Then, there exists a solution to the equation

$$S(x)x = F(x) \tag{2.10}$$

in the sphere

$$S = \{x \in \mathbb{R}^n | \|x\|_\infty \leq \|c\|_\infty + (\|v\|_\infty + \|c\|_\infty)M\}. \tag{2.11}$$

**Proof.** The Eq. (2.10) is equivalent to the fixed point problem: find $x \in \mathbb{R}^n$ so that

$$x = -[A(x)]^{-1} B(x)c + [A(x)]^{-1} F(x) \equiv \hat{F}(x). \tag{2.12}$$
From Theorem 2.2, it is clear $\hat{P}(s) \subset \mathcal{S}$. Since $\hat{P}$ is continuous on $\mathcal{S}$, the conclusion follows by the Brouwer fixed point theorem.

3. The General Discrete Problem. We consider in this section the discrete problem obtained from an arbitrary discretization of the boundary-value problem of Section 1 for operators $L$ that satisfy the following definition:

**Definition 3.0.** We say $L$ of (1.1) is uniformly elliptic if there exists $c_1 \geq c_0 > 0$ such that

$$c_1(\eta^2 + \xi^2) \geq A(s, t, r, p, q)\eta^2 + 2B(s, t, r, p, q)\eta\xi + C(s, t, r, p, q)\xi^2$$

$$\geq c_0(\eta^2 + \xi^2),$$

for all $(s, t, r, p, q) \in \Omega \times R^3$ and $\eta, \xi$ real.

We assume that a square mesh of a side $h$ is placed on $\partial \Omega$ and denote by $\Omega_h$, the intersections of all grid lines interior to $\Omega$, and number these $P_1, \cdots, P_M$. Set $\partial \Omega_h$ to be the set of all intersections of grid lines with $\partial \Omega$, plus (possibly) any other finite set of points on $\partial \Omega$, and number these $P_{M+1}, \cdots, P_m$. Finally, put $\Omega_h = \Omega \cup \partial \Omega_h$.

We approximate the various derivatives $u_{xx}, u_{xt}, u_{x}, u_{t}, u_{tt}$ at each $P_i \in \Omega_h$ by general linear combinations of $u(P_i) = u_{xx}(P_i)$ and $u_{xt}(P_i)$, that is

$$u_i(P_i) = \sum_{j=1}^{M} a_{i,j} u_j, \quad u_{xx}(P_i) = \sum_{j=1}^{M} b_{i,j} u_j, \quad u_{xt}(P_i) = \sum_{j=1}^{M} c_{i,j} u_j.$$ 

The coefficients of the linear combinations will, in general, depend on $h$.

Using the approximations (3.1) and (3.2), we replace the boundary-value problem of Section 1 by the system of equations

$$A_i \sum_{j=1}^{M} b_{i,j} u_j + 2B_i \sum_{j=1}^{M} c_{i,j} u_j + C_i \sum_{j=1}^{M} a_{i,j} u_j = g_i, \quad i = 1, \cdots, M,$$

where $A_i = A(P_i, u_i, \sum_{j=1}^{M} a_{i,j} u_j, \sum_{j=1}^{M} b_{i,j} u_j)$ and $B_i, C_i, g_i$ are similarly defined.

Define the block matrices

$$H = (H_1^T, \cdots, H_M^T)^T, \quad K = (K_1^T, \cdots, K_M^T)^T,$$

where the superscript stands for transpose. Here,

$$H_i = \begin{bmatrix} 0, \cdots, 0, 1, 0, \cdots, 0 \\ a_{1,i}, \cdots, 0, a_{1,i} \end{bmatrix}, \quad K_i = \begin{bmatrix} 0, \cdots, 0 \\ a_{1,i}, a_{1,i+1}, \cdots, a_{1,i,M} \end{bmatrix}$$

and the one in $H_i$ appears in the $i$th position. Denote by $w$ the vector of boundary values with components $w_i = u_j, j = N + 1, \cdots, M$, and define the affine operators $T_i: R^N \rightarrow R^2, i = 1, \cdots, N$, and $T: R^N \rightarrow R^{2N}$ by

$$T_i x = H_i x + K_i w, \quad i = 1, \cdots, N, \quad T x = H x + K w.$$ 

Let $G: R^N \rightarrow R^N$ be given by $[G(x)]_i = g(P_i, T_i x), i = 1, \cdots, N$. Denote by
Let us define \( T_k \in \mathcal{A}(\mathbb{R}^N \to \mathcal{A}(\mathbb{R}^N \to \mathbb{R}^N)) \) by
\[
T_k(x)z = L_k(x)z + F_k(x)w.
\]
Then, (3.3) is equivalent to
\[
T_k(x)x = g(x).
\]
We now have the problem in a form where the results of the previous section can be applied.

Definition 3.1. Let \( \delta \) stand for some first or second derivative operator, \( \delta_k(P) : C(\Omega) \to \mathbb{R}^1 \), for all \( P \in \Omega \). Then \( \delta_k \) is consistent with \( \delta \) if any \( u \in C^2(\Omega) \)
\[
\lim_{h \to 0} \left| \delta_k(P)u - \delta u \right|_{P} = 0
\]
uniformly over \( \Omega \).

Lemma 3.2. Let
\[
L_ku = Lu + d(s, t, u, u_*, u_t)u + e(s, t, u, u_*, u_t)u_t - f(s, t, u, u_*, u_t)u,
\]
where \( L \) is the uniformly elliptic operator given by (1.1) and
\[
|d(s, t, r, p, q)|, |e(s, t, r, p, q)| \leq c \leq \infty, \quad f(s, t, r, p, q) \geq 0,
\]
uniformly on \( \Omega \times \mathbb{R}^3 \). Assume we discretize \( L \), with consistent approximations to the first and second derivatives. Then, there exists \( v_h \in \mathbb{R}^N \) such that for all \( h \) sufficiently small
\[
T_h(x)v_h \geq e
\]
for all \( x \in \mathbb{R}^N \), and \( ||v_h||_{\infty} \) is uniformly bounded in \( h \). Here, of course, \( T_h \) is the operator corresponding to the discretization of \( L \).

Proof. Suppose, without loss of generality, that \( \Omega \) is included in the strip \( 0 \leq s \leq k^* \). Let \( k(s, t) = e^{s\alpha} - e^u \) with \( \beta = 2c/c_0 \) and \( \alpha > \beta k^* \). Here, \( c_0 \) is the smaller constant of uniform ellipticity. Observe that, \( 1 - e^s \leq k(s, t) \leq 0 \). Define \( b_h \in \mathbb{R}^N \) as the vector with components \( (b_h)_i = k(P_i), \) \( i = 1, \cdots, N \), and note that \( ||b_h||_{\infty} \leq e^u - 1 \), uniformly in \( h \). Now, choose \( x \in \mathbb{R}^N \) arbitrary and calculate
\[
[T_h(x)b_h] = \left[ \beta^2 A(P_m, T_m x) + \beta d(P_m, T_m x) \right]e^{s\alpha} + f(P_m, T_m x)[e^u - e^{s\alpha}]
\]
\[- [T_h(x)v_h] = \left[ \beta^2 A(P_m, T_m x) + \beta d(P_m, T_m x) \right]e^{s\alpha}
\]
\[- f(P_m, T_m x)[e^u - e^{s\alpha}] .
\]
Here, $P_m = (s_i, t_i)$. Since the approximations to the derivatives are consistent, we have for all $h$ sufficiently small, and $P \in \Omega_h$, that the last term in the above expression does not exceed $c^2/c_0$. Then, since the sum of the first two terms is not smaller than $2c^2/c_0$, we may conclude

$$[\hat{T}_h(x)\varphi_h]_m \geq c^2/c_0$$

for all $P_m \in \Omega_h$, and $h$ sufficiently small. Thus, the vector $v_h = c_0\varphi_h/c^2$ satisfies (3.7) for all $x \in R^N$ and $||\varphi_h||_\infty \leq c_0(c^2 - 1)/c^2$.

The proof of the following existence theorem is immediate from Theorem 2.3 and Lemma 3.2.

**Theorem 3.3.** Consider the boundary-value problem of Section 1 for uniformly elliptic $L_1$ instead of $L$. Assume we discretize $L_1$ with consistent approximations to the first and second derivatives. Assume further that the resulting operator $\hat{T}_h$ is I.D.D.P.T. for all $h$ sufficiently small, and in addition $L_h, F_h$ and $G$ are continuous functions of $x \in R^N$ for all $h$ sufficiently small. Let $g: \Omega \times R^3 \to R^1$ satisfy $|g(s, t, r, p, q)| \leq M < \infty$, uniformly on $\Omega \times R^3$. Then, for $h$ sufficiently small the discrete analogue of the boundary-value problem has a solution in the sphere

$$S = \{x \in R^N | ||x||_\infty \leq ||w||_\infty + (2c_0[c^2 - 1]/c^2)M\},$$

where $\alpha$ and $c$ are defined in Lemma 3.2.

We have proved a result for a slightly more general operator than (3.6), because it will be useful in the next section.

**4. An I.D.D.P.T. Operator.** In this section, it will be convenient to have a doubly subscripted notation for the gridpoints as well as the singly subscripted notation of the previous section. We effect this by the following procedure: number the rows and columns of $\Omega_h$ from left to right, bottom to top, and denote by $P_{ij}$ the element in the $i$th row and $j$th column. Then, any gridpoint may be represented in the equivalent notation $P_i$ or $P_{ij}$.

For a linear uniformly elliptic operator $L$ of the form

\begin{equation}
Lu = A(s, t)u_{ss} + 2B(s, t)u_{st} + c(s, t)u_{tt},
\end{equation}

Bramble and Hubbard [2] consider the discretization

\begin{enumerate}
\item[(a)] \( u_{ss}(P_{i+1,j}) = \frac{u_{i+1,j} - 2u_{i,j} + u_{i-1,j}}{h^2} \equiv u_{ss}(P_{i+1,j}) \),
\item[(b)] \( u_{tt}(P_{i+1,j}) = \frac{u_{i+1,j} - 2u_{i,j} + u_{i-1,j}}{h^2} \equiv u_{tt}(P_{i+1,j}) \),
\item[(c)] \( u_{ts}(P_{i+1,j}) = \frac{\alpha^2 + \beta^2}{2\alpha \beta} \sgn(B(P_{i+1,j})) \left[ u_{ts}(P_{i+1,j}) - \frac{\beta^2}{\alpha^2 + \beta^2} u_{ts}(P_{i,j}) - \frac{\alpha^2}{\alpha^2 + \beta^2} u_{ts}(P_{i,j}) \right] \),
\end{enumerate}

where $u_{ti} = u(P_{ti})$ and

\begin{equation}
\frac{u_{i\pm 1,j+1} - 2u_{i,j+1} + u_{i\pm 1,j}}{h^2} = \frac{u_{i\pm 1,j+1} - 2u_{i,j+1} + u_{i\pm 1,j}}{h^2} \equiv u_{ss}(P_{i+1,j})
\end{equation}
Here, \( \alpha \) and \( \beta \) are relatively prime integers that may be functions of the point \( P_i \); and in (4.2) we use the points \( P_{i+\beta,i+\alpha}, P_{i-\beta,i-\alpha} \) if \( B(P_{i,i}) \geq 0 \) and the points \( P_{i+\beta,i+\alpha}, P_{i+\beta,i-\alpha} \) if \( B(P_{i,i}) < 0 \).

Bramble and Hubbard [2] show that the discretization (4.1) always leads to a \( T_k \) which is I.D.D.P.T. Their main result that allows this conclusion can be summarized as the following:

**Theorem 4.0.** Suppose \( L \) of (4.0) is uniformly elliptic and has continuous coefficients \( A(s, t), B(s, t) \) and \( C(s, t) \) for \( (s, t) \in \Omega \). Then, there exists constants \( \kappa_0' > 0 \) and \( 1 \leq \eta < \infty \) and a mapping \( \gamma : \Omega \to (-\infty, \infty) \) such that for all \( (s, t) \in \Omega \)

\[
A'(s, t) = A(s, t) - \frac{B(s, t)}{\gamma(s, t)} \geq \kappa_0',
\]

(4.3)

\[
C'(s, t) = C(s, t) - \gamma(s, t)B(s, t) \geq \kappa_0',
\]

\[
B'(s, t) = \frac{\gamma^2(s, t) + 1}{2\gamma(s, t)} B(s, t) \geq 0.
\]

Moreover, \( \gamma \) can be chosen so that \( |\gamma(s, t)| = \alpha(s, t)/\beta(s, t) \), where \( \alpha(s, t) \) and \( \beta(s, t) \) are relatively prime integers satisfying

(4.4)

\[
\alpha(s, t) \geq 1, \quad \beta(s, t) \leq \eta
\]

for all \( (s, t) \in \Omega \).

It is easy to see why a result like Theorem 4.0 is important, because, if we substitute the discretization (4.1) into (4.0), then the coefficients of the discretized operator are just \( A', B' \) and \( C' \) of (4.3).

For quasi-linear uniformly elliptic operators, McAllister [6] showed that if the coefficients of \( L \) satisfy the inequalities

(4.5)

\[
\infty > a_1 \geq A(s, t, r, p, q), \quad C(s, t, r, p, q) \geq a_0 > 0,
\]

\[
2 |B(s, t, r, p, q)| < a_0,
\]

for all \( (s, t, r, p, q) \in \Omega \times \mathbb{R}^3 \), then the discretization (4.1) (a) and (b) and

(4.6)

\[
h^7u_{ii}(P_{ij}) \equiv u_{i+1,i+1} - u_{i+1,i} - u_{i+1,i} + u_{i,i} \quad B(P_{ij}) \geq 0,
\]

\[
h^7u_{ii}(P_{ij}) \equiv u_{i+1,i} - u_{i,i} - u_{i+1,i} + u_{i,i} \quad B(P_{ij}) < 0,
\]

gives rise to a \( T_k \) which is I.D.D.P.T. This is somewhat unsatisfactory, because of the very restrictive nature of (4.5). Frank [4] attempted to overcome this restriction by extending the Bramble and Hubbard discretization to all quasi-linear uniformly elliptic operators of the form (1.1). The tool Frank used for proving this, was the claim that there exists a mapping \( \gamma : \Omega \to (-\infty, \infty) \) with all the properties of Theorem 4.0, for \( L \) whose coefficients \( A, B \) and \( C \) depend on \( u, u_\ast \) and \( u_\ast \), as well as \( s \) and \( t \). Unfortunately, this is untrue. Consider the following uniformly elliptic operator:

(4.7)

\[
Lu = \left( \frac{1}{2} + \sin^2 u \right)u_{ss} + \left( \frac{4}{3} \right)u_{st} + \left( \frac{1}{2} + \cos^2 u \right)u_{tt}.
\]

At \( (\pi/2) \) we have

\[
A(\pi/2) = \frac{3}{2} > B(\pi/2) = \frac{2}{3} > C(\pi/2) = \frac{1}{2}.
\]
while at 0 we have

\[ A(0) = \frac{1}{2} < B(0) = \frac{2}{3} < C(0) = \frac{3}{2}. \]

Thus, to satisfy an analogue of Theorem 4.0, \( \gamma \) would have to be both strictly less than one and strictly greater than one, an absurdity. We will show that an analogue of Theorem 4.0 holds if and only if the coefficients of \( L \) satisfy the following condition:

\[ \frac{C(s, t, r, p, q)}{|B(s, t, r, p, q)|} > \sup_{(r, p, q) \in \mathbb{R}^3} \frac{|B(s, t, r, p, q)|}{A(s, t, r, p, q)} = w(s, t) \]

for all \((s, t) \in \tilde{\Omega}\).

If \( A, B, \) and \( C \) depend only on \((s, t) \in \tilde{\Omega}\), then the condition follows as an immediate consequence of uniform ellipticity. However, for the quasi-linear case, this is not true, as (4.7) shows. What is always true, of course, is that for fixed \((r, p, q) \in \mathbb{R}^3\)

\[ \frac{C(s, t, r, p, q)}{|B(s, t, r, p, q)|} > \frac{|B(s, t, r, p, q)|}{A(s, t, r, p, q)} \]

Thus, what (4.8) demands is that the relative magnitude of the left- and right-hand side of (4.9) do not vary "greatly" for fixed \((s, t) \in \tilde{\Omega}\). In the special case that \( B \) is "small" (i.e. satisfies (4.5)) it is clear that (4.8) holds.

An analogue of Theorem 4.0 for quasi-linear \( L \) will now be proven.

**Theorem 4.1.** Suppose \( L \) is uniformly elliptic. Then there exist \( k'_0 > 0 \) and \( 1 \leq \eta < \infty \), independent of \((s, t) \in \tilde{\Omega}\), and a mapping \( \gamma : \tilde{\Omega} \to (0, \infty) \) such that

\[ A'(s, t, r, p, q) = A(s, t, r, p, q) - \frac{|B(s, t, r, p, q)|}{\gamma(s, t)} \geq k'_0, \]

\[ C'(s, t, r, p, q) = C(s, t, r, p, q) - \gamma(s, t)|B(s, t, r, p, q)| \geq k'_0, \]

\[ B'(s, t, r, p, q) = \frac{\gamma^2(s, t) + 1}{2\gamma(s, t)} |B(s, t, r, p, q)| \geq 0, \]

for all \((s, t, r, p, q) \in \tilde{\Omega} \times \mathbb{R}^3\), if and only if, (4.8) holds for all \((s, t) \in \tilde{\Omega}\). Moreover, \( \gamma \) can be chosen as \( \gamma(s, t) = \alpha(s, t)/\beta(s, t) \), where \( \alpha(s, t) \) and \( \beta(s, t) \) are relatively prime integers satisfying \( \alpha(s, t) \geq 1 \), \( \beta(s, t) \leq \eta \) for all \((s, t) \in \tilde{\Omega}\), and \( \gamma(s, t) \in (w(s, t), W(s, t)) \).

**Proof.** Without loss of generality, assume \( B(s, t, r, p, q) \neq 0 \) for all \((s, t) \in \tilde{\Omega}\). Since (4.8) holds, and \( \tilde{\Omega} \) is compact, we may choose

\[ 0 < \epsilon^* < \min \left\{ \inf_{(s, t) \in \tilde{\Omega}} \frac{W(s, t) - w(s, t)}{2}, c_0 \right\}, \]

where \( c_0 > 0 \) is the smaller constant of uniform ellipticity. If at a point \((s_0, t_0) \in \tilde{\Omega}, B(s_0, t_0, r, p, q) \neq 0\), then choose

\[ \gamma(s_0, t_0) \in [w(s_0, t_0) + \epsilon^*, W(s_0, t_0) - \epsilon^*]. \]

Then,
The first inequality follows from (4.11), while the second follows from (4.11), and the uniform ellipticity of $L$. Assume next that

$$\|B(s_0, t_0, r, p, q)\| < \frac{c_0}{2(W(s_0, t_0) - \epsilon^*)}.$$ 

Then, it follows from (4.11) and uniform ellipticity that

$$C(s_0, t_0, r, p, q) - \gamma(s_0, t_0) |B(s_0, t_0, r, p, q)| \geq c_0/2.$$ 

If

$$B(s_0, t_0, r, p, q) \geq \frac{c_0}{2(W(s_0, t_0) - \epsilon^*)},$$ 

then, by (4.11) and uniform ellipticity

$$C(s_0, t_0, r, p, q) - \gamma(s_0, t_0) |B(s_0, t_0, r, p, q)| \geq \frac{c_0\epsilon^*}{2(W(s_0, t_0) - \epsilon^*)}.$$ 

Now, it is clear there exists a $\gamma: \bar{\Omega} \rightarrow (0, \infty)$ satisfying (4.10) for all $(s, t, r, p, q) \in \bar{\Omega} \times R^3$, where

$$k^*_0 = \frac{c_0}{2} \min \left\{1, \inf_{(s, t) \in \bar{\Omega}} \left(\frac{\epsilon^*}{W(s, t) - \epsilon^*}\right)\right\} > 0.$$ 

Set

$$z = 2 \min \left\{\inf_{(s, t) \in \bar{\Omega}} \left(\frac{W(s, t) - w(s, t)}{2}, c_0\right) - 2\epsilon^*\right\}.$$ 

By definition of $\epsilon^*$, $z > 0$. If $z \geq 1$, then we may choose $\eta = 1$, since every interval $[w(s_0, t_0) + \epsilon^*, W(s_0, t_0) - \epsilon^*]$, $(s_0, t_0) \in \bar{\Omega}$, will contain an integer. If $z < 1$, then choose an integer $k$ such that $10^{-k} < z$; then, there exists an integer $\alpha(s_0, t_0)$ such that $\alpha(s_0, t_0)10^{-k} \in [w(s_0, t_0) + \epsilon^*, W(s_0, t_0) - \epsilon^*]$. Thus, if we choose

$$\eta = \left[\frac{1}{z} + 1\right],$$

where $[\ ]$ means greatest integer, the “if” proof of the theorem will follow, since if $\alpha(s_0, t_0)$ and $10^k$ are not relatively prime, we may divide out the common factors without changing (4.13).

If we assume there exists a $\gamma: \bar{\Omega} \rightarrow (0, \infty)$, such that (4.10) holds for all $(s, t, r, p, q) \in \bar{\Omega} \times R^3$, then we have for $B(s_0, t_0, r, p, q) \neq 0$ that

$$\frac{C(s_0, t_0, r, p, q)}{|B(s_0, t_0, r, p, q)|} - \tilde{k} \geq \gamma(s_0, t_0) \geq \frac{|B(s_0, t_0, r, p, q)|}{A(s_0, t_0, r, p, q) - k^*_0}. $$
where

\[(4.15) \quad \bar{k} = k_0'/c_1,\]

and \(c_1\) is the larger constant of uniform ellipticity. This follows immediately, since uniform ellipticity implies \(|B(s, t, r, p, q)| < c_1\) for all \((s, t, r, p, q) \in \Omega \times R^3\). Now, (4.8) is a direct consequence of (4.14).

The next theorem, whose proof is analogous in the idea to that of Theorem 4.1, gives necessary and sufficient conditions so that \(\gamma(s, t)\) may be picked independent of \((s, t) \in \Omega\), as well as \((r, p, q) \in R^3\).

**Theorem 4.2.** Suppose \(L\) satisfies the hypothesis of the last theorem. Then, there exist relatively prime integers \(\alpha\) and \(\beta\) with \(\gamma(s, t) \equiv \alpha/\beta\) for all \((s, t) \in \Omega\), and a constant \(k_0' > 0\), so that (4.10) is satisfied for all \((s, t, r, p, q) \in \Omega \times R^3\), if and only if,

\[(4.16) \quad \bar{W} = \inf_{(s, t) \in \Omega} W(s, t) > \sup_{(s, t) \in \Omega} w(s, t) = \bar{w}.\]

We now proceed to show that the discretization (4.1) applied to a uniformly elliptic operator satisfying the conditions of Theorem 4.1 yields an operator \(T_h\) which is I.D.D.P.T. We first need some preliminary definitions.

**Definition 4.3.** We call a mesh \(\Omega_h\) connected, if given any two mesh points \(P, P_1 \in \Omega_h\), then there exists a polygonal arc contained in \(\Omega\) which consists of straight line segments of constant length \(h\) starting at \(P\) and ending at \(P_1\), each of whose endpoints is in \(\Omega_h\).

**Definition 4.4.** Suppose \(W(s, t) > w(s, t)\) for all \((s, t) \in \Omega\). Choose \(\alpha(s, t)\) and \(\beta(s, t)\) by Theorem 4.1. We call a mesh regular, if given any point \(P_{mn} \in \Omega_h\), then the points \(P_{m,n+1}, P_{m+1,n}\), as well as the points \(P_{m+n,n+a}, P_{m+n+1,n-a}\), are in \(\Omega_h\). Here \(\alpha = \alpha(P_{mn})\) and \(\beta = \beta(P_{mn})\).

If the mesh does not satisfy Definition 4.4, then it will be necessary to alter the discretization at the nonregular points. This can be done as in Bramble and Hubbard [2]. For example, suppose \(P_{i+1,1} \in \partial \Omega\). Then there exists \(\lambda < 1\) such that \(P_{i+1,i} \subset \partial \Omega\) and is on the line joining \(P_i\) to \(P_{i+1,i}\). We approximate

\[(4.17) \quad u_{i+i}(P_{i+i}) \approx \frac{1}{h^2} \left[ \frac{1}{\lambda + 1} u_{i-1,i} - \frac{1}{\lambda} u_{i,i} + \frac{1}{\lambda(\lambda + 1)} u_{i+1,i} \right].\]

If any of the other points are not in \(\Omega_h\) similar formulas are used. For the first derivatives similar redefinitions would, in general, be needed. Suppose we used the central difference approximation

\[(4.18) \quad u_i(P_{i+i}) \approx \frac{u_{i+1,i} - u_{i-1,i}}{2h}.\]

Then, if \(P_{i+1,i} \in \partial \Omega\) we would define the new approximation

\[(4.19) \quad u_i(P_{i+i}) \approx \frac{u_{i+1,i} - u_{i-1,i}}{(\lambda + 1)h}.\]

**Lemma 4.5.** Let \(u \in C^2(\Omega).\) Then the discretization

\[(4.20) \quad u_{i,i}(s, t) \approx \frac{2}{h^2} \left[ \frac{u(s - h, t)}{\lambda + 1} - \frac{u(s, t)}{\lambda} + \frac{u(s + h, t)}{\lambda(\lambda + 1)} \right].\]
is consistent. Here \( \lambda \equiv 1 \), if \( u(s + h, t) \in \bar{\Omega} \); otherwise \( \lambda = \frac{h}{h_0} \) is the distance to the boundary along the line \( t \) constant through \( (s, t) \in \Omega \).

Proof. Since \( u \in C^2(\bar{\Omega}) \), we expand the right-hand side of (4.20) (i.e. \( (\delta u(s, t)) \)) by the Taylor series. Then we obtain

\[
|u_s(s, t) - (\delta u(s, t)u)| = \left| u_s(s, t) - \frac{u_s(s - \theta_1 h, t) + u_s(s + \theta_2 h, t)}{\lambda + 1} \right|
\]

where \( 0 < \theta_1, \theta_2 < 1 \). Then noting that \( u_s \) is uniformly continuous on \( \bar{\Omega} \), we have

\[
\lim_{h \to 0} |u_s(s, t) - (\delta u(s, t)u)| = 0
\]

uniformly over \( (s, t) \in \Omega \).

Similar reasoning shows that the other discretizations (4.1) (b) and (4.1) (c) are consistent (when modified, where necessary, in a manner analogous to (4.20)).

**Theorem 4.6.** Suppose \( L \) is uniformly elliptic and (4.8) is satisfied for all \( (s, t) \in \bar{\Omega} \). Let \( \alpha = \alpha(P_{i\ell}) \) and \( \beta = \beta(P_{i\ell}) \) be chosen to satisfy Theorem 4.1. Suppose in addition \( \Omega \) is connected. If we discretize the second derivatives by (4.1) and the first derivatives by any consistent discretization, then \( L \) yields a \( T_h \) defined by (3.5), which is I.D.D.P.T.

Proof. For clarity, we prove the theorem only for the case \( \Omega \) regular; the modifications for a nonregular mesh are immediate. Choose \( y \in \mathbb{R}^N \). Then

\[
h^2[T_h(y)x]_h = -2 \left( A'_{ii} + B'_{ii} + C'_{ii}\right)x_{ii} + A'_{ii}(x_{i+1,i} + x_{i-1,i})
\]

\[
+ C'_{ii}(x_{i+1,i+1} + x_{i,i-1}) + B'_{ii}(x_{i+\beta,i+a} + x_{i-\beta,i-a}), \quad B_{ii} \geq 0,
\]

\[
= -2 \left( A'_{ii} + B'_{ii} + C'_{ii}\right)x_{ii} + A'_{ii}(x_{i+1,i} + x_{i-1,i})
\]

\[
+ C'_{ii}(x_{i+1,i+1} + x_{i,i-1}) + B'_{ii}(x_{i+\beta,i+a} + x_{i-\beta,i-a}), \quad B_{ii} < 0.
\]

Here,

\[
A'_{ii} = A_{ii} - \frac{\beta}{\alpha}|B_{ii}|,
\]

\[
B'_{ii} = \left| \frac{B_{ii}}{\alpha \beta} \right|,
\]

\[
C'_{ii} = C_{ii} - \frac{\alpha}{\beta}|B_{ii}|,
\]

where \( A_{ii} = A(P_{ii}, T_a) \), and \( P_k = P_{ii} \). Theorem 4.1 gives that \( A'_{ii}, C'_{ii} \geq k^2 > 0 \) for all \( P_{ii} \in \Omega \), so that the sign relationship of Definition 2.1 is satisfied. Choose any \( P_{ii} \) and \( P_{m,n} \in \Omega \). By assumption, there exists a collection of endpoints satisfying Definition 4.3. Since the coefficients of \( x_{i+1,i} \) and \( x_{i,i+1} \) are all nonzero, we have from a basic result of graph theory (see Varga [9, p. 20, Theorem 1.6]) that \( L_a(y) \) is irreducible for all \( y \in \mathbb{R}^N \). That \( L_a(y) \) is in fact irreducibly diagonally dominant follows from (4.21), since some point \( P_{i,m} \in \partial \Omega \) and the \( x_{i,m} \) corresponding to it is in \( w \), the vector of boundary values. Thus,

\[
[L_a(y)]_{ii} \geq \sum_{i-1,i+1}^N [L_a(y)]_{ii}, \quad i = 1, \ldots, N,
\]

with strict inequality for some \( i \). The inequality (2.2) follows immediately from (4.21).
Since it is clear from (4.21) that $L_k$ and $F_k$ are continuous functions of \( x \in R^N \), the last result and Lemma 4.5 imply that Theorem 3.3 holds for discretization (4.1). However, we can obtain a more interesting result for this particular discretization; that is, we can replace the requirement, \( |g(s, t, r, p, q)| \leq M < \infty \), by the condition of Bers [1].

**Theorem 4.7.** Suppose the hypothesis of Theorem 4.6 is satisfied. Moreover, suppose $A$, $B$, and $C \in C(\Omega \times R^3)$, and $g \in C(\Omega \times R^3)$ satisfy

\[
|g(s, t, r, p, q)|, \quad |g'(s, t, r, p, q)| \leq c < \infty,
\]

uniformly in $\Omega \times R^3$. Assume we discretize the first derivatives by central differences. Then for $h$ sufficiently small (3.6) has a solution.

**Proof.** We again prove the theorem for regular meshes; the nonregular case requires only minor changes. We show this problem is equivalent to a problem which satisfies Theorem 3.3. By the Mean Value Theorem

\[
T_\lambda(x) = G(0) + \int_0^1 G'(\theta T x) T x \, d\theta,
\]

where $G: R^N \rightarrow R^N$ is defined by $[G(x)]_k = g(P_k, x_{3i-2}, x_{3i-1}, x_{3i})$. Define the operator $T_{\lambda,1} \in A(R^N \rightarrow A(R^N, R^N))$ by

\[
T_{\lambda,1}(y)x = L_{\lambda,1}(y)x + F_{\lambda,1}(y)w,
\]

where

\[
L_{\lambda,1}(x) = L_{\lambda}(x) - \int_0^1 G'(\theta T x) H \, d\theta,
\]

\[
F_{\lambda,1}(x) = F_{\lambda}(x) - \int_0^1 G'(\theta T x) K \, d\theta,
\]

and $H, K$ are the matrices in (3.4). Then to prove (3.6) has a solution we need only show, by (4.24), that the equation

\[
T_{\lambda,1}(x) = G(0)
\]

has a solution. However, with $P_k = P_{ij}$, we have

\[
[T_{\lambda,1}(y)x]_k = [T_{\lambda}(y)x]_k - g_{k,r} x_{ij} - \frac{1}{2h} \left\{ g_{k,s}[x_{i+1,j} - x_{i-1,j}] - \frac{1}{2h} g_{k,e}[x_{i,j+1} - x_{i,j-1}] \right\},
\]

where $g_{k,r} = \int_0^1 g_r(P_k, \theta T x) \, d\theta$; and $g_{k,s}$, $g_{k,e}$ are similarly defined. Hence, \( |g_{k,r}| \leq c \) and $g_{k,s}, g_{k,e}$ are sufficiently small, that for $h$ sufficiently small and $h < 2k_0/c$, $T_{\lambda,1}$ is I.D.D.P.T. Then the existence of the solution follows from Theorem 3.3, since $T_{\lambda,1}$ is just the discretization of the operator.
Before we close we wish to point out that the results in this section as well as the last depended heavily on \( L \) being uniformly elliptic. However, this assumption can be changed to \( L \) elliptic without disturbing the results of this paper, if we are willing to make the following stringent assumptions:

(a) \( \Omega \) is a convex Jordan region.

(b) \( \psi \) satisfies the three-point condition on \( \partial \Omega \).

(c) If \( \delta_k \) stands for the approximation to any second derivative and \( l \) is a linear function, then \( \delta_k(P)l = 0 \) for all \( P \in \Omega_h \), i.e. \( \delta_k \) is exact on linear functions.

(d) \( g(s, t, r, p, q) \leq 0 \).

A proof of this result can be found in Stepleman [8].
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