A Modified Bairstow Method for Multiple Zeros of a Polynomial
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Abstract. A modification of Bairstow's method to find multiple quadratic factors of a polynomial is presented. The nonlinear system of equations of the Bairstow method is replaced by high order partial derivatives of that system. The partials are computed by a repetition of the Bairstow recursion formulas. Numerical results demonstrate that the modified method converges in many cases where the Bairstow method fails due to the multiplicity of the quadratic factor. Rall [4] has described a generalization of Newton's method for simultaneous nonlinear equations with multiple roots. This may be applied to solve the nonlinear Bairstow equations; however, it fails in some cases due to near-zero divisors. Examples are presented which illustrate the behavior of the author's algorithm as well as the methods of Rall and Bairstow.

1. Introduction. Bairstow's method [1] is a well-known algorithm to determine quadratic factors of a polynomial with real coefficients. It is limited, however, in that convergence is quadratic only if the zeros are complex conjugate pairs of multiplicity one, or are real of multiplicity at most two. For higher multiplicities it is impractically slow or subject to failure. An extension of the Bairstow method is described which relaxes this limitation. An algorithm due to Rall [4] for solving simultaneous nonlinear equations with multiple roots is also discussed in the context of Bairstow's procedure.

2. Newton's Method. The ideas to be presented are analogous to Newton's method and some of its modifications, and hence we begin our discussion at this point.

Consider the polynomial \( P(x) \) with zero \( \alpha \). The Newton iteration function is

\[
x - \frac{P(x)}{P'(x)}.
\]

If \( \alpha \) is a zero of multiplicity \( m \), we consider two modified iteration functions, both of which are quadratically convergent. The first is obtained by observing that \( \alpha \) is a simple zero of \( P^{(m-1)}(x) \). An application of Newton's method then gives

\[
x - \frac{P^{(m-1)}(x)}{P^{(m)}(x)}.
\]

The second (see e.g. [3]) is

\[
x - m \frac{P(x)}{P'(x)}.
\]

If Horner's scheme is used to evaluate \( P \) and its derivatives, (2) costs more than (3) to compute. To determine \( m \) in (3), however, it may be necessary to calculate the derivatives used in (2) anyway. If such is the case, cost is no longer a factor, and the
choice of method would depend upon potential numerical difficulties. In fact, such
difficulties are likely as the denominator of (3) becomes small. Similar results will be
encountered in the subsequent presentation. (1), (2), and (3) are analogous to the Bair-
ston, the modified Bairstow and the Rall methods, respectively, which are considered
next.

3. **Bairstow’s Method.** Consider the polynomial with real coefficients \( P_n(x) = a_n x^n + a_{n-1} x^{n-1} + \cdots + a_1 x + a_0 \), and an approximation, \( x^2 - px - q \), to a quadratic factor of \( P_n(x) \). Form

\[
P_n(x) = (x^2 - px - q)(b_0 x^{n-2} + b_1 x^{n-3} + \cdots + b_n) + (x - p) b_{n-1} + b_n,
\]

where \( b_j = a_j + p b_{j-1} + q b_{j-2}, j = 0, \ldots, n; b_{-2} = b_{-1} = 0 \). Then \( x^2 - px - q \) is a quadratic factor of \( P_n(x) \) if and only if \( b_{n-1} = b_n = 0 \) [3]. Thus, we must solve the nonlinear system

\[
b_{n-1}(p, q) = 0, \quad b_n(p, q) = 0.
\]

Newton’s method is used to accomplish this. The required partial derivatives are obtained recursively from

\[
c_j = b_j + p c_{j-1} + q c_{j-2}, \quad j = 0, \ldots, n - 1; \quad c_{-2} = c_{-1} = 0,
\]

where \( \partial b_j(p, q)/\partial p = c_{j-1} \), \( \partial b_j(p, q)/\partial q = \partial b_{j-1}(p, q)/\partial p = c_{j-2} \), and \( \partial b_{n-1}(p, q)/\partial q = c_{n-3} \).

The corrections to \( p \) and \( q \) are then

\[
\Delta p = \frac{b_n c_{n-3} - b_{n-1} c_{n-2}}{c_{n-2}^2 - c_{n-1} c_{n-3}}, \quad \Delta q = \frac{b_{n-1} c_{n-1} - b_n c_{n-2}}{c_{n-2}^2 - c_{n-1} c_{n-3}}.
\]

Thus, \( p_2 = p + \Delta p, \quad q_1 = q + \Delta q \) are the next approximations in this iterative process.

If \( x^2 - sx - t \) is a quadratic factor of \( P_n(x) \), then the Jacobian determinant of (5) at the solution

\[
D(s, t) = \begin{vmatrix} \partial b_{n-1}(s, t)/\partial p & \partial b_{n-1}(s, t)/\partial q \\ \partial b_n(s, t)/\partial p & \partial b_n(s, t)/\partial q \end{vmatrix}
\]

is nonzero in case the quadratic factor has zeros which are either simple, distinct zeros of \( P_n(x) \) [3], or real equal zeros of multiplicity two.* In such cases, Newton’s method converges quadratically for sufficiently close initial guesses. In all other cases, \( D(s, t) = 0 \),* thereby causing the method to converge slowly or to fail because of near zero divisors in (6).

4. **Modified Bairstow’s Method.** We begin this section with an investigation of the higher order partial derivatives of (5). The recursion formulas of the Bairstow method are extended as follows.

**Definition 1.** Let \( A_i^j = a_i^j, j = 0, \cdots, n \), and define

\[
A_i^2 = A_i^{i-1} = 0,
\]

\[
A_i^j = A_i^{j-1} + p A_i^{j-1} + q A_i^{j-2}, \quad j = 0, \cdots, n; \quad i = 1, 2, \cdots.
\]

* See Corollary 1 and Theorem 4 of the next section.
We remark at this point that $A_j^i = b_i$ and $A_j^i = c_i$ by definition. $A_j^i$ is obviously a function of $p$ and $q$, and the point at which it is evaluated, if not explicitly stated, will be apparent from the context.

**Definition 2.** Given $P_n(x)$ and a particular $(p, q)$, let

$$P_{n-2k}(x) = A_{0}^{k}x^{n-2k} + A_{1}^{k}x^{n-1-2k} + \cdots + A_{n-2k}^{k}, \quad k = 0, \cdots, [n/2].$$

As seen from (4), $P_{n-2}(x)$ is the quotient polynomial resulting from the division of $P_n(x)$ by $x^2 - px - q$. If $P_{n-2}(x)$ is divided by $x^2 - px - q$, the quotient would be $P_{n-4}(x)$. These results are contained in the following lemma.

**Lemma 1.**

$$P_{n-2k}(x) = (x^2 - px - q)P_{n-2-2k}(x) + (x - p)A_{n-1-2k}^{k}(p, q) + A_{n-2k}^{k},$$

for $k = 0, \cdots, [n/2]$.

**Proof.** By induction on $k$. If $k = 0$, we are considering the original Bairstow method, and this lemma has been established [3]. Assume the lemma true for $k - 1$, and consider $k \leq [n/2]$. Then

$$P_{n-2k}(x) = A_{0}^{k}x^{n-2k} + A_{1}^{k}x^{n-1-2k} + \cdots + A_{n-2k}^{k}$$

$$= (x^2 - px - q)Q(x) + (x - p)d_{n-1-2k} + d_{n-2k}$$

where

$$Q(x) = d_{0}x^{n-2-2k} + d_{1}x^{n-3-2k} + \cdots + d_{n-2-2k}.$$

Equating coefficients of like powers of $x$ yields

$$d_{0} = A_{0}^{k},$$

$$d_{1} = A_{1}^{k} + pd_{0},$$

$$d_{j} = A_{j}^{k} + pd_{j-1} + qd_{j-2}, \quad j = 2, \cdots, n - 2k.$$

From Definition 1 we see that $d_{j} = A_{j+1}^{k+1}, j = 0, \cdots, n - 2k$, and from Definition 2 that $Q(x) = P_{n-2-2k}(x)$, thereby establishing the lemma. Q.E.D.

We now proceed to show that the higher order partial derivatives of $b_i(p, q)$ and $b_{n-1}(p, q)$ may be obtained recursively from Definition 1.

**Theorem 1.**

$$A_{i+1}^{i+1} = \frac{1}{i} \frac{\partial A_{i}^{i}}{\partial p} = \frac{1}{i} \frac{\partial A_{i+1}^{i+1}}{\partial q}, \quad j = 0, \cdots, n; \quad i = 1, 2, \cdots.$$

**Proof.** By induction on $i$. Suppose $i = 1$ and $j = 0$. Then $\partial A_{0}/\partial p = \partial A_{1}/\partial q = A_{0}^{2} = 0$ is obvious. Assume the theorem is also true for subscripts $\leq j$, and consider $j + 1 \leq n$. Then

$$\frac{\partial A_{i+1}^{i+1}}{\partial p} = \frac{\partial}{\partial p} [A_{i+1}^{i+1} + pA_{i}^{i} + qA_{i-1}^{i}]$$

$$= A_{i}^{i} + pA_{i-1}^{i} + qA_{i-2}^{i} = A_{i}^{i+1},$$
Thus, the theorem is true for $j + 1$. Now assume it is true for $i$ and all $j$, $0 \leq j \leq n$. Consider $i + 1$. If $j = 0$, then

$$
\frac{1}{i + 1} \frac{\partial A_{i+2}}{\partial p} = \frac{1}{i + 1} \frac{\partial A_{i+2}}{\partial q} = A_{i+2} = 0
$$

is readily apparent. Assume the theorem true for subscripts $\leq j$, and consider $j + 1$. Then

$$
\frac{1}{i + 1} \frac{\partial A_{i+1}}{\partial p} = \frac{1}{i + 1} \frac{\partial A_{i+1}}{\partial q} = A_{i+1} = \sum_{k=0}^{i} \binom{i}{k} p^k A_{i-k}
$$

Thus, the theorem is true for $j + 1$. Q.E.D.

Theorem 2.

$$
\frac{\partial^k A_{i}}{\partial p^{i-k} \partial q^i} = k! A_{i-k}^{i+k}, \quad j = 0, \ldots, n; \quad k = 0, \ldots, j; \quad i = 0, \ldots, k.
$$

Proof. By induction on $k$. If $k = 0$, the theorem is obvious. Assume the theorem true for $k$ and all $i$, $0 \leq i \leq k$. Consider $k + 1 \leq j$. If $i = 0$, then

$$
\frac{\partial^{k+1} A_{i}}{\partial p^{i-k} \partial q^{i+1}} = \frac{\partial}{\partial p} \left[ \frac{\partial^k A_{i}}{\partial p^{i-k}} \right] = \frac{\partial}{\partial p} [k! A_{i-k}] = (k + 1)! A_{i-k-1}^{i+k-1}
$$

Assume the theorem true for $i$, and consider $i + 1 \leq k + 1$. Then

$$
\frac{\partial^{k+1} A_{i}}{\partial p^{i-k} \partial q^{i+1}} = \frac{\partial}{\partial p} \left[ \frac{\partial^k A_{i}}{\partial p^{i-k} \partial q^i} \right] = \frac{\partial}{\partial q} [k! A_{i-k}^{i+1}] = (k + 1)! A_{i-(k+1)}^{i+2-(i+1)}
$$

Thus, the theorem is true for $i + 1$. Q.E.D.
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The next theorem provides a criterion for the determination of the multiplicity of a quadratic factor.

**Theorem 3.** \((x^2 - sx - t)^m, m \geq 1,\) is a factor of \(P_n(x)\) if and only if

\[
A_{n+1-2k}(s, t) = A_{n+2-2k}(s, t) = 0 \quad \text{for } k = 1, \ldots, m.
\]

**Proof.** By induction on \(m\). If \(m = 1\), we have

\[
P_n(x) = (x^2 - sx - t)P_{n-2}(x) + (x - s)A_{n-1}(s, t) + A_n(s, t).
\]

The proof, in this case, is given by Henrici [3]. Now assume the theorem true for \(m\), and consider \(m + 1\). We have, by the induction hypothesis,

\[
P_n(x) = (x^2 - sx - t)^mP_{n-2m}(x).
\]

Consider

\[
P_{n-2m}(x) = (x^2 - sx - t)P_{n-2-2m}(x) + (x - s)A_{n-1-2m}(s, t) + A_n(s, t).
\]

If \(A_{n+1-2m} = A_{n+2-2m} = 0\), then \(x^2 - sx - t\) is a factor of \(P_{n-2m}(x)\), and so \((x^2 - sx - t)^{m+1}\) is a factor of \(P_n(x)\). Conversely, suppose \((x^2 - sx - t)^{m+1}\) is a factor of \(P_n(x)\), and \(x^2 - sx - t = (x - \alpha)(x - \beta)\). Then

\[
\begin{align*}
P_{n-2m}(\alpha) &= (\alpha - s)A_{n-1-2m} + A_{n-2m} = 0, \\
P_{n-2m}(\beta) &= (\beta - s)A_{n-1-2m} + A_{n-2m} = 0.
\end{align*}
\]

If \(\alpha \neq \beta\), the determinant of the system (8) is \(\alpha - \beta \neq 0\), so the only solution of (8) is the trivial one \(A_{n+1-2m} = A_{n+2-2m} = 0\). However, if \(\alpha = \beta\), then \(P_{n-2m}(\alpha) = A_{n+1-2m} = 0\), implying that \(A_{n+1-2m} = 0\) also. Q.E.D.

We propose to replace the system (5) of Bairstow’s method by

\[
A_{n+1-2m}(p, q) = 0, \quad A_{n+2-2m}(p, q) = 0.
\]

From Theorem 3 it is seen that \((s, t)\) is a solution of (9). To investigate the applicability of Newton’s method to (9), its Jacobian determinant must be considered. To this end, we make the following definition.

**Definition 3.**

\[
J_k(p, q) = (k - 1)^2 \begin{vmatrix}
A_{n+2-2k}(p, q) & A_{n+3-2k}(p, q) \\
A_{n+1-2k}(p, q) & A_{n+2-2k}(p, q)
\end{vmatrix} \quad \text{for } k = 2, 3, \ldots.
\]

Using Theorem 1 it is seen that \(J_{k+1}(p, q)\) is the Jacobian determinant of

\[
A_{n+1-2k}(p, q) = 0, \quad A_{n+2-2k}(p, q) = 0,
\]

and in particular, \(J_{n+1}(p, q)\) is the Jacobian determinant of (9). (Note that \(D(p, q) = J_2(p, q)\).) An immediate consequence of Theorem 3 is

**Corollary 1.** If \((x^2 - sx - t)^m, m \geq 2,\) is a factor of \(P_n(x)\), then

\[
J_{k+1}(s, t) = 0 \quad \text{for } k = 1, 2, \ldots, m - 1.
\]

The following theorem establishes when \(J_{n+1}(p, q)\) is nonzero.

**Theorem 4.** Assume

(i) \((x^2 - sx - t)^m\) is a factor of \(P_n(x)\),

(ii) \((x^2 - sx - t)^{m+1}\) is not a factor of \(P_n(x)\),
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(iii) \( x^2 - sx - t = (x - \alpha)(x - \beta) \).

Then \( J_{m+1}(s, t) \neq 0 \) if and only if \( P_{n-2m}(\alpha) \neq 0 \) and \( P_{n-2m}(\beta) \neq 0 \).

**Proof.**

\[
\frac{1}{m^2} [J_{m+1}(s, t)] = [A_{n+1}^{m+1}(s, t)]^2 - A_{n+1}^{m+1}(s, t) \cdot A_{n+1}^{m+1}(s, t)
\]

\[
= [A_{n+2}^{m+1}]^2 - [A_{n+1-2m}^m + sA_{n+1-2m}^m + tA_{n+1-2m}^m] \cdot A_{n+1-2m}^m
\]

\[
= [A_{n+2}^{m+1}]^2 - sA_{n+1-2m}^m \cdot A_{n+1-2m}^m - t[A_{n+1-2m}^m]^2
\]

\[
= [A_{n+2}^{m+1}]^2 - (\alpha + \beta) A_{n+1-2m}^m \cdot A_{n+1-2m}^m + \alpha \beta [A_{n+1-2m}^m]^2
\]

\[
= [(\alpha - \beta) A_{n+1-2m}^m + A_{n+1-2m}^m, (\alpha - \beta) A_{n+1-2m}^m + A_{n+1-2m}^m]
\]

\[
= P_{n-2m}(\alpha) \cdot P_{n-2m}(\beta).
\]

The conclusion now follows immediately. Q.E.D.

As an immediate consequence of this theorem, we have the following corollary.

**Corollary 2.** Under assumptions (i), (ii) and (iii) of Theorem 4, \( J_{m+1}(s, t) = 0 \) if and only if \( \alpha \) and \( \beta \) are real and one of the following conditions occurs:

(a) \( \alpha = \beta \) and \( \alpha \) is of odd multiplicity.

(b) \( \alpha \neq \beta \) and \( m = \text{multiplicity of } \alpha < \text{multiplicity of } \beta \).

Newton's method, when applied to (9), converges quadratically for sufficiently close initial guesses provided its Jacobian determinant at the solution is nonzero. The corrections, \( \Delta p \) and \( \Delta q \), are given by

\[
\Delta p = \frac{m}{J_{m+1}(p, q)} [A_{n+2-2m}^m, A_{n+1-2m}^m, A_{n+1-2m}^m] - A_{n+1-2m}^m \cdot A_{n+2-2m}^m],
\]

(11)

\[
\Delta q = \frac{m}{J_{m+1}(p, q)} [A_{n+2-2m}^m, A_{n+1-2m}^m, A_{n+1-2m}^m] - A_{n+1-2m}^m \cdot A_{n+2-2m}^m],
\]

where the \( A_i^j \) are evaluated at \( (p, q) \).

Under the conditions of Theorem 4, if we knew the value of \( m \) we could solve (9) remembering that a solution of (5) is a solution of (9), but not conversely. Since in practice \( m \) is not known in advance, we use an approximation to \( m \) which is improved as the iteration continues. The following steps are suggested:

1. Given an initial guess, \( (p_0, q_0) \), evaluate the \( A_i^j \).
2. Estimate the value of \( m \) by considering Theorem 3.
3. Using this estimate in (11), calculate \( \Delta p \) and \( \Delta q \), and form the next iterate \( p = p_0 + \Delta p, q = q_0 + \Delta q \).
4. Repeat the above using \( (p, q) \) as a new initial guess.

In effect we solve system (10) at first with \( k < m \), and finally with \( k = m \) (i.e., system (9)). When \( k < m \), system (10) has a zero Jacobian determinant at the solution \( (s, t) \) by Corollary 1. In this case, Newton's method is not quadratically convergent. In practice, however, only a few iterations per system need be taken before (9) is considered.

5. **Results.** The following criterion to determine \( m \) has been used with success: \( \mu \) is taken as an approximation to \( m \) in case
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(12) \[ |A_{n+1-2k}^k| \leq |a_n| \cdot \epsilon, \quad \text{and} \quad |A_{n+2-2k}^k| \leq |a_n| \cdot \epsilon \]
for \( k = 1, \ldots, \mu \). (\( \epsilon = 10^{-4} \) is a reasonable choice.)

This criterion in conjunction with the aforementioned root-finding algorithm was tested with 100 arbitrarily selected polynomials of degrees between 4 and 24 having multiple quadratic factors. This provided 175 test cases involving quadratic factors with multiplicity. Convergence was achieved in 103 instances (59%) (see Table 1a). Divergence was noted only after seven attempts with various initial guesses, \((p_0, q_0)\), failed to produce a sequence which approached the proper solution. Excluding divergent cases, convergence was achieved 76% of the time. Bairstow’s method was far inferior to the modified method. Typical results are shown in Table 2.

Clearly, the choice of criterion to determine multiplicity affects the overall performance of the algorithm since, as noted previously, convergence is less than quadratic when \( k < m \). It would appear, therefore, that the correct value of the multiplicity should be used as soon as possible. Experience has shown, however, that the regions of convergence differ when \( m \) is known as compared to when \( m \) is calculated using (12). Closer initial guesses may be required when \( m \) is known.

For example, consider the results for the polynomial \((x^2 + 9)^3 (x - 3)^6 (x - 2)^2\) given in Table 3. For case (b) when \( m \) is known, convergence is to an extraneous solution. A closer initial guess is required to achieve convergence to the desired quadratic (case (d)). Case (a) shows that by using a sequence of approximations to \( m \) in lieu of a closer guess, the desired convergence may also be obtained. Usually when \( m \) is calculated, more iterations are necessary to obtain convergence than when \( m \) is known (cases (c) and (d)). (Similar results were observed for Rall’s method which is described in Section 6.)

6. The Relationship to Rall’s Method. Using the notation of Section 3, Rall’s method [4] provides corrections

(13) \[ \Delta p = m \frac{b_n c_{n-3} - b_{n-1} c_{n-2}}{c_{n-2} - c_{n-1} c_{n-3}}, \quad \Delta q = m \frac{b_{n-1} c_{n-1} - b_n c_{n-2}}{c_{n-2} - c_{n-1} c_{n-3}}. \]

From Theorem 2 we see that (11) involves \((m - 1)\)st and \(m\)th order partial derivatives of \( b_n \) and \( b_{n-1} \), whereas (6) and (13) involve only \( b_n \) and \( b_{n-1} \) and their first-order partials. Clearly, using the recursion of Definition 1, (11) costs more to compute than (13). Analogous to Section 2, however, we may have to calculate higher order partial derivatives anyway in order to determine \( m \) using Theorem 3. If such were the case, suppose we have determined that \( A_{n+1-2k}^k \) and \( A_{n+2-2k}^k \) are negligible for \( k = 1, \ldots, m \), but are not negligible when \( k = m + 1 \) (i.e., \( A_{n+1-2m}^{n+1} \) and \( A_{n-2m}^{n+1} \) are not negligible). The quantities \( A_{n+1-2m}^{n+1}, A_{n+2-2m}^{n+1}, A_{n-1-2m}^{n+1}, A_{n-2m}^{n+1} \) and \( A_{n+1-2m}^{n+1} \) are required to form \( \Delta p \) and \( \Delta q \) using (11). All but the last of these have been computed. The quantities required by (13) are available so the extra cost in using (11) instead of (13) is the computation of \( A_{n+1-2m}^{n+1} \). Both (11) and (13) are quadratically convergent, so it would appear that (13) is preferable in light of its lesser cost. We claim, however, that numerical difficulties are possible as the denominator in (13) approaches zero.

The method was tested with the previously mentioned data set both with \( m \) assumed and with \( m \) calculated using (12) (see Table 1b). In the former case, convergence occurred in only three instances. Failure due to small (less than or equal to \( \delta = 0.5 \times 10^{-8} \) in magnitude) divisors in (13) occurred in 109 cases (62%). In such instances
Table 1. Summary of Results for 175 Test Cases

(a)  

<table>
<thead>
<tr>
<th>Method</th>
<th>Convergent</th>
<th>Convergent</th>
<th>Failure</th>
<th>Divergent</th>
<th>Total</th>
<th>Convergent</th>
<th>Convergent</th>
<th>Divergent</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Modified Bairstow:</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>m calculated</td>
<td>103:7#</td>
<td>218#</td>
<td>5#</td>
<td>40</td>
<td>175</td>
<td>31#</td>
<td>1#</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>m assumed</td>
<td>146:11</td>
<td></td>
<td></td>
<td>18</td>
<td>175</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bairstow</td>
<td>14:32</td>
<td>91:38</td>
<td></td>
<td></td>
<td>175</td>
<td>12:30</td>
<td>29:91</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
| (b)  

| Rall:          |            |            |         |           |       |            |            |           |       |
| m calculated   | 1:6#       | 20#        | 28:77#  | 38        | 175   | 3:1#       | 11:1#      | 73        | 105   |
| m assumed      | 3:13       |            | 109:50  |           | 175   | 4:20       | 85:109     |           |       |

Figures show number of test cases having indicated results. All computations have been performed on an IBM 360/50 in double precision. Part (c) shows results of continued iteration for those cases which led to failure (see text, Section 6).

NOTES: 1. (p,q) is accepted as a solution in case
   1) |\Delta p| \leq |p| \cdot \epsilon \text{ or } |\Delta p| \leq \epsilon
   and 2) |\Delta q| \leq |q| \cdot \epsilon
   (\epsilon=0.5 \times 10^{-8} \text{ was used})

2. Above convergence criterion was not satisfied within 75 iterations, but iterates do approach the correct solution.

3. Divisor less than or equal to $0.5 \times 10^{-8}$ in magnitude

4. None of the above has occurred within 75 iterations

*Second figure indicates number of additional cases for which m was incorrectly calculated.
Table 2. Comparison of Modified Bairstow and Bairstow Methods for Two Polynomials

<table>
<thead>
<tr>
<th>( (x^2+9)^3(x-3)^6(x-2)^2 )</th>
<th>( (x^2+x+2)^4(x^2+x+3)^4 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \text{Modified Bairstow} )</td>
<td>( \text{Bairstow} )</td>
</tr>
<tr>
<td>( n )</td>
<td>( q )</td>
</tr>
<tr>
<td>5.950000000000000</td>
<td>-9.050000000000000</td>
</tr>
<tr>
<td>5.928795053515659</td>
<td>-8.91357302963651</td>
</tr>
<tr>
<td>5.9103155210285</td>
<td>-8.83711929113285</td>
</tr>
<tr>
<td>5.908857065307639</td>
<td>-8.792152271965054</td>
</tr>
<tr>
<td>5.928006329940987</td>
<td>-8.793889743658289</td>
</tr>
<tr>
<td>5.93693551201673</td>
<td>-8.81977229506947</td>
</tr>
<tr>
<td>5.95074322939174</td>
<td>-8.85401061785778</td>
</tr>
<tr>
<td>5.962825170381706</td>
<td>-8.88932885377766</td>
</tr>
<tr>
<td>5.973062001477400</td>
<td>-8.91961477456593</td>
</tr>
<tr>
<td>5.981285736091755</td>
<td>-8.94441814476906</td>
</tr>
<tr>
<td>5.98774654187142</td>
<td>-8.96334060509752</td>
</tr>
<tr>
<td>5.993240065523514</td>
<td>-8.97973765749223</td>
</tr>
<tr>
<td>5.99954002148531</td>
<td>-8.99394141572294</td>
</tr>
<tr>
<td>6.000000016624097</td>
<td>-9.00000054926907</td>
</tr>
<tr>
<td>6.00000000313784</td>
<td>-9.3000000003125</td>
</tr>
<tr>
<td>6.00000000011525</td>
<td>-9.99999999993859</td>
</tr>
</tbody>
</table>

\( (x^2+9)^3(x-3)^6(x-2)^2 \)

\( (x^2+x+2)^4(x^2+x+3)^4 \)
Table 3. Multiplicity Calculated vs. Multiplicity Assumed for \((x+4)(x-3)^6(x-2)^2\) Using Modified Bairstow Method.

<table>
<thead>
<tr>
<th>Multiplicity Calculated</th>
<th>Multiplicity Assumed (m=3)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(p)</td>
<td>(q)</td>
</tr>
<tr>
<td>---</td>
<td>---</td>
</tr>
<tr>
<td>(a)</td>
<td></td>
</tr>
<tr>
<td>5.82474814141249153</td>
<td>-8.1841984666969000</td>
</tr>
<tr>
<td>5.950129347666999</td>
<td>-8.69935794477148</td>
</tr>
<tr>
<td>5.960618321939234</td>
<td>-8.778651925582266</td>
</tr>
<tr>
<td>5.972806730728722</td>
<td>-8.84613897431576</td>
</tr>
<tr>
<td>5.981678891485104</td>
<td>-8.96926939068117</td>
</tr>
<tr>
<td>5.98779614755515</td>
<td>-8.932773426787125</td>
</tr>
<tr>
<td>5.99323886329257</td>
<td>-8.964312367636800</td>
</tr>
<tr>
<td>5.996516861056279</td>
<td>-8.98131897087387</td>
</tr>
<tr>
<td>5.98273659932011</td>
<td>-8.99051948660330</td>
</tr>
<tr>
<td>5.99011455618869</td>
<td>-8.90541795592157</td>
</tr>
<tr>
<td>5.99555979250451</td>
<td>-8.99770259048333</td>
</tr>
<tr>
<td>5.99993776970512</td>
<td>-8.999979512087760</td>
</tr>
<tr>
<td>6.0000000000215285</td>
<td>-9.000000000688904</td>
</tr>
<tr>
<td>6.000000000034872</td>
<td>-9.00000000117544</td>
</tr>
</tbody>
</table>

| (c) | | | | (d) | | |
| 5.9852743196476777 | -8.86461583715038 | 1 | 1 | 5.781422705710676 | -8.154102775788469 | 1 |
| 5.9847416414759541 | -8.89082873718602 | 1 | 2 | 5.674050869531073 | -9.649802282621251 | 2 |
| 5.9883235225752629 | -8.92207684791273 | 1 | 3 | 5.66636201736381 | -9.23865990715766 | 3 |
| 5.991713498381300 | -8.94635949556114 | 1 | 4 | 5.60189339319435 | -9.06441609541090 | 4 |
| 5.9947797631084949 | -8.96952126413689 | 2 | 5 | 5.60018692266896 | -9.00615865566502 | 5 |
| 5.9972011355573776 | -8.99413650288900 | 2 | 6 | 5.599005159885180 | -9.00001598855830 | 6 |
| 5.998561204618700 | -8.99919894871876 | 2 | 7 | 5.6000000000827102 | -9.000000032409046 | 7 |
| 5.9992701528191242 | -8.999940048416786 | 2 | 8 | 5.600000000003237 | -9.00000000111941 | 8 |
| 5.999963368579159 | -8.99976301879592 | 2 | 9 | 5.600000000003237 | -9.00000000111941 | 8 |
| 5.9999927762627466 | -8.99979577443437 | 3 | 10 | 5.600000000003237 | -9.00000000111941 | 8 |
| 6.0000000000019426 | -9.00000000065362 | 3 | 12 | 5.600000000003237 | -9.00000000111941 | 8 |
Table 4. Comparison of Modified Bairstow and Rail Methods for \((x^2+9)(x^3+6(x-2)^2\) 

<table>
<thead>
<tr>
<th>Multiplicity Calculated</th>
<th>(p)</th>
<th>(q)</th>
<th>estimate of (m)</th>
<th>iterate</th>
<th>Multiplicity Assumed ((m=3))</th>
<th>(p)</th>
<th>(q)</th>
<th>iterate</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rail</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5.990000000000000</td>
<td>-8.990000000000000</td>
<td>2</td>
<td>1</td>
<td></td>
<td>5.990000000000000</td>
<td>-8.990000000000000</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>5.994282564613064</td>
<td>-8.987784969899086</td>
<td>2</td>
<td>2</td>
<td></td>
<td>5.9999853672683542</td>
<td>-8.99853672683542</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>5.997579248481216</td>
<td>-8.99543527440157</td>
<td>2</td>
<td>3</td>
<td></td>
<td>5.993710232348442</td>
<td>-5.96314975813149</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>6.000232187772125</td>
<td>-9.00075994918622</td>
<td>3</td>
<td>4</td>
<td></td>
<td>8.241243529352525</td>
<td>-12.463549946603</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>5.968957156938376</td>
<td>-8.91127372556523</td>
<td>3</td>
<td>5</td>
<td></td>
<td>-4.50926421966963</td>
<td>67.1724028799233</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>5.98233389188376</td>
<td>-8.94609276114232</td>
<td>3</td>
<td>6</td>
<td></td>
<td>46.4398826703969</td>
<td>615.072897736641</td>
<td>6</td>
<td></td>
</tr>
<tr>
<td>6.01759077397756</td>
<td>-9.0516312508328</td>
<td>3</td>
<td>7</td>
<td></td>
<td>-157.4039224442683</td>
<td>12273.60728435270</td>
<td>7</td>
<td></td>
</tr>
<tr>
<td>5.979884175080266</td>
<td>-8.93824001865073</td>
<td>3</td>
<td>8</td>
<td></td>
<td>657.9642476651157</td>
<td>187249.5177068904</td>
<td>8</td>
<td></td>
</tr>
<tr>
<td>6.015252450610297</td>
<td>-9.044881005763648</td>
<td>3</td>
<td>9</td>
<td></td>
<td>-2603.500307492721</td>
<td>187249.5177068904</td>
<td>9</td>
<td></td>
</tr>
</tbody>
</table>

| Modified Bairstow       |      |      |                 |         |                                  |      |      |         |
| 5.990000000000000     | -8.990000000000000 | 2   | 1               |         | 5.990125515153168 | -8.96629064835142 | 1 |
| 5.99425809562159      | -8.9860157526450   | 2   | 2               |         | 6.000669119964207 | -9.00219548410813 | 2 |
| 5.99746626259679      | -8.9903311723699    | 2   | 3               |         | 6.000021666642623 | -9.00006865153379 | 3 |
| 5.998648279611898     | -8.99691852507630   | 2   | 4               |         | 6.000000000023770 | -9.000000000073418 | 4 |
| 5.999305585599058     | -8.998397465295387  | 2   | 5               |         | 6.000000000031438 | -9.0000000000106016 | 5 |
| 5.999987779725156     | -8.9999577879565     | 3   | 6               |         |                                  |      |      |         |
| 6.000000000025632     | -9.0000003116382     | 3   | 7               |         |                                  |      |      |         |
| 6.000000000024985      | -9.000000000074048   | 3   | 8               |         |                                  |      |      |         |
iteration was resumed to insure that the choice of δ did not bias the results. Failure was recognized only at the occurrence of an exponent underflow or overflow (this, in fact, never took place). Of the 109 cases, 85 resulted in divergence, 20 involved sequences which approached the solution very slowly, while for the remaining 4 convergence actually took place (see Table 1c). Thus, continued iteration did not prove to be profitable. Results were slightly better when m was computed, but the overall behavior was essentially the same.

Typical results are shown in Table 4. Here Rall’s method with m assumed begins to converge. The denominator of (13) is less than 0.5 × 10⁻⁸ in magnitude when the third iterate is computed. Subsequently, the sequences diverge. For comparison purposes we consider the modified Bairstow method under the same conditions. Convergence is obtained after five iterations. We note, however, that the second iterate is less accurate than the second iterate of Rall’s method ((6.00067, −9.00220) vs. (5.99995, −8.99985)). Nevertheless, greater accuracy is ultimately achieved using the modified Bairstow method. Similar results are obtained when m is calculated using (12). Note, however, that the denominator of (13) does not become less than 0.5 × 10⁻⁸ in magnitude.
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