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By Marvin J. Goldstein

Abstract. Both computer time and storage can be saved in the calculation of the eigen-system of Hermitian persymmetric matrices if advantage is taken of their special structure.

For any vector $v$, let $v'$ denote its transpose and let $J$ denote the permutation matrix obtained by reversing the rows of the identity matrix $I$; $J_{i,n+1-i} = I_{i,i}$ for $n \times n$ matrices. Note that $J = J^t = J^{-1}$.

**Definition.** $M$ is persymmetric if $JMJ = M^t$.

Note that all Toeplitz matrices ($t_{i,j} = t_{i+1,j+1}$) are persymmetric.

Any complex persymmetric matrix $P$ of even order can be written in partitioned form as

\[
P = \begin{bmatrix} B & C J \\ JF & JB' J \end{bmatrix}
\]

with $C = C'$, $F = F'$.

If, in addition, $P$ is Hermitian ($P^t = P$), then we will split it into real and imaginary parts:

\[
P = \begin{bmatrix} A & HJ \\ JH & JA J \end{bmatrix} + \begin{bmatrix} S & NJ \\ -JN & -JS J \end{bmatrix}
\]

where $A$, $H$, $N$ are real symmetric and $S$ is real and skew ($S^t = -S$). The form of (2) suggests applying $P$ to vectors of special form.

Let $x, y$ be any real vectors conformable with $A$ and write

\[
v = \begin{bmatrix} x \\ Jx \end{bmatrix} + i \begin{bmatrix} y \\ -Jy \end{bmatrix}.
\]

Then, we find that

\[
Pv = \begin{bmatrix} (A + H)x + (N - S)y \\ J(A + H)x + J(N - S)y \end{bmatrix} + i \begin{bmatrix} (N + S)x + (A - H)y \\ -J(N + S)x - J(A - H)y \end{bmatrix}.
\]

Consequently, $v$ will be an eigenvector of $P$ corresponding to an eigenvalue $\lambda$ if and only if
is an eigenvector corresponding to $\lambda$ (same $\lambda$) of the matrix $Q$;

$$ Q = \begin{pmatrix} A + H & -(S - N) \\ S + N & A - H \end{pmatrix}. $$

Since $S$ is skew, $Q$ is real and symmetric.

Thus, it suffices to solve the eigenproblem for real symmetric $Q$ instead of the complex Hermitian $P$ with obvious savings in both storage and computer time.

The reason that (4) turns out so nicely is that, in (3), we guessed the correct form for an eigenvector. The basic relationship

$$ JP \tilde{J} = P^\dagger = \bar{P} $$

tells us that if $Pv = \lambda v$ then

$$ \lambda(Jv) = J\bar{P}\bar{v} = P(Jv) $$

since $\lambda$ is real.

In particular if $P$ is itself real and symmetric then

$$ N = S = 0 $$

and the problem decomposes into two problems of half the original order.

When the order of $P$ is odd the analogous forms are

$$ P = \begin{pmatrix} A & c & c^* J \\ c^t & \rho & c^t J \\ JH & Jc & JA J \end{pmatrix} + i \begin{pmatrix} S & d & NJ \\ -d^t & 0 & d^t J \\ -JN - Jd - JSJ \end{pmatrix}, \quad Q = \begin{pmatrix} A + H \sigma c - S + N \\ \sigma c^t & \rho & \sigma d^t \\ S + N \sigma d & A - H \end{pmatrix} $$

$$ (\sigma = \sqrt{2}). $$

When $P$ is a Toeplitz matrix then so is $A$ but $H$ is a Hankel matrix ($h_{ii} = \alpha_{i+i}$).
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