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Abstract. The equation \( y = f + Ky \) is considered in a separable Hilbert space \( H \), with \( K \) assumed compact and linear. It is shown that every approximation to \( y \) of the form
\[
y_{1n} = \sum_{i=1}^{n} a_{ni}u_i
\]
(\( \{u_i\} \) is a given complete set in \( H \), and the \( a_{ni} \), \( 1 \leq i \leq n \), are arbitrary numbers) is less accurate than the best approximation of the form
\[
y_{2n} = f + \sum_{i=1}^{n} b_{ni}Ku_i, \quad \text{if } n \text{ is sufficiently large.}
\]
Specifically it is shown that if \( y_{1n} \) is chosen optimally (i.e. if the coefficients \( a_{ni} \) are chosen to minimize \( ||y - y_{1n}|| \)), and if \( y_{2n} \) is chosen to be the first iterate of \( y_{1n} \), i.e. \( y_{2n} = f + Ky_{1n} \), then \( ||y - y_{2n}|| \leq \alpha_n ||y - y_{1n}|| \), with \( \alpha_n \to 0 \). A similar result is also obtained, provided the homogeneous equation \( x = Kx \) has no nontrivial solution, if instead \( y_{1n} \) is chosen to be the approximate solution by the Galerkin or Galerkin-Petrov method. A generalization of the first result to the approximate forms \( y_{3n}, y_{4n}, \ldots \) obtained by further iteration is also shown to be valid, if the range of \( K \) is dense in \( H \).

1. Introduction. This paper is concerned with the approximate solution of the equation
\[
y = f + Ky,
\]
where \( y \) and \( f \) belong to a separable Hilbert space \( H \), and \( K \) is a compact linear operator in \( H \). The main results can also be extended to the eigenvalue equation \( y = \lambda Ky \), by setting \( f = 0 \) and replacing \( K \) by \( \lambda K \). The whole discussion has immediate application to linear integral equations with square-integrable kernels, \( H \) then being an \( L^2 \) space.

A common way of approaching Eq. (1) in practice is to seek an approximate solution of the form
\[
y_{1n} = \sum_{i=1}^{n} a_{ni}u_i,
\]
where \( \{u_i\} \) is some suitable complete set of linearly independent elements of \( H \), and the \( a_{ni} \) are real or complex coefficients. Indeed, many numerical methods [2], [4] for the approximate solution of integral equations (e.g. Galerkin method, collocation, least squares and variational methods) make use of an approximate solution of the form (2), differing from each other only in the choice of the coefficients.

The main purpose of the present paper is to show that the alternative form
\[
y_{2n} = f + \sum_{i=1}^{n} b_{ni}Ku_i
\]
is always capable of better accuracy than (2), if \( n \) is sufficiently large. Specifically, let \( y^*_1 \) and \( y^*_2 \) denote the best possible approximations of the forms (2) and (3), i.e. \( y^*_1 \) and \( y^*_2 \) are the approximations that minimize the respective Hilbert space error norms \( \| y - y^*_1 \| \) and \( \| y - y^*_2 \| \). Then it is shown in the following section (Theorem 1) that \( \| y - y^*_2 \| \leq \alpha_n \| y - y^*_1 \| \), where \( \alpha_n \to 0 \). Indeed, it is shown that even the choice \( y^*_2 = f + Ky^*_1 \) (which is of the form (3), but not in general optimal) satisfies \( \| y - y^*_2 \| \leq \alpha_n \| y - y^*_1 \| \), with \( \alpha_n \to 0 \). In other words, the best approximation of the form (2) is always improved by iteration (unless, of course, it is already exact), if \( n \) is sufficiently large. An explicit expression for \( \alpha_n \) is given in the theorem; hence information is available, in principle, on how large \( n \) needs to be in any particular case for the improvement to be significant.

An extension of the result to the still more highly iterated approximate forms \( y^{3n}, y^{4n}, \ldots \), given by

\[
y^{3n} = f + Kf + \sum_{i=1}^{n} c_n K^2 u_i, \text{ etc.},
\]

is given in Theorem 2. The essential result is that the optimal approximation of the \( m \)th kind \( y^*_m \) is always improved by a single iteration, if \( n \) is sufficiently large, provided (for \( m > 1 \)) that the range of \( K \) is dense in \( H \), or what is equivalent, that the null space of \( K^* \) is trivial.

For the various practical methods of the first kind, the solutions \( y^*_1 \) that arise are of course generally not optimal. For each such method, an interesting practical question is suggested by Theorem 1, namely: is it true that \( y^*_1 \) is necessarily improved by an iteration, if \( n \) is sufficiently large? In the present work (Theorem 3) this question is answered in the affirmative for the Galerkin-Petrov method, thereby extending a result previously obtained [6], in the course of a study of degenerate-kernel methods for integral equations, for the ordinary Galerkin (or Bubnov-Galerkin) method.

The result for the Galerkin methods, that iteration necessarily improves the accuracy if \( n \) is sufficiently large, is of practical importance, because the required iteration can be carried out without extra work, since the Galerkin methods already require the calculation of the quantities \( Ku_i \), \( i = 1, \ldots, n \). The fact that iteration of the Galerkin solution is sometimes beneficial has been observed previously [2], on the basis of practical experience. It is apparent from some recent calculations [7] that the benefit obtainable by the iteration can be very striking indeed, even in cases where \( \| K \| \gg 1 \).

2. Principal Result. Let \( U_n \) be the subspace of \( H \) spanned by \( u_1, \ldots, u_n \), and let \( P_n \) be the orthogonal projection operator onto \( U_n \). Then \( P_n \) has the properties \( P_n^2 = P_n = P_n^* \), \( \| P_n \| = 1 \). The sequence \( \{ u_i \} \) is assumed to be complete in \( H \), hence \( P_n x \to x \) for all \( x \in H \).

The best approximation to \( y \) of the form (2), i.e. the element \( y^*_1 \in U_n \) that minimizes \( \| y - y^*_1 \| \), is [1]

\[
y^*_1 = P_n y.
\]
Similarly, since \(y - y_{2n}\) can be written, with the aid of Eqs. (1) and (3), as

\[y - y_{2n} = Ky - \sum_{i=1}^{n} b_{ni} Ku_i,\]
it is seen that \(\|y - y_{2n}\|\) is minimized by choosing \(\sum b_{ni} Ku_i\) to be the orthogonal projection of \(Ky\) onto \(KU_n\) (the span of \(Ku_1, \ldots, Ku_n\)). Thus, the best approximation to \(y\) of the form (3) is

\[(5) \quad y^*_{2n} = f + P_{2n} Ky,\]

where \(P_{2n}\) is the orthogonal projection operator onto \(KU_n\).

**Theorem 1.** If \(y_{2n} = f + Ky^*_{1n}\), then

\[\|y - y^*_{2n}\| \leq \|y - y_{2n}\| \leq \alpha_n \|y - y^*_{1n}\|,\]

where

\[\alpha_n = \|K - KP_n\| \to 0.\]

**Proof.** The first inequality follows from the optimal nature of \(y^*_{2n}\). To prove the second inequality, note that

\[(6) \quad y - y_{2n} = (f + Ky) - (f + Ky^*_{1n}) = K(y - P_n y) = (K - KP_n)(y - P_n y),\]
giving

\[\|y - y_{2n}\| \leq \|K - KP_n\| \|y - y^*_{1n}\|.\]

The proof is completed by the standard result [5, p. 204] \(\|K - KP_n\| \to 0\). (This follows, for example, by noting that \(\|K - KP_n\| = \|K^* - P_n K^*\| = \sup_{x \in H, \|x\| = 1} \|K^* x - P_n K^* x\|;\) hence if the contrary \(\|K - KP_n\| \nrightarrow 0\) is supposed, then there exists \(e > 0\) and a sequence \(\{x_n\} \subset H\) such that \(\|K^* x_n - P_n K^* x_n\| > e\), \(\|x_n\| = 1\). Since \(K^*\) is compact, \(\{K^* x_n\}\) may be assumed to converge to an element \(v \in H\), which implies

\[\|K^* x_n - P_n K^* x_n\| \leq \|(I - P_n)(K^* x_n - v)\| + \|v - P_n v\| \to 0,\]

a contradiction.) Q.E.D.

The key to the proof of Theorem 1 is the factorization carried out in Eq. (6), by exploiting the projection property \(P_n^2 = P_n\).

**3. Generalization of Theorem 1.** Let \(y_{mn}\) be an expression of the form

\[(7) \quad y_{mn} = \sum_{j=0}^{m-2} K^j f + \sum_{i=1}^{n} a_{mni} K^{m-1} u_i, \quad m \geq 1,\]

where the \(a_{mni}\) are numbers; and let \(P_{mn}\) denote the orthogonal projection operator onto \(K^{m-1} U_n\) (the span of \(K^{m-1} u_1, \ldots, K^{m-1} u_n\)), so that \(P_{mn}^2 = P_{mn} = P_{mn}\) and \(\|P_{mn}\| = 1\).
By repeated iteration of Eq. (1), the exact solution $y$ can be written in a form similar to (7), namely

$$y = \sum_{j=0}^{m-2} K^j f + K^{m-1} y, \quad m \geq 1.$$  

Hence, $y - y_{mn}$ can be written

$$y - y_{mn} = K^{m-1} y - \sum_{i=1}^{n} a_{mn_i} K^{m-1} u_i,$$

from which it follows that the approximation to $y$ of the form (7) that minimizes $\|y - y_{mn}\|$ is

$$y^*_{mn} = \sum_{j=0}^{m-2} K^j f + P_{mn} K^{m-1} y.$$  

**Theorem 2.** If $K^* x = 0$ has no nontrivial solution in $H$, then

$$\|y - y^*_{m+1,n}\| \leq \|y - (f + K y^*_{mn})\| \leq \alpha_{mn} \|y - y^*_{mn}\|, \quad m \geq 1,$$

where

$$\alpha_{mn} = \|K - KP_{mn}\| \to 0 \quad \text{as} \quad n \to \infty.$$  

**Proof.** It follows from Eq. (9) that

$$f + K y^*_{mn} = \sum_{j=0}^{m-1} K^j f + KP_{mn} K^{m-1} y.$$  

Since this is of the form (7) with $m$ replaced by $m + 1$, and since $y^*_{m+1,n}$ is the best possible approximation to $y$ of that form, the first inequality of the theorem is obvious. Furthermore, it follows from (10), and from (8) with $m$ replaced by $m + 1$, that

$$y - (f + K y^*_{mn}) = K^m y - KP_{mn} K^{m-1} y = (K - KP_{mn})(K^{m-1} y - P_{mn} K^{m-1} y)$$  

$$= (K - KP_{mn})(y - y^*_{mn}),$$

hence

$$\|y - (f + K y^*_{mn})\| \leq \|K - KP_{mn}\| \|y - y^*_{mn}\|.$$  

It only remains to prove that $\|K - KP_{mn}\| \to 0$ as $n \to \infty$. Since the null space of $K^*$ is trivial, it follows that the null space of $(K^m)^* = (K^*)^m$ is trivial; and hence that the set $\{K^m u_1, K^m u_2, \ldots \}$ is complete in $H$ (since otherwise there exists a nonzero element $x \in H$ satisfying $0 = (x, K^m u_i) = (K^m x, u_i)$ for each $i \geq 1$, which because $\{u_i\}$ is complete yields the contradiction $K^m x = 0$). Thus $P_{mn} x \to x$ as $n \to \infty$ for each $x \in H$. The required result $\|K - KP_{mn}\| \to 0$ then follows exactly as for $\|K - KP_n\|$ in the previous section. Q.E.D.

Again the key step in the proof is a factorization, this time carried out in (11) and based on the property $P_{2mn} = P_{mn}$.

**4. Galerkin and Galerkin-Petrov methods.** The simple Galerkin (or Bubnov-Galerkin) method [3, p. 223] makes use of an approximate solution of the form (2), with the coefficients being fixed by requiring the residual $y_{1n} - f - K y_{1n}$ to be orthogonal to $U_n$ (the span of $u_1, \ldots, u_n$), or equivalently, by requiring that
(12) \[ P_n(y_{1n} - f - Ky_{1n}) = 0, \]

where \( P_n \) is the orthogonal projection operator onto \( U_n \). Since \( P_n y_{1n} = y_{1n} \), it follows that \( y_{1n} \) satisfies an equation of the second kind,

(13) \[ y_{1n} = P_n f + P_n Ky_{1n}. \]

The more general Galerkin-Petrov method \([3, p. 223]\) again makes use of an approximate solution of the form (2), but it uses a second set of linearly independent functions \( \{ \nu_i \} \) to determine the coefficients: Eq. (12) is replaced by

(14) \[ Q_n(y_{1n} - f - Ky_{1n}) = 0, \]

where \( Q_n \) is the orthogonal projection operator onto \( V_n \), the span of \( \nu_1, \ldots, \nu_n \).

Obviously, the Galerkin-Petrov method includes the ordinary Galerkin method as a special case.

Some restriction is necessary on the choice of \( \{ \nu_i \} \) in the Galerkin-Petrov method, to avoid the possibility of \( Q_n y_{1n} \) vanishing, or becoming very small. A suitable restriction \([3, p. 224]\), assumed in the present work, is that the aperture \( \theta(U_n, V_n) \) between \( U_n \) and \( V_n \), which is defined by \([3, p. 205]\)

\[ \theta(U_n, V_n) = \| P_n - Q_n \|, \]

should be strictly less than 1 in the limit,

(15) \[ \lim_{n \to \infty} \theta(U_n, V_n) < 1. \]

It follows easily from this condition and from the completeness of the set \( \{ u_i \} \) that the set \( \{ \nu_i \} \) is necessarily complete.

The following theorem asserts that the approximate solution by the Galerkin-Petrov method is necessarily improved by an iteration for \( n \) sufficiently large, provided that \( 1 \) is not an eigenvalue of \( K \).

**Theorem 3.** If the homogeneous equation \( x = Kx \) has only the trivial solution, and if \( y_{1n} \) is the approximate solution of (1) by the Galerkin-Petrov method and if \( y_{2n} \) is defined by \( y_{2n} = f + Ky_{1n} \), then

\[ \| y - y_{2n} \| \leq \beta_n \| y - y_{1n} \| \leq \beta_n \| y - y_{1n} \|, \]

where \( \beta_n \to 0 \) as \( n \to \infty \).

An explicit expression for \( \beta_n \) is given by Eq. (26).

**Proof.** Since \( K \) is compact and does not have \( 1 \) as an eigenvalue, the solution of Eq. (1) is unique and exists for any \( f \in H \), and can be written

(16) \[ y = (I - K)^{-1} f, \]

where \( I \) is the identity operator, and \( (I - K)^{-1} \) is a bounded linear operator in \( H \).

The first step in the proof is to obtain from (14) an equation of the second kind for \( y_{1n} \), similar to the Galerkin equation (13). From the condition (15), it follows \([3, p. 206]\) that for \( n \) sufficiently large, say \( n \geq n_0 \), \( Q_n \) maps \( U_n \) one-one onto \( V_n \).
Thus, if $Q_n$ denotes the operator $Q_n$ with its domain restricted to $U_n$, the inverse $Q_n^{-1}$ exists for $n \geq n_0$. Furthermore, the inverses are uniformly bounded,

\[(17) \quad \|Q_n^{-1}\| \leq M, \quad n \geq n_0.\]

By applying $Q_n^{-1}$ to Eq. (14), and using $Q_n y_{1n} = \bar{Q}_n y_{1n}$, we obtain the desired equation

\[(18) \quad y_{1n} = \Pi_n f + \Pi_n Ky_{1n}, \quad n \geq n_0,\]

where

\[(19) \quad \Pi_n = \bar{Q}_n^{-1}Q_n.\]

In particular, if $V_n = U_n$, then $\Pi_n = Q_n = P_n$, and (18) reduces to the Galerkin equation (13).

In the general case, it follows from (19) that the range of $\Pi_n$ is $U_n$, and that $\Pi_n^2 = \Pi_n$, so that $\Pi_n$ is a projection operator (in general not orthogonal) onto $U_n$. From (17), $\|\Pi_n\|$ is uniformly bounded,

\[(20) \quad \|\Pi_n\| \leq M, \quad n \geq n_0.\]

It also follows from (19) that $\Pi_n P_n = P_n$ and that $Q_n \Pi_n = Q_n$; hence $I - \Pi_n$ can be written in either of the forms

\[(21) \quad I - \Pi_n = (I - \Pi_n)(I - P_n) = (I - Q_n)(I - \Pi_n).\]

Since $y_{2n} = f + Ky_{1n}$, where $y_{1n}$ satisfies (18), it follows immediately that $y_{1n} = \Pi_n y_{2n}$, hence $y_{2n}$ satisfies

\[(22) \quad y_{2n} = f + K\Pi_n y_{2n},\]

an equation of the second kind with compact kernel $K\Pi_n$.

The operator $K\Pi_n$ converges in norm to $K$, because by virtue of (21) and (20),

\[\|K - K\Pi_n\| = \|(K - KQ_n)(I - \Pi_n)\| \leq \|K - KQ_n\| (1 + M),\]

in which $\|K - KQ_n\| \rightarrow 0$ by the same argument as used for $\|K - KP_n\|$ in Section 2. It follows that $(I - K\Pi_n)^{-1}$ exists as a bounded linear operator for $n$ sufficiently large, and that it converges in norm to the bounded operator $(I - K)^{-1}$. The solution of (22) can therefore be written, for $n$ sufficiently large, as

\[(23) \quad y_{2n} = (I - K\Pi_n)^{-1}f.\]

It follows from (16) and (23) that

\[y - y_{2n} = [(I - K)^{-1} - (I - K\Pi_n)^{-1}]f = (I - K\Pi_n)^{-1}(K - K\Pi_n)(I - K)^{-1}f\]

\[= (I - K\Pi_n)^{-1}(K - K\Pi_n)y.\]

On using $\Pi_n P_n = P_n$, the last factor can be written as
\[(K - K\Pi_n)y = (K - K\Pi_n)(y - P_n y);\]
hence we obtain
\[(25) \quad \|y - y_{2n}\| \leq \|(I - K\Pi_n)^{-1}\| \|K - K\Pi_n\| \|y - P_n y\| = \beta_n \|y - y^*_1\|,
\]
where
\[(26) \quad \beta_n = \|(I - K\Pi_n)^{-1}\| \|K - K\Pi_n\|.
\]
The limit \(\beta_n \to 0\) follows from \(\|(I - K\Pi_n)^{-1}\| \to \|(I - K)^{-1}\|\) and the result \(\|K - K\Pi_n\| \to 0\) proved above.

The remaining inequality \(\|y - y^*_1\| \leq \|y - y_{1n}\|\) follows from the optimal property of \(y^*_1\). Q.E.D.

The key to the rapid convergence established for the Galerkin-Petrov method is the factorization carried out in (24).

The bound on \(\|y - y_{2n}\|\) given by (25) may be very large if \(K\) has an eigenvalue close to 1, so that it may occasionally be useful to note that even in the worst case \(\|y - y_{2n}\|\) is also bounded by
\[
\|y - y_{2n}\| = \|(f + Ky) - (f + Ky_{1n})\| \leq \|K\| \|y - y_{1n}\|.
\]
However, it has been found in practical calculations [7] that the iterated Galerkin approximation retains a marked superiority over the Galerkin approximation itself, even in cases where there is an eigenvalue of \(K\) very near to 1.
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