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This book is a translation of the original Russian edition which was published in 1973. The title is quite general, but the main content is numerical methods for initial or boundary value problems in Mathematical Physics.

After an opening chapter with fundamentals about difference schemes, a chapter follows dealing with Ritz and Galerkin’s methods. The methods are illustrated on simple model equations, and various ways of choosing the subspaces for the finite element method are discussed.

Chapter 3 contains a discussion of the most commonly used methods for solving linear systems of algebraic equations. There is a general description of the most interesting iterative methods, such as SOR, Chebyshev acceleration, conjugate gradients and various splitting methods. The Fast Fourier Transform with different applications is also discussed, but there is nothing about the realization of general direct methods commonly used for finite element problems.

Chapter 4 deals with implicit methods for nonstationary problems, and there is a thorough discussion of splitting methods. The so-called component by component splitting methods, where only one component of the space operator is involved in each substep, receive special attention. They are considered by the author as the most important methods for applications.

Inverse problems, often ill posed, are usually not treated in books of this type, but regarding the importance of such problems, the inclusion of Chapter 5 is a very good idea. Here the problem of finding the coefficients of an operator or the initial state, given the current state, is discussed. Fourier series methods and methods based on perturbation theory are presented.

The discretization of the simplest problems of mathematical physics is discussed in Chapter 6. The Poisson, heat and wave equations are treated as well as the equation of motion, all in the simplest linear form. Only second order schemes are considered, but there is a section about increasing the accuracy by Richardson extrapolation.

Chapter 7 is devoted to the transport equation of radiative transfer theory. Different geometries are discussed, and the splitting technique is again applied.

Chapter 8 is a review of methods in numerical mathematics. The content is based on a talk given by the author at the International Congress of Mathematicians in Nice 1970.

As the author says in the preface, he has concentrated on basic ideas, and that is a good approach. The methods are presented in such a way that they can be easily generalized to more complicated problems. However, since the author emphasizes implicit methods, it would have been natural to include a discussion about methods for solving nonlinear systems of algebraic equations. Other topics which are treated very briefly or not at all, are explicit difference schemes, higher order schemes and the choice of boundary conditions for approximations where this is not trivial.

The book is written in a very clear and nice way. It is well suited to give a good
understanding of the methods treated, and it should be a good help to physicists and
engineers who already have some knowledge of practical problems.

BERTIL GUSTAFSSON

Department of Computer Science
Uppsala University
Uppsala, Sweden

2 [6.15, 12.05.1].—KENDALL E. ATKINSON, A Survey of Numerical Methods for the
Solution of Fredholm Integral Equations of the Second Kind, Society for Industrial

This volume surveys some of the numerical methods available for solving, mainly,
the equation

\[ \lambda x(s) - \int_a^b K(s, t)x(t)\,dt = y(s), \quad -\infty < a \leq s \leq b < +\infty. \]

Emphasis is placed on methods which allow rather general kernels \( K \). The survey in-
cludes mathematically rigorous error analyses which are done with an eye toward their
usefulness for a priori estimation. Computational aspects are also treated, and a number
of illustrative numerical examples given. In the end, flowcharts and FORTRAN listings
for implementations of two methods are reproduced.

I shall now briefly describe the contents.

The first thirty pages, Part I, are devoted to a review of basic results from func-
tional analysis, necessary for the mathematical development.

In Part II, the first two chapters treat a host of different methods: Successive ap-
proximation, Degenerate kernel methods—including ways of obtaining the degenerate
kernels, Projection methods—the collocation and Galerkin methods.

In Chapter 3 the author considers what he calls the Nyström method: Assume
that for \( n = 1, 2, \ldots \) we are given points \( t_{i,n} \in [a, b], \quad j = 1, \ldots, n \), and an approxi-
mate integration procedure

\[ \int_a^b f(s)\,ds \sim \sum_{j=1}^n w_{j,n}f(t_{j,n}). \]

Then obtain \( z_{i,n} \), which should approximate \( x(t_{i,n}) \), by solving the system of equations

\[ \lambda z_{i,n} - \sum_{j=1}^n w_{j,n}K(t_{i,n}, t_{j,n})z_{j,n} = y(t_{i,n}), \quad i = 1, \ldots, n. \]

This method is analyzed for continuous kernels \( K \), using a crucial observation of
Nyström’s. Extensions to the case of singular kernels are given (the product integration
method). In the analysis, the notion of collectively compact operators is used, follow-
ing Anselone and Moore.

The author then notes, in Chapter 4, that the Nyström method probably leads to
larger linear systems of equations than the degenerate kernel or projection methods,
equal accuracy being demanded. These systems are not sparse, but the author feels
that the Nyström method is competitive if certain iterative procedures for solving the
linear systems are employed. These procedures are analyzed.

Finally, in Chapter 5, the author discusses computer programs implementing the
Nyström method, combined with an iteration procedure given by Brakhage. Two pro-
grams are given, the first with the numerical integration scheme (1) being Simpson’s
rule, the second with Gaussian quadrature.

The author succeeds in treating, and making interplay between, the mathematical
and the computational aspects of the surveyed methods, while maintaining high mathe-
matical rigor and giving useful numerical considerations. His value judgements, e.g., his
choice of method to implement in Chapter 5, are well argued from the analysis.

The style of the book is clear and readable, and the misprints few. Interconnections between the methods treated are pointed out, and the text is well integrated.

All in all, this is a delightful volume.

LARS B. WAHLBIN

Department of Mathematics
Cornell University
Ithaca, New York 14853


"The cutoff date for much of the material in AMS 55 is about 1960. In the past 15 years much valuable new information on the special functions has appeared. In some quarters, it has been suggested that a new AMS 55 should be produced. This is not presently feasible. The task would be gigantic and would consume much time. Most certainly the economics of the situation forbids such a program. A feasible approach is a handbook in the spirit of AMS 55, which, in the main, supplements the data given there.

The present volume can be conceived as an updated supplement to that portion of AMS 55 dealing with mathematical functions."

This extensive quote is given so that the reader will have some idea what the author purports to do. Actually, this is not an adequate summary of Luke's book, and the title is misleading. The book is about hypergeometric functions, some of the generalized hypergeometric functions and special cases. Hypergeometric functions are very important, and a number of books need to be written about them from various points of view. But they are not the only useful mathematical functions, so the title of this book is unfortunate.

However, the content of a book is much more important than the title. The main focus is the problem of computing the hypergeometric series

\[ pFq(a_1, \ldots, a_p; b_1, \ldots, b_q; x) = \sum_{n=0}^{\infty} \frac{(a_1)_n \cdots (a_p)_n}{(b_1)_n \cdots (b_q)_n} \frac{x^n}{n!}, \]

where the shifted factorial \((a)_n\) is defined by \((a)_n = a(a+1) \cdots (a+n-1), n = 1, 2, \ldots, (a)_0 = 1\). Among the special cases treated in some detail are the binomial function \((1+z)^a = \binom{a}{n} z^n\), \(\ln(1+z) = z_2F1(1,1;2;-z)\), \(\exp(z) = \Gamma_0F0(-;-;z)\), \(\arcsin z = z_2F1(1/2,1/2;3/2;z^2)\), \(\arctan z = z_2F1(1/2,1;3/2;-z^2)\), the incomplete gamma function \(\gamma(v,z) = v^{-1}z^{v-1}1F1(v,v+1;-z)\), and the error function \(\mathrm{Erf}(z) = \frac{1}{\sqrt{\pi}} \int_0^z e^{-t^2} dt\). The Bessel function \(J_v(z) = [(z/2)^v/v\Gamma(v+1)]_0F1(-v+1;-z^2/4)\), the confluent hypergeometric function \(F_1(a, b; c; z)\), and the classical hypergeometric function \(F_2(a, b; c; z)\) are each treated in separate chapters.

The longest chapter is "The generalized hypergeometric function \(pFq\) and the \(G\)-function." The function \(3F2(a, b; c; d; e; 1)\) is very important, and it was completely omitted from AMS 55. For example, the functions

\[ 3F2(-n, n + \alpha + \beta + 1, -x; \alpha + 1, -N; 1) \]
are a set of polynomials orthogonal with respect to
\[
\binom{X + \alpha}{x} \binom{N - x + \beta}{N - x} \binom{N + \alpha + \beta + 1}{N}
\]
for \( n, x = 0, 1, \ldots, N \), when \( \alpha, \beta > -1 \) or \( \alpha, \beta < -N \). This important set of orthogonal polynomials, usually called Hahn polynomials but actually discovered in 1875 by Chebyshev, is starting to play an increasingly important role in applied mathematics. Karlin and McGregor came across them in population genetics; Ph. Delsarte used them in coding theory; and Cooper, Hoare and Rahman used them to solve a probability problem which arose in statistical mechanics. In addition, they play an important role in coupling of angular momenta in quantum mechanics. Unfortunately, with the exception of a paragraph on page 168, there is no mention of applications of \( 3F_2 \)'s. The orthogonality is never mentioned. Delsarte's work is less than five years old and the work of Cooper, Hoare and Rahman was not written when this book was published, so the author has a good reason for not including these specific references. However, the work of Karlin and McGregor is over fifteen years old and is relatively well known. I know at least ten other papers on these polynomials. So some reference to them should have been given somewhere in this book. The same goes for the other discrete orthogonal polynomials of Charlier, Krawtchouk, and Meixner. The treatment of them in **AMS 55** is so sketchy as to be essentially worthless. A supplement to **AMS 55** in this area would have been very useful. There are interesting questions concerning the location of the zeros of some of these polynomials which fit in perfectly with the philosophy stated in the preface: "Numerical values of functions are but a facet of the overall problem. We desire approximations to compute functions and their zeros, to simplify mathematical expressions such as integrals and transforms, and to facilitate directly the mathematical solution of a wide variety of functional equations such as differential equations, integral equations, etc."

The main portions of this book deal with two different methods of approximating hypergeometric functions. In the first, the function is expanded in a series of Chebyshev polynomials and the partial sums of this series are used to approximate the function. A Chebyshev polynomial expansion of a function on \((0, a)\) is nothing more than a Fourier expansion of this function treated as an even function on \((-a, a)\), so it is somewhat surprising not to find Zygmund's book, *Trigonometric Series*, in the bibliography. Zygmund does not consider the problem of actually adding the terms of a series to get a number, but it has so many useful bits of information that anyone who uses Chebyshev expansions should be familiar with the mathematics in Zygmund's book. Some of the tricks which can be used to numerically evaluate a series are given in Luke's book, such as Clenshaw's observation that Homer's method of nesting a power series can be used on series whose terms satisfy a recurrence relation.

The other method used to compute hypergeometric functions is to construct Padé approximations, i.e. rational functions which are best local approximations at a given point among all rational functions of given degree. In the chapter on Bessel functions the very useful idea of using recurrence relations in a backward way to construct minimal solutions is treated.

There are a few misprints, mostly of a trivial nature. However, I was unable to figure out what (48) on page 170 should be. The comment on page 166 after (14) is only correct if the series terminate. Formula (24) on page 167 is not due to Rice (1944). It is a limiting case of a very important formula of John Dougall and was stated explicitly in the 1920's if not in Dougall's 1907 paper. Unfortunately, Dougall's sum of a "two-balanced, very well poised \( 3F_6 \)" is not mentioned, nor is Whipple's trans-
formation of a balanced $\binom{4}{3}$ to a very well poised $\binom{7}{6}$. These are the formulas which lie behind many of the explicit sums that are known.

The remark on page 243 is correct, and it would have been helpful if some indication of its importance had been given. It is the reason for the existence of Hahn polynomials as orthogonal polynomials, and it has been used to prove deep inequalities for some $\binom{3}{2}$'s. As it stands, it looks like just another random comment, while it is actually a very important remark.

Richard Askey

Mathematics Research Center
University of Wisconsin-Madison
Madison, Wisconsin 53706


The importance of complex function theory in applied mathematics both from a qualitative and from a numerical standpoint is indisputable. Thus, the appearance of a modern treatment emphasizing the manipulative and computational aspects of the subject will be welcomed by those interested in applying mathematics in many areas, and by numerical mathematicians in particular.

This volume, the first of three, is devoted to power series, analytic continuation, complex integration, elementary conformal mapping, polynomials, and partial fractions. The second, scheduled to appear shortly, will include material pertinent to the analysis of ordinary differential equations, special functions, integral transforms, and continued fractions, while the last volume will treat topics bearing on the study of partial differential equations.

The treatment of power series is divided into two chapters. The first, on formal power series, discusses the formal manipulation of series in considerably more detail than usual, including composition and reversion as well as formal differentiation and algebraic operations. Convergence is not introduced until the second chapter in which, anticipating the need for analytic functions of matrices in discussing systems of differential equations, the variable is taken as an element of a general Banach algebra. Most of the standard results on convergence, analyticity, composition and inversion carry through with this generalization, and so do many of the properties of the elementary transcendental functions.

A distinctive feature of the next chapter, on analytic continuation, is the discussion of the techniques necessary to make the Weierstrass process a constructive one by reducing the number of terms included in the successive power series expansions.

The fourth chapter, of over 100 pages, is primarily devoted to complex integration and its many applications, but also includes an analytic treatment of the Laurent series, and of the principle of the argument.

The discussion of conformal mapping in Chapter 5 (to be extended in the next volume) begins with an exposition of the geometric approach to complex analysis. A thorough treatment of the Moebius transformation is followed by a brief development of the theory of holomorphic functions and their equivalence to analytic functions. Applications of the techniques developed so far to problems of two-dimensional electrostatics, fluid dynamics and elasticity are given before presenting the general mapping theorem, the symmetry principle, and the Schwarz-Christoffel mapping function.

Although there are interesting variations and extensions, and a refreshing selection of new illustrative examples, these first chapters are primarily standard material. The next two are less usual. Chapter 6, on polynomials, begins with material such as the
Horner algorithm, Descartes' rule of signs, and Sturm sequences, which used to be presented under the title "Theory of Equations," and may now be found in some numerical analysis texts. It then proceeds to more sophisticated topics including the geometry of zeros, the numbers of zeros in discs and half-planes (including the stability problem), and "circular arithmetic." The chapter concludes with a careful treatment of the problem of actually finding zeros numerically, both by refining inclusion regions, and by the more classical iterative techniques.

Polynomial zeros also play an important role in the final chapter on partial fractions; they are needed to construct partial fraction representations for rational functions; but conversely, the Hankel determinants, and the quotient-difference (qd) algorithm, which are developed in this chapter, are valuable in finding zeros of polynomials. In fact, the discussion of the qd algorithm in this chapter is entirely directed toward the location of poles and zeros. Applications to convergence acceleration and the construction of corresponding continued fractions will presumably be considered in the next volume.

As might be expected, there are a number of misprints, and some annoying indexing omissions. Most of these will undoubtedly be corrected in the later printings which this work clearly deserves.

In summary, all the standard material appears, supplemented by applications to problems to which the author has himself contributed significantly.

The treatment is modern in the sense that there is no hesitation in using the generalizations of abstract algebra when they can contribute to extending the domain of application of the results. It is applied both in the sense that there are many illustrations of the use of complex analysis in physics, engineering, and even mathematics, and also in the wide range of mathematics which is brought to bear on the problems of complex analysis, including Banach algebras, groups, fields, and integral domains from abstract algebra, and matrix algebra, the Jordan normal form, Gershgorin theory, and classical determinant results from linear algebra. The necessary definitions and results in these areas are included, however, so that the reader without broad training in mathematics should still be able to follow, and may be helped to realize that few branches of mathematics are irrelevant to the applied mathematician.

The exposition is supplemented by many worked examples, by a large number of exercises (unfortunately without solutions or hints), and each chapter includes a set of suggestions for somewhat more extensive investigations to be used as seminar assignments. Both the examples and the exercises extend the scope of the treatment by presenting useful supplementary results.

The work which this volume begins has been expected at least since 1963, when Henrici deferred proofs of most of the results in his definitive review of the quotient-difference algorithm to a forthcoming book. Most readers will agree that it has been worth waiting for, and will eagerly anticipate the appearance of the last two volumes. It may well be that Henrici will replace Whittaker and Watson as the standard source for results in applied complex analysis.

Henry C. Thacher, Jr.

Department of Computer Science
University of Kentucky
Lexington, Kentucky 40506