TABLE ERRATA


In Table 9.5, on p. 409, the final digit in the 10D values of \( j_{0,s} \) should be decreased by a unit when \( s = 4, 5, \) and \( 8 \), as implied by a calculation of Gerber [1]. Also, the 10D value of \( J'_0(j_{0,s}) \) for \( s = 2 \) should be increased by a unit in the last place.

A recalculation to 15S of those parts of Table 9.8 (pp. 416–422) involving \( I_n(x) \) revealed the following terminal-digit errors in addition to those announced by Fettis and Caslin [2], [3]. The 10D values of \( e^{-x}I_0(x) \) should each be increased by a final unit when \( x = 10.4, 16.0, 18.6, 19.4, \) and 19.6. The 10D values of \( e^{-x}I_1(x) \) should each be similarly increased when \( x = 10.4, 12.2, 13.2, 14.6, 16.0, 16.8, \) and 18.0, and they should be decreased by a like amount when \( x = 13.0, 15.0, 16.4, 17.2, \) and 19.0. The 10D values of \( x^{-2}I_2(x) \) should be increased by a final unit when \( x = 0.4, 1.5, 1.6, 1.9, 3.9, \) and 4.0, and they should be decreased by the same amount when \( x = 0.8, 2.3, 4.5, \) and 5.0. When \( x = 3.4 \) an increase of two final units is necessary. The 9D values of \( e^{-x}I_2(x) \) should each be increased by a final unit when \( x = 6.3 \) and 8.0, and the 9D value of \( x^{1/2}e^{-x}I_1(x) \) should be similarly increased when \( x^{-1} = 0.050 \).

A similar recalculation of Table 9.9 (pp. 423–424) revealed that the 5S value of \( e^{-x}I_6(x) \) should be increased by a final unit when \( x = 13.5 \). (It should be noted that beginning with the fourth printing the value of \( e^{-x}I_6(x) \) when \( x = 0.2 \) has been corrected to read \((-9)1.1388\) in place of \((-8)1.1388\).)

In Table 9.10 (pp. 425–427) the 7D value of \( 10^{11}x^{-11}I_{11}(x) \) should be increased by a final unit when \( x = 5.0 \). The 5–6D values of \( 10^{24}x^{-20}I_{20}(x) \) should each be decreased by a final unit when \( x = 9.8 \) and 19.4. The 5–6D values of \( 10^{26}x^{-21}I_{21}(x) \) should be similarly decreased when \( x = 0.2 \) and 0.8, and increased by the same amount when \( x = 0.4, 5.6 \) and 9.4. The 8D values of \( \ln[x^{1/2}e^{-x}I_{10}(x)] \) should be increased by a final unit when \( x^{-1} = 0.048, 0.047, 0.040, 0.039, 0.037, 0.025, 0.020, 0.019, 0.013, 0.008, 0.007, 0.005, 0.004, \) and 0.002. The 6D values of \( \ln[x^{1/2}e^{-x}I_n(x)] \) should be similarly increased for \( n = 20, x^{-1} = 0.004 \) and for \( n = 21, x^{-1} = 0.049 \).

It should be noted that these end-figure corrections are within the error tolerance specified on p. ix of the Introduction.
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The value of \( \gamma \) here to 7114D is correct only to 4879D. Starting at 4880D the
value here is \( \ldots 2349 \) while it should be \( \ldots 9424 \). Correspondingly, the continued fraction for \( \gamma \) here is correct only to the partial quotient \( a_{4793} = 3 \). Beyond this it is wrong. The error was discovered when I compared these tables with Brent's work — see UMT 1 in this issue. The authors traced it to an error in their value of \( \ln 2 \) at 4879D, and attribute it to a machine error. The long history of \( \pi, \gamma, \) etc. shows that it is necessary to compute them twice, using different formulas, if the results are to be really trustworthy. These errors affect the text in the review above and also in their paper [1].

The authors have now recomputed these numbers. The new copy is marked "Revision of UMT 19, Jan. 21, 1976." It is placed in the same folder as the original copy.

D. S.


On p. 516, the right side of formula 4.117.5 (and its source in the tables of Bierens de Haan [1]) should read

\[-ae^{-a} - ch \ln(1 - e^{-2a}).\]
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Recalculation to 15S of Tables VII and VIII, using Algorithm BESLRI by Sookne [1], has revealed a total of 248 terminal-digit errors in the 9D values of \( I_0(x) \) and \( I_1(x) \) therein. Just three of these errors occur in the values of \( I_0(x) \); namely, the final decimal should be increased by a unit for \( x = 1.09, 1.15, \) and 4.31.

In the 9D table of \( I_1(x) \) the final decimal should be increased by a unit in 80 entries, corresponding respectively to \( x = 0.03, 0.07, 0.09, 0.14, 0.16, 0.19, 0.24, 0.32, 0.43, 0.48, 0.50, 0.55, 0.64, 0.70, 0.77, 0.80, 0.85, 0.91, 1.02, 1.03, 1.04, 1.07, 1.08, 1.09, 1.18, 1.21, 1.30, 1.33, 1.35, 1.36, 1.37, 1.39, 1.42, 1.49, 1.50, 1.51, 1.55, 1.59, 1.70, 1.83, 1.94, 1.98, 1.99, 2.03, 2.29, 2.35, 2.43, 2.44, 2.77, 2.79, 2.82, 2.83, 2.95, 3.04, 3.16, 3.23, 3.25, 3.31, 3.36, 3.40, 3.41, 3.45, 3.58, 3.59, 3.77, 3.84, 3.94, 3.97, 4.19, 4.21, 4.23, 4.25, 4.43, 4.61, 4.63, 4.77, 4.79, 4.82, 4.84, and 5.05; it should be decreased by a unit in the 124 entries corresponding to \( x = \ldots 0.05, 0.11, 0.13, 0.18, 0.21, 0.23, 0.26, 0.31, 0.33, 0.41, 0.53, 0.61, 0.62, 0.66, 0.67, 0.75, 0.99, 1.12, 1.14, 1.17, 1.29, 1.46, 1.53, 1.57, 1.64, 1.68, 1.69, 1.73, 1.75, 1.77, 1.82, 1.84, 1.85, 1.87, 1.97, 2.07, 2.10, 2.12, 2.13, 2.17, 2.27, 2.33, 2.45, 2.48, 2.49, 2.50, 2.54, 2.57, 2.58, 2.62, 2.64, 2.68, 2.69, 2.70, 2.72, 2.84, 2.85, 2.87, 2.89, 2.98, 3.03, 3.12, 3.14, 3.29, 3.30, 3.32, 3.33, 3.35, 3.44, 3.47, 3.48, 3.49, 3.51, 3.54, 3.57, 3.67, 3.68, 3.71, 3.72, 3.73, 3.74, 3.78, 3.82, 3.85, 3.88, 3.89, 3.92, 3.93, 3.95, 3.98, 4.01, 4.03, 4.04, 4.08, 4.09, 4.10, 4.12, 4.15, 4.18, 4.26, 4.29, 4.31, 4.32, 4.33, 4.34, 4.35, 4.46, 4.47, 4.49.
4.51, 4.54, 4.55, 4.56, 4.62, 4.64, 4.65, 4.66, 4.68, 4.73, 4.76, 4.83, 4.85, 4.94, and 5.10.

An increase of two final units in the values of $I_0(x)$ is required when $x = 0.87, 0.88, 0.89, 2.91$, and a decrease of the same amount is required when $x = 0.72, 0.73, 1.11, 1.13, 1.15, 1.16, 1.25, 2.67, 3.27, 3.52, 3.91, 4.07, 4.11, 4.27, 4.28, 4.48, 4.53, 4.69, 4.71, 4.74, 4.86, 4.89, 4.91, 5.06, and 5.09.

Furthermore, the final decimal digit of $I_0(x)$ should be increased by three units when $x = 0.86$, and it should be decreased by a similar amount when $x = 0.74, 4.06, 4.52, 4.67, 4.72, 4.87, 4.88, 4.92, 4.93, 5.07, and 5.08.

The 41 errors amounting to two or three final units confirm the remark of Comrie on p. xv of [2] regarding the accuracy of the corresponding tables computed by Lodge, which in abridged form constitute the present tables.

The only gross error in these tables (occurring in the value of $I_0(x)$ for $x = 4.86$) has been announced in [3, p. 825].

Reference may also be made here to the more extensive 15S tables of these functions in [4].
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The following corrections should be made in this book:

<table>
<thead>
<tr>
<th>page</th>
<th>line</th>
<th>change</th>
</tr>
</thead>
<tbody>
<tr>
<td>97</td>
<td>7</td>
<td>$\cos(x) + i \sin(x)$, read $\cos(y) + i \sin(y)$.</td>
</tr>
<tr>
<td>100</td>
<td>5</td>
<td>$k^q$, read $k^q - 1$.</td>
</tr>
<tr>
<td>102</td>
<td>2</td>
<td>$[1, 1/16]$, read $[0, 1/16]$.</td>
</tr>
<tr>
<td>103</td>
<td>2</td>
<td>$2x$, read $2x$.</td>
</tr>
</tbody>
</table>

On p. 103, left column, lines 4–6, the three precisions quoted for the range $[0, 1/20]$ are all less than that which can be obtained. Compare, for example, the precisions given for the wider range $[0, 1/16]$ on the preceding page of the text.
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On p. 114 the left side of the formula should read $\Gamma(\frac{1}{2} + \nu) [I_{\nu}(x) + L_{\nu}(x)]$ in place of $\Gamma(\frac{1}{2} + \nu) [I_{\nu}x - L_{\nu}(z)]$. 

License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use
Also, at the top of page 170, the formula should read:

\[ P_{v-1}(x) = P_{v}(x), \]

in place of \[ P_{v-1}(x) = P_{v}(x). \]
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