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Abstract. This paper contains graphs and tables of the function

\[ A_{p,q}(\alpha, x) = \int_{-\infty}^{\infty} (2\pi)^{-1} \exp\{iy^{p}/p - \alpha y^{q}/q + ixy\} \, dy \]

and its indefinite integral for \( p = 3, 5, 7 \), for \( q = 2, 4, 6 \), and for several values of \( \alpha \) with \( \alpha > 0 \). It is shown how these tables should influence the choice of an artificial viscosity for a difference scheme for a linear hyperbolic equation.

1. Introduction. This paper consists primarily of graphs and tables of values of the generalized Airy function

\[ A_{p,q}(\alpha, x) = (2\pi)^{-1} \int_{-\infty}^{\infty} \exp\{iy^{p}/p - \alpha y^{q}/q + ixy\} \, dy \]

and its integral

\[ A_{p,q}^{\text{int}}(\alpha, x) = (2\pi)^{-1} \int_{-\infty}^{\infty} y^{-1} \exp\{iy^{p}/p - \alpha y^{q}/q + ixy\} \, dy. \]

Here, \( \alpha > 0 \), \( x \) is real, and \( p \) and \( q \) are natural numbers such that \( q \) is even and \( p \) is odd, \( p \geq 3 \). The improper integral (1.2) is the Cauchy principal value. We computed these tables because the solution of a linear hyperbolic equation with constant coefficients behaves near a discontinuity like the integral \( A_{p,q}^{\text{int}} \). See [4] and [5]. Our tables show the magnitude and extent of the numerically induced oscillations.

Our results show that it is better to add an artificial viscosity to a nondissipative difference scheme than to use a difference scheme with the viscosity built in. The reason is that if \( q < p \) as in the upstream-difference method, the viscosity becomes predominant as \( t/h \) increases, and if \( q > p \) as in the Lax-Wendroff method, the viscosity weakens as \( t/h \) increases. On the other hand, for a nondissipative scheme with order of accuracy \( p - 1 \), if the artificial viscosity is a discretization of

\[ Q = -(-1)^{q/2} \delta h^{q(p-1)}/p q^{-1} \partial^{q} u/\partial x^{q} \]

\((q \text{ even})\), then the amount of viscosity as measured by the parameter \( \alpha \) in (1.1) and (1.2) is independent of \( h \),

\[ \alpha = \delta t(p-q)/p. \]

We see that \( \alpha \) gives a measure of the effective diffusive time scale. Note, though, that with the artificial viscosity (1.3) \( \alpha \) is an increasing function of \( t \) if \( p > q \) and a decreasing function of \( t \) if \( p < q \).
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The behavior of a high-order difference scheme near a discontinuity is as follows. Suppose we use a non-dissipative difference scheme with order of accuracy $p - 1$ and artificial viscosity (1.3). Then for fixed $t$ the oscillations near a discontinuity extend over a distance

$$O(h^{(p-1)/p}).$$

We see that there is a slight improvement as $p$ increases. Our tables show that as $p$ increases ($p = 3, 5, 7$) there is also a decrease in the amplitude of the oscillations. As we increase $q$, though, the damping near the wave front is decreased. In fact, it is only for $q = 2$ that there is no overshoot.

Let us emphasize that we consider here only linear equations with linear artificial viscosity. The behavior of difference schemes for nonlinear equations with shocks is different. Nonlinear artificial viscosities of the form

$$(1.4) Q = -(-1)^m h^{2m(p-1)/(2m)} D^m (|Du|^r Du)$$

are in common use [9, p. 313], [7], where $Du$ denotes $\partial u/\partial x$. It is not usual, though, to use this particular power of $h$. The reason for using a nonlinear viscosity of the form (1.4) is that one wants the effect to be greatest when $|Du|$ is large. If $r$ is even, the computation is more efficient because we do not need to check $\text{sgn}(Du)$. Finally, let us remark that the clipping algorithm of Boris and Book [1] is very good for discontinuities of the sort $u = \text{sgn}(x)$, but for $u = \text{sgn}(x) - x$ it produces a staircase.

We have concentrated on the behavior of a difference scheme near a discontinuity of the solution of the differential equation. It is also of interest to know the behavior near a discontinuity of a derivative. If the discontinuity were in the derivative of order $r$, we would need to compute tables of the $(r + 1)$-fold indefinite integral of the generalized Airy function $Ai_{p,q}$.

Our graphs and tables are in the Appendix which appears in the microfiche section of this issue. In Section 2 we describe the graphs and tables and tell how we computed them. In Section 3 we show how the generalized Airy functions apply to various difference schemes.

2. Description of the Tables. In the Appendix are three sets of graphs with adjoining tables. The first set (Figures 1–17 and Tables 1–9) gives four local extrema of $Ai_{p,q}(\alpha, x)$. The second set (Figures 18–23 and Tables 10–12) shows the function

$$(2.1) F_q(x) = (2\pi)^{-1} \int_{-\infty}^{\infty} \exp(-y^q/q + ixy) dy$$

and its integral. Finally, the third set (Figures 24–105 and Tables 13–53) consists of graphs and tables for the functions $Ai_{p,q}$ and $Ai_{p,q}$.

The function $Ai_{p,q}(\alpha, x)$ is known [5] to oscillate about the value $-1/2$ for negative values of $x$. If $p = 3$ and either $\alpha = 0$ or $q = 2$, we have

$$\lim_{x \to \infty} Ai_{p,q}(\alpha, x) = 1/2$$
monotonically. Otherwise, the function \( A_{i\alpha,q}(\alpha, x) \) oscillates about the value 1/2 for positive values of \( x \). The amplitudes of these oscillations are important in numerical analysis. The first set of graphs and tables shows the values for \( p = 3, 5, 7 \) and \( q = 2, 4, 6 \) of \( A_{i\alpha,q}(\alpha, x) \) at the first three negative local extrema and at the first positive local maximum. Of the three negative local extrema the first is a local minimum and usually the absolute minimum, the second is a local maximum, and the third is a local minimum.

We point out some peculiarities. For \( q = 2 \) and \( p = 5 \) or \( p = 7 \) the first two negative local extrema coalesce and disappear near \( \alpha = 3 \) or \( \alpha = 3.2 \), respectively. In fact, we see values of \( \alpha \) for which the first negative local minimum is greater than \(-1/2\). Similarly, for \( q = 2 \) and \( p = 5 \) the third and fourth negative extrema coalesce near \( \alpha = 4.8 \), and for \( q = 2 \) and \( p = 7 \) the first and second positive local extrema coalesce near \( \alpha = 4.1 \). For \( p = 3 \) and \( q = 2 \) there is no positive local maximum. For \( p = 3 \) and \( q = 6 \) the first two positive local extrema coalesce as \( \alpha \) decreases to some value between 0.2 and 0.3.

The second set of graphs and tables is labeled "P-term missing" and shows the function \( F_q(x) \) defined by Eq. (2.1) and its integral, the Cauchy principal value of

\[
F_iq(x) = (2\pi)^{-1} \int_{-\infty}^{\infty} y^{-1} \exp\{-y^q/q + ixy\} dy.
\]

The importance of these functions is that they show the limiting behavior of the generalized Airy functions for large viscosity,

\[
\lim_{\alpha \to \infty} \alpha^{1/q} A_{i\alpha,q}(\alpha, \alpha^{1/q}x) = F_q(x), \quad \lim_{\alpha \to -\infty} A_{i\alpha,q}(\alpha, \alpha^{1/q}x) = F_iq(x).
\]

For this reason we include the case \( q = 2 \), even though \( F_2 \) is the Gaussian function

\[
F_2(x) = (2\pi)^{-1/2} \exp\{-x^2/2\},
\]

and \( F_i2(x) \) differs from the error function by 1/2. It is clear that \( F_q \) is an even function, so that it would have been sufficient to plot and print its values for positive \( x \). For ease of comparison with the generalized Airy functions we used for both \( F_q \) and \( Ai_{i\alpha,q} \) a format appropriate for the Airy functions. We remark that since \( \exp\{-y^q/q\} \) and \( e^{ixy} \) are G-functions [8], it follows that \( F_q(x) \) is also a G-function. In fact, it is not hard to show that in terms of the hypergeometric function \( _0F_{q-2} \) we have

\[
F_q(x) = \sum_{m=0}^{q-2} b_m x^{m_0} _0F_{q-2}(\delta_{m1}, \delta_{m2}, \ldots, \delta_{m,q-2}; (-1)^{q/2}x^q/q^{q-1}),
\]

\[
b_m = 0 \quad (m \text{ odd}),
\]

\[
b_m = (-1)^{m/2}q^{(m+1)/q} \Gamma((m + 1)/q)/(m!q\pi) \quad (m \text{ even}).
\]

Here, \( \delta_{m1}, \delta_{m2}, \ldots, \delta_{m,q-2} \) are the consecutive numbers \((m + 2)/q, (m + 3)/q, \ldots, (m + q)/q \) with \( q/q \) omitted.

The first three negative local extrema for \( F_iq \) and \( F_i6 \) are as follows
Hence, by (2.2) we have the limiting behavior of the first three local extrema of $A_{i}^{(p,q)}$ for $q = 4, 6$. It is obvious that $F_i^q$ is monotone.

The final set of graphs and tables is of values of $A_{i}^{(p,q)}(\alpha, x)$ and $A_{ii}^{(p,q)}(\alpha, x)$ for $p = 3, 5, 7$ and $q = 2, 4, 6$. They appear in the order $(p, q) = (3, 2), (3, 4), (3, 6), (5, 2), \ldots$. For all values of $p$ and $q$ we give the generalized Airy function and its integral for $\alpha = 0.5, 1, 2, 4$. The case $\alpha = 0$ is given only for $q = 2$, because $A_{i}^{(p,q)}(0, x)$ is independent of $q$. For $q = 2$ and $p = 5, 7$ we include the case $\alpha = 3$ in order to show the coalescence of the first two negative extrema.

We close this section with a description of the methods of computation. The derivative of order $r$ of the generalized Airy function may be written

(2.3) $A_{i}^{(r)}(\alpha, x) = \pi^{r/2} \frac{d^{r}}{dx^{r}} \exp\{\frac{\alpha x}{2} - \frac{\alpha x^2}{12}\}$

$r = -1, 0, 1, \ldots$. In order to make the exponential decay as $|y| \to \infty$, we replace the path of integration by the ray in the complex plane

$y = ze^{i\theta}, \quad 0 < z < \infty, \quad \theta = \pi/(2(p + q))$. 

For $r = -1$ we must add the contribution $2\theta/\pi$ from the pole at the origin. For any given positive number $\epsilon$ it is easy to find an $R$ such that

$\pi^{-1} \left| \int_{R}^{\infty} \exp\{ie^{i\theta} z^{p}/p - \alpha e^{iq} z^{q}/q + ixe^{i\theta} z\} \, dz \right| < \epsilon.$

We now use Romberg integration to compute the integral on the interval $0 \leq z \leq R$. In fact, the trapezoid rule for this integral is a finite complex Fourier series which is evaluated by the fast Fourier transform. The values of $A_{i}^{(p,q)}$ and $A_{ii}^{(p,q)}$ were computed by this method. The values of $F_{i}^{q}$ and $F_{ii}^{q}$ were computed in the same way but without the rotation of the path of integration. In order to find the local extrema of $A_{ii}^{(p,q)}$, we used Newton’s method, which requires evaluation of the integrals (2.3) for $r = -1, 0, 1$.

We checked our results as follows. First, it is easy to see that

$A_{i}^{3,2}(\alpha, x) = \exp\{\alpha x/2\} A_i(x + \alpha^2/4),$

where $A_i$ is the usual Airy function. Second, the function $A_{ii}^{(p,q)}$ is a solution of the ordinary differential equation

(2.4) $(-1)^{(p-1)/2} u(p) - \alpha(-1)^{q/2} u(q) + xu' = 0,$

which may be solved numerically once we have evaluated the integral (2.3) at a starting...
value \( x \) for \( r = -1, 0, 1, \ldots, \max(p, q) - 2 \). The difficulty with this method is that for \( q \geq 6 \) and for \( p \geq 7 \) (and also for \( p = 5 \) if \( x < 0 \)) the differential equation (2.4) has a parasitic solution which dominates \( A_{ii_{p, q}} \) as \( x \) increases and another parasitic solution which dominates \( A_{ii_{p, q}} \) as \( x \) decreases. Hence, we must restart the computation fairly often. We found that it is better to start at a maximal value of \(|x|\) and go toward the origin, using a stiff equation solver [6].

We make a remark regarding our method of computing values of the integral (2.3). The method is adequate for the values of \( x \) we used, but for larger values of \(|x|\) there would be roundoff error from cancellation. We would then need to use a contour which better approximates the optimal path through the saddle points [4], [5].

3. Applications to Difference Schemes. We consider difference schemes for the equation
\[
(3.1) \quad u_t + u_x = 0 \quad (-\infty < x < \infty, t > 0)
\]
with \( u(x, 0) = \text{sgn}(x)/2 \). Our applications are based on the amplification function [9, p. 67] for the difference scheme. We assume that the difference scheme is stable. The amplification function has the form
\[
G(\xi) = \exp\{\lambda(-i\xi + iA(\xi) - B(\xi))\},
\]
where \( A \) and \( B \) are real, periodic functions such that
\[
A(\xi) = c^p/p + O(\xi^{p+2}) \quad (\xi \to 0),
\]
\[
B(\xi) = \epsilon^q/q + O(\xi^{q+2}) \quad (\xi \to 0).
\]
Here, \( p \) is odd, \( q \) is even, \( c \neq 0 \), and \( \lambda \) is the mesh ratio \( \lambda = \Delta t/h, h = \Delta x \). It may happen that \( B = 0 \), in which case the difference scheme is nondissipative. Otherwise, we have \( \epsilon > 0 \).

It was shown in [4] that if \( v_k^n \) denotes the solution of the difference scheme at the grid point \( x = kh, t = n \Delta t \) with \( v_k^0 = \text{sgn}(kh)/2 \), then near the wave front we have the asymptotic estimate
\[
V_k^n \sim A_{ii_{p, q}}(\alpha, \gamma),
\]
\[
(3.2) \quad \alpha = \epsilon |c|^{-q/p} (\lambda t/h)^{(p-q)/p},
\]
\[
\gamma = \omega \text{sgn}(c) |c|^{-1/p} (t/h)^{(p-1)/p}.
\]
Here, \( \omega \) is the scaled distance from the wave front \( \omega = (x - t)/t \). It was shown in [4] that the region of validity of (3.2) if \( q < p \) is
\[
(3.3) \quad (\epsilon t/h) |c|^{-(p+2)/(p^2-p)} |\omega|^{(q+2)/(p-1)} \to 0,
\]
\[
(3.4) \quad |\omega| |c|^{-1/p} (t/h)^{(p-1)/(p+2)} \to 0.
\]
If \( p < q \), the region of validity of (3.2) is [4]
\[
(3.5) \quad |\omega| |c|^{-1/q} (t/h)^{(q-1)/(q+2)} \to 0
\]

Together with (3.3). Actually, the condition (3.3) was not needed in [4] because \( \epsilon \) was taken to be constant there; it is not hard to show by the methods of [4] that (3.3) is needed if \( \epsilon \) is allowed to vary. We remark that the numbers \( p, q, c, \) and \( \epsilon \) for a difference scheme may be obtained from the Maclaurin series for \( \log(G(\xi)) \).
If $p$ and $q$ are known, $c$ and $\epsilon$ may alternatively be obtained by a modification of the method used to find the local truncation error. This method is easier. One substitutes into the difference scheme a smooth solution $u$ of the equation

$$(3.6) \quad u_t + u_x = (-1)^{(p-1)/2} c^p - 1 h^p \frac{\partial^p u}{\partial x^p} - (-1)^{(q/2)} e^{-1} q^q - 1 h^q \frac{\partial^q u}{\partial x^q}.$$ 

One then makes Taylor expansions, using Eq. (3.6) to eliminate derivatives with respect to $t$, and one chooses $c$ and $\epsilon$ so that the low-order terms cancel. We give an example in a moment. It is remarkable that this procedure is valid for a differential equation with a discontinuous solution, but it was shown in [4] and [5] that it is valid under conditions (3.3), (3.4) if $q < p$ and under conditions (3.3), (3.5) if $p < q$. Chin [2] has found the error of the approximation in a special case.

We now give some examples.

**Example 1. Upstream differences.** For the upstream-difference method

$$(3.7) \quad v_{k+1}^n - v_k^n = \lambda (v_{k+1}^n - v_k^n),$$

we know that $q = 2$ and $p = 3$. Upon substituting a smooth function $u$ into Eq. (3.7) and using Taylor expansions, we obtain

$$(3.8) \quad \frac{u_t}{h} + \frac{(h/2) u_{tt}}{h^2} + \frac{(h^2/6) u_{ttt}}{h^3} + O(h^3) = -u_x + \frac{(h/2) u_{xx}}{h^2} - \frac{(h^2/6) u_{xxx}}{h^3} + O(h^3).$$

In our case Eq. (3.6) becomes

$$u_t = -u_x + \frac{(\epsilon h/2) u_{xx}}{h^2} - \frac{(c h^2/3) u_{xxx}}{h^3},$$

so that

$$u_{tt} = u_{xx} - \epsilon h u_{xxx} + O(h^2), \quad u_{ttt} = -u_{xxx} + O(h).$$

Consequently, the terms of (3.8) cancel to within $O(h^3)$ if and only if

$$\epsilon = 1 - \lambda, \quad c = (1 - \lambda)(1 - 2\lambda)/2.$$ 

Thus, if $\lambda \neq 1/2$, we have obtained $\epsilon$ and $c$ for the estimate (3.2) under conditions (3.3), (3.4). Note that $p > 5$ if $\lambda = 1/2$.

**Example 2. The Lax-Wendroff method.** The Lax-Wendroff method [9, p. 331], when used for (3.1) has the amplification factor

$$G(\xi) = 1 - i\lambda \sin \xi - \lambda^2(1 - \cos \xi),$$

so that

$$\log G(\xi) = \lambda(i\xi + (1 - \lambda^2) 2^{-1} \xi^3/3 - \lambda(1 - \lambda^2) 2^{-1} \xi^5/4 + O(\xi^5))$$

as $\xi \to 0$. Thus, we have (3.2) under conditions (3.3), (3.5) with $p = 3$, $q = 4$.

$$c = (1 - \lambda^2)/2, \quad \epsilon = \lambda(1 - \lambda^2)/2.$$ 

**Example 3. Fromm’s method.** Fromm’s method [3] when applied to (3.1) has the amplification factor

$$G(\xi) = 1 - i(\lambda/2) \sin \xi (1 + e^{-i\xi}) - (\lambda/2)(\lambda + (\lambda - 2)e^{-i\xi})(1 - \cos \xi).$$

Consequently, we have
\[ \log G(\xi) = \lambda (-i\xi + 3\xi^3/3 + 4\xi^4/4 + O(\xi^5)) \]
as \( \xi \to 0 \) with
\[ c = -(1 - \lambda)(1 - 2\lambda)/4, \quad e = (1 - \lambda)(1 - \lambda + \lambda^2)/2. \]
If \( 0 < \lambda < 1/2 \) or \( 1/2 < \lambda < 1 \), we have (3.2) under conditions (3.3), (3.5) with \( p = 3 \) and \( q = 4 \). If \( \lambda = 1/2 \), we have to determine \( p \ (p > 5) \) and \( c \) by keeping higher order terms.

**Example 4. The leapfrog scheme.** The leapfrog scheme for (3.1) is
\[ v_{n+1}^n - v_{n-1}^n = \lambda(v_{n+1} - v_{n-1}). \]
The solution to difference equation (3.9) has two waves, one with amplification factor
\[ G(\xi) = -i\lambda \sin \xi + (1 - \lambda^2 \sin^2 \xi)^{1/2}, \]
the other with amplification factor
\[ G_2(\xi) = -i\lambda \sin \xi - (1 - \lambda^2 \sin^2 \xi)^{1/2}. \]
The wave generated by \( G_2 \) has a front with speed \(-1\), but it is easy to show that this wave has amplitude \( O(h^2) \) if the starting values \( v_0^n \) and \( v_k^1 \) are correct to within \( O(h^2) \). Consequently, we focus our attention on \( G_1 \). It is clear that for \( 0 < \lambda < 1 \) we have
\[ |G_1(\xi)| = 1 \quad (-\infty < \xi < \infty). \]
Hence, there is no \( q \)-term, or equivalently, \( a = 0 \) in (3.2). The Maclaurin series for \( \log G_1(\xi) \) has the form
\[ \log G_1(\xi) = \lambda (-i\xi + (1 - \lambda^2)2^{-1} \xi^3/3 + O(\xi^5)). \]
Consequently, we have \( p = 3 \) and
\[ (3.10) \quad c = (1 - \lambda^2)/2. \]

Our asymptotic relation (3.2) is valid only if (3.4) holds, but because the difference scheme is not dissipative, the oscillations extend over a long distance. It is known [10] that the solution of (3.9) with initial data
\[ v_k^0 = \text{sgn}(kh)/2, \quad v_k^1 = \text{sgn}(kh - \lambda h)/2 \]
differs from the exact solution to (3.1) by \( O((h/t)^{1/2}) \) over every interval
\[ |x| < \theta t \quad (0 < \theta < 1). \]
In order to reduce this error, one usually adds an artificial viscosity. If this artificial viscosity is linear, the model equation (3.6) takes the form
\[ u_t + u_x = -(ch^2/3)u_{xxx} - \epsilon(-1)^{q-1/2} q^{-1} h^{q-1} \frac{\partial^q u}{\partial x^q}. \]
One ordinarily chooses \( q = 2 \) or \( q = 4 \). If \( q = 2 \) and \( \epsilon = \delta h^{1/3} \) for a fixed constant \( \delta \), then (3.2) takes the form
\[ v_k^n \sim Aii_{3,2}(\alpha, y), \]
\[ \alpha = \delta c^{-2/3}(\lambda t)^{1/3}, \]
\[ y = (\alpha - t)(ct)^{-1/3} h^{2/3}. \]
with \( c \) as in (3.10). Note that this choice of \( \epsilon \) makes \( \alpha \) independent of \( h \). The artificial viscosity is a discretization of \((\delta h^{4/3}/2)u_{xx}\). Similarly, if we want \( q = 4 \) and

\[
v^n_k \sim Aii_{3,4}(\alpha, y)
\]

with \( \alpha \) independent of \( h \), we take \( \epsilon = \delta h^{1/3} \). The artificial viscosity is then a discretization of \(- (\delta h^{8/3}/4)u_{xxxx} \).

**Example 5. Fourth-order schemes.** For a fourth-order, nondissipative scheme Eq. (3.2) takes the form

\[
v^n_k \sim Aii_{5, q}(0, y)
\]

under condition (3.4) with \( p = 5 \). Here,

\[
y = (x - t)(|c|t)^{-1/5} \text{sgn}(c)h^{-4/5}.
\]

If we want positive \( \alpha \) independent of \( h \), we add to the difference scheme an artificial viscosity which is a difference approximation to one of the following

\[
\begin{align*}
\delta h^{1.6} & \partial^2 u/\partial x^2 & (q = 2), \\
-\delta h^{3.2} & \partial^4 u/\partial x^4 & (q = 4), \\
\delta h^{4.8} & \partial^6 u/\partial x^6 & (q = 6), \ldots.
\end{align*}
\]

Other examples of model equations (3.6) are given in [11].