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Abstract. This paper illustrates the application of a "Sinc-Galerkin" method to the approximate solution of linear and nonlinear second order ordinary differential equations, and to the approximate solution of some linear elliptic and parabolic partial differential equations in the plane. The method is based on approximating functions and their derivatives by use of the Whittaker cardinal function. The DE is reduced to a system of algebraic equations via new accurate explicit approximations of the inner products, the evaluation of which does not require any numerical integration. Using $n$ function evaluations, the error in the final approximation to the solution of the DE is $O(e^{-cn^{1/2d}})$, where $c$ is independent of $n$, and $d$ denotes the dimension of the region on which the DE is defined. This rate of convergence is optimal in the class of $n$-point methods which assume that the solution is analytic in the interior of the interval, and which ignore possible singularities of the solution at the endpoints of the interval.

1. Introduction and Summary. The function $sinc(x)$ is defined on the real line by

\begin{equation}
\text{sinc}(x) = \frac{\sin(\pi x)}{\pi x}.
\end{equation}

The Whittaker cardinal function of an arbitrary function $f$ is defined for any $h > 0$ by

\begin{equation}
\mathcal{C}(f, h, x) = \sum_{k=-\infty}^{\infty} f(kh) \text{sinc} \left( \frac{x - kh}{h} \right), \quad h > 0,
\end{equation}

whenever this series converges.

The approximation of $f$ using a finite number of terms of (1.2) has been extensively studied. The paper [8] contains a review of the properties of $C(f, h, x)$, which were discovered by E. T. Whittaker [16], J. M. Whittaker [17], Hartly [5], Nyquist [9] and Shannon [12]. In [13] new approximations are derived by means of $C(f, h, x)$, for interpolating, integrating and approximating the Fourier (over $(-\infty, \infty)$ only) and Hilbert transforms over $(-\infty, \infty)$, $(0, \infty)$ and $(-1, 1)$. In [7] the function $C(f, h, x)$ is used to obtain formulas for approximating the derivatives of functions over $(-\infty, \infty)$, $(0, \infty)$ and $(-1, 1)$.

In the present paper we use the results of [13] for solving second order
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ordinary and partial differential equation boundary value problems. For purposes of explanation of the procedure, we consider the following situation. Let \( d > 0 \), let \( \mathcal{D}_d \) denote the region \( \{ z = x + iy : |y| < d \} \) in the complex plane and let \( \phi \) be a conformal map of a simply-connected domain \( \mathcal{D} \) onto \( \mathcal{D}_d \), such that \( \phi(a) = -\infty \) and \( \phi(b) = \infty \), where \( a \) and \( b \) (\( \neq a \)) are boundary points of \( \mathcal{D} \). Let \( \psi \) denote the inverse of \( \phi \), set \( \Gamma = \psi((-\infty, \infty)) \) and \( x_k = \psi(kh), \ k = 0 \pm 1, \pm 2, \ldots \), where \( h > 0 \).

![Figure 1.1. The domains \( \mathcal{D} \) and \( \mathcal{D}_d \)](image)

We seek an approximate solution of the linear boundary value problem

\[
L(f)(x) = f'''(x) + \mu(x)f''(x) + \nu(x)f'(x) - \sigma(x) = 0, \quad x \in \Gamma,
\]

(1.3)

\[ f(a) = f(b) = 0, \]

on \( \Gamma \). To this end, we assume that \( \mu, \nu \) and \( \sigma \) are analytic in \( \mathcal{D} \), and that (1.3) has a unique solution \( f \) on \( \Gamma \), which is analytic in \( \mathcal{D} \). We furthermore assume that

\[
\int_{\partial \mathcal{D}} \left| \frac{f''(z)}{\phi'(z)} \right| \, dz < \infty;
\]

(1.4)

\[
\int_{\partial \mathcal{D}} \left| \frac{f'(z)\mu(z)}{\phi'(z)} \right| \, dx < \infty;
\]

(1.5)

\[
\int_{\partial \mathcal{D}} \left| \frac{f(z)\nu(z)}{\phi'(z)} \right| \, dz < \infty;
\]

(1.6)

\[
\int_{\partial \mathcal{D}} \left| \frac{\sigma(z)}{\phi'(z)} \right| \, dz < \infty;
\]

(1.7)

and

\[
|f(x)| \leq Ce^{-\alpha|\phi(x)|} \quad \text{on} \ \Gamma,
\]

(1.8)

where \( C \) and \( \alpha \) are positive constants, and where \( \partial \mathcal{D} \) denotes the boundary of \( \mathcal{D} \). Notice that the above assumptions allow \( f \) to have singularities at \( a \) and \( b \).

We approximate \( f \) on \( \Gamma \) by

\[
f(x) \approx f_N(x) = \sum_{k=-N}^{N} f_k S(k, h) \circ \phi(x),
\]

(1.9)

where

\[
S(k, h)(x) = \frac{\sin \left( \frac{\pi}{h} (x - kh) \right)}{\frac{\pi}{h} (x - kh)}.
\]

(1.10)
The general Galerkin method enables us to determine the $f_k = f(x_k)$ by solving the linear system of equations $(Lf_N, S(k, h) \circ \phi) = 0$, $k = -N, -N + 1, \ldots, N$. We choose instead to obtain an approximate solution of the system

$$(L(f), S(k, h) \circ \phi) = 0, \quad k = -N, -N + 1, \ldots, N,$$

where the inner product in (1.11) is defined by

$$(u, v) = \int g(x)u(x)v(x)dx,$$

where $g$ plays the role of a weight function. For the case of second order problems, it is convenient to take

$$(1.13) \quad g(x) = \frac{1}{\phi'(x)}.$$ 

Let us use the notation

$$(1.14) \quad \delta^{(0)}_{jk} = \begin{cases} 1 & \text{if } j = k, \\ 0 & \text{if } j \neq k, \end{cases} \quad \delta^{(1)}_{jk} = \begin{cases} 0 & \text{if } j = k, \\ \frac{(-1)^{k-j}}{k-j} & \text{if } j \neq k, \end{cases} \quad \delta^{(2)}_{jk} = \begin{cases} -\frac{\pi^2}{3} & \text{if } j = k, \\ \frac{-2(-1)^{k-j}}{(k-j)^2} & \text{if } j \neq k. \end{cases}$$

With this notation, we obtain the following approximate explicit expressions for the inner products in (1.11):

$$(1.15) \quad \int g(x)u(x)S(k, h) \circ \phi(x)dx \approx \frac{g_k}{\phi_k} \delta^{(0)}_{jk}, \quad \int g(x)\mu(x)f(x)S(k, h) \circ \phi(x)dx \approx \frac{g_k\mu_k}{\phi_k} f_k, \quad \int g(x)\nu(x)f'(x)S(k, h) \circ \phi(x)dx \approx \frac{g_k}{\phi_k} f_k' \delta^{(1)}_{jk}, \quad \int g(x)\nu(x)f''(x)S(k, h) \circ \phi(x)dx \approx \frac{g_k}{\phi_k} f_k'' \delta^{(2)}_{jk}. $$
where \( g_k = g(x_k) \), etc. These explicit expressions make "collocation" and "Galerkin" synonymous for this method. The choice \( h = (\pi d/aN)^{\frac{1}{2}} \) and \( g(x) = 1/\phi'(x) \) yields \( O(N^{3/2} e^{-\pi d a N^{1/2}}) \) accuracy for each of the approximations in (1.15).

Using (1.15) in (1.11), we obtain a linear system of equations for \( 2N + 1 \) numbers \( f_k \). The dominant matrix of the system is \([\delta_{kj}^{(2)}]\) (see Eq. (2.47)). Contrary to the case of finite difference or finite element methods, which lead to sparse matrices, the matrix \([\delta_{kj}^{(2)}]\) is a well-conditioned full symmetric negative definite matrix, with condition number less than \((N + 1)^2\).

The resulting approximation \( f_N \) in (1.9) satisfies

\[
(1.16) \quad |f(x) - f_N(x)| \leq C' N^{3/2} e^{-\pi d a N^{1/2}}
\]

for all \( x \in \Gamma \). While \( n \)-point finite difference or finite element methods converge at the rate \( O(n^{-P}) \), where \( P \) is usually 0 or 1, the rate of convergence (1.16) cannot be improved [15]. That is, there is no basis \( \{\psi_k^{(N)}\}_{k=-N}^{N} \) such that \( f_N(x) = \sum_{k=-N}^{N} c_k \psi_k^{(N)}(x) \) converges to \( f \) faster than the rate (1.16) for all problems of the type (1.3) satisfying the above analyticity assumptions and the conditions (1.4)–(1.8).

For example, if \( a = 0 \), \( b = 1 \) in (1.3), it is convenient to take for \( \mathcal{D} \) the region

\[
(1.17) \quad \mathcal{D} = \{z = x + iy : |\arg[z/(1 - z)]| < d\}
\]

(see Figure 2.1). Then \( \phi(z) = \log[z/(1 - z)] \), \( \phi'(z) = z^{-1}(1 - z)^{-1} \) and \( \psi(w) = \frac{1}{2} + \frac{1}{2} \tanh(w/2) \). In this case \( x_k = \frac{1}{2} + \frac{1}{2} \tanh(kh/2) \), and \( \Gamma = \psi(-\infty, \infty) = (0, 1) \).

We could then use the above procedure to solve problems having regular singular points at 0 and 1, such as

\[
(1.18) \quad f'' - \frac{\cos 2\pi x}{x(1-x)} f' + \frac{2x^2 + 1}{x^2(1-x)^2} f - x^{\alpha-1}(1-x)^{\alpha-2} = 0, \quad f(0) = f(1) = 0,
\]

or singular perturbation problems, such as

\[
(1.19) \quad \epsilon f'' - \frac{3}{1-x} f = \frac{x^3 e^{-x}}{1-x}, \quad f(0) = f(1) = 0.
\]

For the problem (1.18) and (1.19) the condition (1.8) reduces to \( |f(x)| \leq C x^\alpha (1-x)^\alpha \) on \((0, 1)\). If \( \epsilon \) is small in (1.19), then it may be necessary to take \( \alpha \) small in order to satisfy this condition, resulting in a larger error (see (1.16)).

Nonlinear equations can similarly be handled. For example, a term such as \( F(x, f(x), f'(x)) \) appearing in the equation \( L(f) = f'' + F(x, f, f') = 0 \) is handled in (1.11) via the formula

\[
(1.20) \quad \int_{\Gamma} g(x) F(x, f(x), f'(x)) S(k, h) \phi(x) dx \approx h F(x_k, f_k, f_k') \frac{g_k}{\phi_k},
\]

and the third of (1.15) may now be used to replace \( f'_k \) by a linear combination of \( f_{-N}, f_{-N+1}, \ldots, f_N \).

\[\text{---}\]

1 We mention that classical finite difference methods or finite element methods are based on achieving (locally or globally) exactness for polynomials of certain degree. Such a method can never converge faster than \( O(n^{-P}) \) in the presence of singularities. The basis functions of the present method are not polynomials; rather, they are entire functions composed with conformal maps.
In Section 2 of the paper we derive the approximation formulas (1.15), along with error bounds, we give a brief description of the matrices \( \delta^{(1)}_{jk} \) and \( \delta^{(2)}_{jk} \); and we give explicit derivations of (1.15) for the special intervals \((0, 1), (-1, 1), (0, \infty)\) and \((-\infty, \infty)\). In Section 3 we illustrate the application of the previously derived formulas to the approximate solution of the simple "model" problems \( f'' = -2, f''' = f - f^3/x^2, u_t = u_{xx} \) and \( u_{xx} + u_{yy} = 1 \), with appropriate boundary conditions. Typically, a matrix of order 33 yields 4–5 decimal accuracy in all of these cases. In Section 4 we carry out an error analysis, proving the \( O(e^{-cn^{1/2}}) \) rate of convergence referred to above.

The approximate methods of [7], [13] have previously been effectively applied to the approximate solution of integral equations via Galerkin-type methods in [2], [10], [11]. In [6] an effective Galerkin-type method is derived in [13] to obtain an approximate solution to the problem \( f'' = f - f^3/x^2, f(0) = f(\infty) = 0 \) via the minimization of a certain nonlinear functional. In all of these cases the error of an approximate solution converges at the optimal rate, \( O(e^{-cn^{1/2}}) \).

2. Preliminaries and Fundamentals. In this section we shall recall some known properties [8] and derive some new properties of Whittaker's cardinal function, which we shall require in this paper.

Definition 2.1. Let \( R \) denote the real line, \( C \) the complex plane, and let \( B(h) \) denote the family of all functions defined on \( C \) that are entire, such that \( f \in L^2(R) \) and such that

\[
|f(z)| \leq Ce^{\pi|x|/h}, \quad z = x + iy \in C,
\]

for some constant \( C \). Set

\[
S(j, h)(x) = \text{sinc}\left(\frac{x - jh}{h}\right)
\]

and

\[
\delta^{(n)}_{jk} = S^{(n)}(j, 1)(k) = \left(\frac{d}{dx}\right)^n S(j, 1)(x)|_{x=k}.
\]

In particular, we have

\[
\delta^{(0)}_{jk} = \begin{cases} 1 & \text{if } j = k, \\ 0 & \text{if } j \neq k, \end{cases}
\]

\[
\delta^{(1)}_{jk} = \begin{cases} 0 & \text{if } j = k, \\ (-1)^{k-j} \frac{k-j}{k-j} & \text{if } j \neq k, \end{cases}
\]

\[
\delta^{(2)}_{jk} = \begin{cases} -\frac{\pi^2}{3} & \text{if } j = k, \\ \frac{-2(-1)^{k-j}}{(k-j)^2} & \text{if } j \neq k. \end{cases}
\]
Theorem 2.2 [8]. Let \( f \in B(h) \). Then \( f(z) = C(f, h, z) \). Moreover,

\[
(2.5) \quad f(z) = \int_{-\pi/h}^{\pi/h} g(t) e^{izt} dt \quad \text{for some} \ g \in L^2 \left( -\frac{\pi}{h}, \frac{\pi}{h} \right);
\]

\[
(2.6) \quad f(z) = \frac{1}{h} \int_{-\infty}^{\infty} \text{sinc} \left( \frac{z-t}{h} \right) f(t) dt;
\]

\[
(2.7) \quad \int_{-\infty}^{\infty} |f(x)|^2 dx = h \sum_{k=-\infty}^{\infty} |f(kh)|^2;
\]

and the sequence \( \{h^{-n/2} S(k, h)\}_{k=-\infty}^{\infty} \) is, therefore, a complete orthonormal sequence in \( B(h) \);

\[
(2.8) \quad f \in B(h) \Rightarrow f' \in B(h).
\]

Theorem 2.3. Let \( \delta_{jk}^{(n)} \) be defined as in (2.3). Then

\[
(2.9) \quad \int_{-\infty}^{\infty} \left\{ \text{sinc} \left[ \frac{x-jh}{h} \right] \right\}^{(n)} \text{sinc} \left[ \frac{x-kh}{h} \right] dx = h^{1-n} \delta_{jk}^{(n)}, \quad n = 0, 1, 2, \ldots.
\]

Proof. Let us set

\[
(2.10) \quad f(t) = S(j, h)(t)
\]

and let us note that \( f \in B(h) \). By Eq. (2.8) it thus follows that \( f^{(n)} \in B(h), n = 0, 1, 2, \ldots \). Equation (2.9) thus follows by taking \( f = S(j, h)^{(n)} \) in (2.6), and noting by (2.3) that

\[
(2.11) \quad S^{(n)}(j, h)(kh) = h^{-n} \delta_{jk}^{(n)}.
\]

Definition 2.4. Let \( d > 0 \), and let \( B(\mathcal{V}_d') \) denote the family of all functions \( f \) that are analytic in

\[
(2.12) \quad \mathcal{V}_d = \{ z = x + iy : |y| < d \},
\]

such that

\[
(2.13) \quad \int_{-d}^{d} |f(x + iy)| dy \to 0 \quad \text{as} \ x \to \pm \infty
\]

and such that \( N(f, \mathcal{V}_d') < \infty \), where

\[
(2.14) \quad N(f, \mathcal{V}_d') = \lim_{y \to d-} \left\{ \int_{-\infty}^{\infty} |f(x + iy)| dx + \int_{-\infty}^{\infty} |f(x - iy)| dx \right\}.
\]

Theorem 2.5 [13]. Let \( h \) and \( d \) be positive, let \( f \in B(\mathcal{V}_d') \), and let \( \epsilon(f) \) be defined by

\[
(2.15) \quad \epsilon(f)(x) = f(x) - C(f, h, x), \quad x \in R.
\]
Then,
\[ e(f)(x) = \frac{\sin(\pi x/h)}{2\pi i} \int_R \left[ \frac{f(t + id)}{(t - x + id) \sin[(t + id)\pi/h]} - \frac{f(t - id)}{(t - x - id) \sin[(t - id)\pi/h]} \right] dt. \]

Moreover,
\[ \|e(f)\|_\infty = \sup_{x \in \mathbb{R}} |e(f)(x)| \leq \frac{N(f, V')}{2n d \sin(n d/h)}. \]

**Definition 2.6.** Let $D$ be a simply-connected domain in the complex plane $\mathbb{C}$, and let $D'_d$ be defined as in (2.12). Let $\phi$ be a conformal map of $D$ onto $D'_d$, and let $\psi = \phi^{-1}$ denote the inverse map. Let $a = \psi(-\infty)$ and $b = \psi(\infty) \neq a$ be boundary points of $D$, and let us take
\[ \Gamma = \{ w \in D : w = \psi(x), -\infty \leq x \leq \infty \}. \]

Let $B(D)$ denote the family of all functions that are analytic in $D$, such that for $u$ real
\[ \int \psi(L + u) |f(z)| \, dz \to 0 \quad \text{as} \quad u \to \pm \infty, \]
where
\[ L = \{ iy : -d \leq y \leq d \}, \]
and such that
\[ N(f, D) = \liminf_{C \to \partial D, C \in D} \int_C |f(z)| \, dz < \infty. \]
(Note that if $f \in B(D)$, then $f \circ \psi \in B(D'_d)$.) Set
\[ x_k = \psi(kh), \quad k = 0, \pm 1, \pm 2, \ldots, \]
and let $g$ be a function which is analytic in $D$, which plays the role of a weight function in the inner products, and whose properties we shall determine in the sequel. Finally, we set
\[ S_j(z) = g(z) \sin \left[ \frac{\phi(z) - jh}{h} \right] = g(z) S(j, h) \circ \phi(z). \]

The following result was established in [7].

**Theorem 2.7.** Let $m$ be a nonnegative integer, and let $f \phi'/g \in B(D)$. Let there exist positive constants $\alpha, C_0$ depending only on $m$, $d$ and $g$, $C_1$ depending only on $m$ and $g$, and $C_2$ depending only on $m$, $g$ and $f$, such that
\[ \left| \frac{f(x)}{g(x)} \right| \leq C_2 e^{-\alpha|\phi(x)|} \quad \text{for all} \quad x \in \Gamma, \]
\[ \left| \left( \frac{d}{dx} \right)^n S_k(x) \right| \leq C_1 h^{-n} \quad \text{for all} \quad x \in \Gamma \]
\[ \left| \left( \frac{d}{dx} \right)^n \left\{ \frac{g(x) \sin \left[ \pi \phi(x)/h \right]}{\phi(x) - \phi(x)} \right\} \right| \leq C_0 h^{-n} \quad \text{for all} \quad x \in \Gamma, \quad z \in \partial D \]
\[ n = 0, 1, \ldots, m. \]
Then there exists a constant $K$ depending only on $m$, $d$, $a$, $g$ and $f$ such that if $h = \sqrt[\frac{1}{2}]{a/(\alpha N)}$, then

\begin{equation}
|f^{(n)}(x) - \sum_{j=-N}^{N} \frac{f(x_j)}{S(x_j)} S^{(n)}(x)| \leq KN^{(n+1)/2} \exp\left[-(nd\alpha N)^{\frac{1}{2}}\right]
\end{equation}

for all $x \in \Gamma$, and for $n = 0, 1, \ldots, m$.

**Theorem 2.8** [13]. If $f \in B(\mathcal{D})$, then the identity\footnote{Here and henceforth $\int_{\partial} f(z)dz$ is defined by $\liminf_{\mathcal{C} \rightarrow \partial} \int_{\mathcal{C}} f(z)dz$, for any $f \in B(\mathcal{D})$.}

\begin{equation}
\frac{f(x)}{\phi(x)} - \sum_{j=-\infty}^{\infty} \frac{f(x_j)}{\phi'(x_j)} S(j, h) \phi(x) = \frac{\sin \left[ \frac{\pi \phi(x)/h}{2\pi} \right]}{2\pi i} \int_{\partial} \frac{f(z)dz}{[\phi(z) - \phi(x)] \sin \left[ \frac{\pi \phi(z)/h}{h} \right]}
\end{equation}

is valid for all $x \in \Gamma$. Moreover,

\begin{equation}
\int_{\Gamma} f(x)dx - h \sum_{j=-\infty}^{\infty} \frac{f(x_j)}{\phi'(x_j)} = \frac{1}{2} \int_{\partial} \frac{\exp \left[ \frac{\pi \phi(z)}{h} \right] \text{sgn Im} \phi(z)}{\sin \left[ \frac{\pi}{h} \phi(z) \right]} f(z)dz.
\end{equation}

The results of this theorem may be conveniently combined with those of the formulas obtained above, to yield explicit approximate expressions for inner products. The results of the following lemma are useful for bounding the error of these approximate expressions.

**Lemma 2.9.** If $|\text{Im} z| = d > 0$ and if $k$ is an integer, then

\begin{equation}
\left| \frac{1}{2} \frac{sinc \left[ \frac{(z - kh)/h}{\sin(\pi z/h)} \right]}{C_1(h, d)} \right| \leq C_1(h, d) = \frac{h}{2\pi d};
\end{equation}

\begin{equation}
\left| \frac{1}{2} \frac{(d/dz) \left\{ \frac{sinc \left[ \frac{(z - kh)/h}{\sin(\pi z/h)} \right]}{\sin(\pi z/h)} \right\}}{C_2(h, d)} \right| \leq C_2(h, d) = \frac{d + (h/\pi)\tanh(\pi d/h)}{2d^2 \tanh(\pi d/h)};
\end{equation}

\begin{equation}
\left| \frac{1}{2} \frac{-d^2}{dz^2} \left\{ \frac{sinc \left[ \frac{(z - kh)/h}{\sin(\pi z/h)} \right]}{\sin(\pi z/h)} \right\} \right| \leq C_3(h, d) = \frac{[(2h/\pi) + \pi^2 d/h] d \tanh(\pi d/h) + 2d}{2d^3 \tanh(\pi d/h)};
\end{equation}

\begin{equation}
|\sin(\pi z/h)| \geq \sinh(\pi d/h), \quad |\cos(\pi z/h)| \leq \cosh(\pi d/h).
\end{equation}

**Proof.** We shall only prove (2.31), since the proofs of the remaining cases are similar, and we omit them. We have

\begin{equation}
w = \frac{d}{dz} \left\{ S(k, h)(z) \right\} = \frac{\cos \left[ \frac{\pi(z - kh)/h}{\pi(z - kh)} \right] - h \sin \left[ \frac{\pi(z - kh)/h}{\pi(z - kh)} \right]}{z - kh}.
\end{equation}
Now if \(|\text{Im } z| = d\), then \(|z - kh| \geq d\), \(|\cos[\pi(z - kh)]| \leq \cosh(\pi d/h)\) and \(|\sin(\pi z/h)| \geq \sinh(\pi d/h)\); hence
\[
\left| \frac{w}{\sin(\pi z/h)} \right| \leq \frac{1}{d \tanh(\pi d/h)} + \frac{h}{\pi d^2} = C_2(h, d).
\]

**Theorem 2.10.** Let \(\delta_{jk}^{(n)}\) be defined as in (2.3) and (2.4), let \(C_j(h, d)\) be defined as in Lemma 2.9, let \(x_k\) be defined as in (2.22), \(S_k\) as in (2.23), set \(F_k = F(x_k)\) for an arbitrary function \(F\), and let \(r\) and \(f\) be functions which are analytic in \(\mathcal{D}\).

(a) Let \(rg \in B(\mathcal{D})\). Then
\[
|\int_{\Gamma} r(x)f(x)S_k(x) dx - h \frac{f_k r_k S_k}{\phi_k^0} | \leq C_1(h, d)N(rg, \mathcal{D})e^{-\pi d/h}.
\]

(b) Let \(\lim_{x \to a} \lim_{x \to b} \phi_k(x) = 0\) as \(x \to a\) and as \(x \to b\) along \(\Gamma\), and let \((rg)'f\) and \(r \phi f' \in B(\mathcal{D})\). Then
\[
\left| \int_{\Gamma} r(x)f'(x)S_k(x) dx + h \sum_{j=-\infty}^{\infty} f_j \left\{ \frac{(rg)'}{\phi_j^0} \delta_{kj}^{(0)} - \frac{(rg)'}{\phi_j} \delta_{kj}^{(1)} + \frac{(rg)'}{\phi_j^2} \delta_{kj}^{(2)} \right\} \right| \leq [C_1(h, d)N(f(rg)'), \mathcal{D}) + C_2(h, d)N(rg \phi', \mathcal{D})]e^{-\pi d/h}.
\]

(c) Let \(\lim_{x \to a} \lim_{x \to b} \phi_k(x) = 0\) as \(x \to a\) and as \(x \to b\) along \(\Gamma\), and let \((rg)'f\), \(f(2(rg)' \phi' + rg \phi'')\) and \((rg)'f' \phi \in B(\mathcal{D})\). Then
\[
\left| \int_{\Gamma} r(x)\phi f''(x)S_k(x) dx \right.
\]
\[
- \left. h \sum_{j=-\infty}^{\infty} \phi_j \left\{ \frac{(rg)'}{\phi_j^0} \delta_{kj}^{(0)} + \frac{2(rg)' \phi_j + (rg) \phi_j'}{\phi_j} \delta_{kj}^{(1)} + (rg) \phi_j^2 \delta_{kj}^{(2)} \right\} \right| \leq [C_1(h, d)N(f(rg)''), \mathcal{D}) + C_2(h, d)N(f(2(rg)' \phi' + rg \phi'') + C_3(h, d)N(rg \phi')^2, \mathcal{D})] \cdot e^{-\pi d/h}.
\]

**Proof.** We shall only prove the (b)-part of Theorem 2.9, since the proofs of the (a)- and (c)-parts are similar.

We find, upon integration by parts, that
\[
\int_{\Gamma} r(x)f'(x)S_k(x) dx = r(x)f(x)S_k(x) \bigg|_a^b
\]
\[
- \int_{\Gamma} f(x)[r(x)S'_k(x) + r'(x)S_k(x)] dx.
\]

The first term on the right-hand side vanishes, by assumption of the (b)-part of the
theorem, while by expansion of the second part of (2.37), we have
\[
\int_{\Gamma} r(x)f'(x)S_k(x)\,dx
\]
(2.38)
\[-\int_{\Gamma} f(x)((rg)'(x)S(k, h) \circ \phi(x) + (rg\phi')(x)S'(k, h) \circ \phi(x)) \, dx.
\]
Hence by replacing \(f\) in (2.29) by the integrand on the right-hand side of (2.38), and noting that if \(z \in \partial \mathcal{D}\), then \(|\text{Im } \phi(z)| = d\) and
\[
\exp\left[\frac{in}{h} \phi(z) \text{sgn } \text{Im } \phi(z)\right] = e^{-\pi d/h}
\]
we find by (2.29), Lemma 2.9 and Theorem 2.3, that
\[
\left| \int_{\Gamma} r(x)f'(x)S_k(x)\,dx + h \sum_{j=-\infty}^{\infty} f_j \left\{ \frac{(rg)'_j}{\phi'_j} \delta^{(0)}_{kj} + \frac{(rg)_j \delta^{(1)}_{kj}}{h} \right\} \right| 
\leq e^{-\pi d/h} \int_{\partial \mathcal{D}} \left| C_1(h, d)|f(rg)'(z)| + C_2(h, d)|(rg\phi')(z)| \right| \,|dz|,
\]
which is just (2.35).

**Theorem 2.11.** Let \(N\) be a positive integer, \(\alpha\) a positive constant, and take \(h = \lfloor n d/(\alpha N) \rfloor^{1/2}\).

(a) Under the assumptions of Theorem 2.9(a),
\[
\left| \int_{\Gamma} r(x)f(x)S_k(x) \, dx - \frac{f_k r_k g_k}{\phi_k} \right| \leq K_1 \frac{e^{-(\pi d \alpha N)^{1/2}}}{N^{1/2}},
\]
where \(K_1\) depends only on \(f, r, g, d\) and \(\alpha\);

(b) If \(|\{rg\}'(x)| \leq K_2 \exp[-\alpha |\phi(x)|] \) on \(\Gamma\), then under the assumptions of Theorem 2.9(b),
\[
\left| \int_{\Gamma} r(x)f'(x)S_k(x) \, dx + h \sum_{j=-N}^{N} f_j \left\{ \frac{(rg)'_j}{\phi'_j} \delta^{(0)}_{kj} + \frac{(rg)_j \delta^{(1)}_{kj}}{h} \right\} \right| 
\leq K_2 e^{-(\pi d \alpha N)^{1/2}}, \quad k = -N, -N + 1, \ldots, N,
\]
where \(K_2\) depends only on \(f, r, g, d\) and \(\alpha\);

(c) If \(\{2(rg)' + rg\phi''/\phi'\}'(x)\) and \(\{rg\phi'/\phi\}'(x)\) are bounded by \(K_3 \exp[-\alpha |\phi(x)|] \) on \(\Gamma\), then under the assumptions of Theorem 2.9(c),
\[
\left| \int_{\Gamma} r(x)f''(x)S_k(x) \, dx \right|
\leq K_3 N^{1/2} e^{-(\pi d \alpha N)^{1/2}}, \quad k = -N, -N + 1, \ldots, N,
\]
where \(K_3\) depends only on \(f, r, g, d\) and \(\alpha\).
Proof. The proof is similar to that of Theorem 8.1 of [13], and we omit it.

The results of Theorem 2.10 are especially suited to the solution of linear differential equations via a Galerkin method, for which the functions \( \{S_k/g\} \) are the approximating basis functions. We remark that we could have obtained alternate expressions of \( \int_{\Gamma} r(x)f^{(n)}(x)S_k(x) \, dx \), by combining Eqs. (2.29) and (2.27), i.e., if \( r(gf)^{(n)} \in B(\mathcal{D}) \), then by Eq. (2.29)

\[
\left| \int_{\Gamma} r(x)f^{(n)}(x)S_k(x) \, dx - \frac{hr_k g f^{(n)}(x_k)}{\phi_k} \right| \leq C_1(h, d)N(rg f^{(n)}, \mathcal{D})e^{-\pi d/h};
\]

and we could now use (2.29) to approximate \( f^{(n)}(x_k) \) on \( \Gamma \). However, the resulting expressions are usually not as accurate as those of Theorem 2.10. Nevertheless the pair of equations (2.27) and (2.29) do form a powerful combination for purposes of solving nonlinear equations. For example, if \( g \in B(\mathcal{D}) \), where \( G = G(x, f(x), f'(x)) \), then

\[
\left| \int_{\Gamma} G(x, f(x), f'(x))S_k(x) \, dx - h \frac{G(x_k, f(x_k), f'(x_k))}{\phi(x_k)} g(x_k) \right| \leq C_1(h, d)N(G, \mathcal{D})e^{-\pi d/h};
\]

if the conditions of Theorem 2.7 are satisfied for \( m = 1 \), we may now replace \( f'(x_k) \) in (2.43) by the approximation

\[
f'(x_k) \approx \sum_{j=-N}^{N} \frac{f_j}{h} \left[ g_j \delta_j^{(0)} + g_j' \delta_j^{(1)} \right]
\]

given by Eq. (2.27).

The approximating expressions of Theorem 2.10 may be more compactly expressed by means of matrices. To this end, let \( m = 2N + 1 \), and let \( S_m \) and \( f_m \) be column vectors defined by

\[
S_m(x) = \begin{pmatrix}
S_{-N}(x) \\
S_{-N+1}(x) \\
\vdots \\
S_N(x)
\end{pmatrix}, \quad f_m = \begin{pmatrix}
f_{-N} \\
f_{-N+1} \\
\vdots \\
f_N
\end{pmatrix}.
\]

Corresponding to a function \( u = u(x) \), let \( A_m(u) \) denote a diagonal matrix, whose diagonal elements are \( u(x_{-N}), u(x_{-N+1}), \ldots, u(x_N) \) and whose off-diagonal elements are zero. Let \( I_m^{(1)} \) and \( I_m^{(2)} \) denote the matrices...
\[
(2.46) \quad I_m^{(1)} = \begin{bmatrix}
0 & -1 & \frac{1}{2} & -\frac{1}{3} & \cdots & \frac{1}{2N} \\
1 & 0 & -1 & \frac{1}{2} & \cdots & \frac{-1}{2N - 1} \\
\frac{-1}{2} & 1 & 0 & \cdots & \frac{1}{2N - 2} \\
\frac{-1}{2N} & \frac{1}{2N - 1} & \frac{1}{2N - 2} & \frac{1}{2N - 3} & \cdots & 0
\end{bmatrix}
\]

\[
= [\delta_{jk}^{(1)}],
\]

\[
(2.47) \quad I_m^{(2)} = \begin{bmatrix}
-\frac{\pi^2}{3} & \frac{2}{1^2} & -\frac{2}{2^2} & \cdots & \frac{-2}{(2N)^2} \\
\frac{2}{1^2} & -\frac{\pi^2}{3} & \frac{2}{1^2} & \cdots & \frac{2}{(2N - 1)^2} \\
\frac{-2}{(2N)^2} & \frac{2}{(2N - 1)^2} & \cdots & \frac{-\pi^2}{3}
\end{bmatrix}
= [\delta_{jk}^{(2)}].
\]

With this notation Eqs. (2.39), (2.40) and (2.41) take the approximating form

\[
\int_{-\pi}^{\pi} r(x)f(x)S_m(x)\, dx = hA_m \left( \frac{rg}{\phi} \right) f_m,
\]

\[
\int_{-\pi}^{\pi} r(x)f'(x)S_m(x)\, dx = -h \left[ A_m \left( \frac{(rg)'}{\phi'} \right) + \frac{1}{h} I_m^{(1)} A_m (rg) \right] f_m,
\]

\[
\int_{-\pi}^{\pi} r(x)f''(x)S_m(x)\, dx = h \left[ A_m \left( \frac{(rg)''}{\phi''} \right) + \frac{1}{h^2} I_m^{(2)} A_m (rg\phi') + \frac{1}{h^2} I_m^{(2)} A_m (rg') \right] f_m.
\]

By [4, pp. 67–72], the matrix \( I_m^{(1)} \) is simply related to a Toeplitz-type matrix, by considering the Fourier series expansion of \(-it\) on \((-\pi, \pi)\). The matrix \( I_m^{(2)} \) is a Toeplitz matrix, obtainable by considering the Fourier series expansion of \(-r^2\) on \([-\pi, \pi]\). Thus, [4, p. 65], the eigenvalues of \( I_m^{(1)} \) are \( i\lambda_k^{(1)} \), \( k = -N, -N + 1, \ldots, N \), where \(-\pi < \lambda_k^{(1)} < \pi\), while the eigenvalues of \( I_m^{(2)} \) are \(-\lambda_k^{(2)} \), \( k = -N, -N + 1, \ldots, N \), where \( 0 < \lambda_k^{(2)} < \pi^2 \). Indeed, let \( 0 < \lambda_{-N}^{(2)} \leq \lambda_{-N+1}^{(2)} \leq \cdots \leq \lambda_N^{(2)} < \pi^2 \).

Then by [4, pp. 64 and 67], since \( x^2 > 2 - 2 \cos x \) on \([-\pi, \pi]\), it follows that \( \lambda_{-N}^{(2)} > 2 - 2 \cos [\pi/(2N + 2)] = 4 \sin^2 [\pi/(4N + 4)] \). That is, \( |\lambda_{-N}^{(2)}/\lambda_N^{(2)}| \leq 1 \), the condition number of \( I_m^{(2)} \) is bounded by \( \pi^2/[4 \sin^2 (\pi/(4N + 4))] \sim (N + 1)^2 \). Summing up, we have
Theorem 2.12. (a) $I_m^{(1)}$ is a skew-symmetric matrix having determinant zero. The eigenvalues $\lambda_k^{(1)}$ of $I_m^{(1)}$ satisfy the inequality $-\pi < \lambda_k^{(1)} < \pi$, $k = -N, -N + 1, \ldots, N$. (b) $I_m^{(2)}$ is a negative definite matrix having eigenvalues $-\lambda_k^{(2)}$, where $4\sin^2[\pi/(4N + 4)] < \lambda_k^{(2)} < \pi^2$.

We close this section with a derivation of the formulas of Theorem 2.10, for the case of the important intervals $[0, 1]$, $[-1, 1]$, $[0, \infty]$, and $[-\infty, \infty]$.

Example 1. $\Gamma = [0, 1]$. In this case

$$\left\{ \begin{array}{l}
\phi(z) = \log \left( \frac{z}{1-z} \right), \\
\phi'(z) = \frac{1}{z(1-z)},
\end{array} \right.$$ (2.49)

$$D = \left\{ z : \left| \arg \left( \frac{z}{1-z} \right) \right| < \theta \right\}.$$

![Figure 2.1. $D$ of Example 1](image)

Let us assume that the coefficients $r$ of a second order equation are analytic in $D$, and that the same is true of $r'$ and $r''$. It is then convenient to take

$$g(x) = \frac{1}{\phi'(x)} = x(1-x).$$ (2.50)

The conditions of Theorem 2.10 are satisfied if $f$ is analytic and bounded on $D$, and if on $[0, 1]$, $|f(x)| \leq C|x(1-x)|^\alpha$, where $C$ and $\alpha$ are positive constants. If $f$ does not vanish at 0 and 1, we replace $f$ by $F$ in the differential equation, where

$$F(x) = f(x) - a(1-x) - bx$$ (2.51)

and where $a = f(0)$, $b = f(1)$. The functions $S_k$ are

$$\{S_k(x)\}_{k=-N}^N = \{x(1-x)S(k, h) \circ \phi(x)\}_{k=-N}^N.$$ (2.52)

To the basis functions $\{S_k/g\}$ it may be necessary to adjoin $1-x$ if $a$ is unknown, and $x$ if $b$ is unknown. Differentiating $g$ and $\phi'$, we get

$$g'(x) = 1 - 2x, \quad g''(x) = -2, \quad \phi''(x) = -\frac{1 - 2x}{x^2(1-x)^2}.$$ (2.53)

Hence,
$\begin{align*}
(r\phi)(x) &= x(1-x)r(x); \quad \left(\frac{r\phi'}{\phi}\right)(x) = x^2(1-x)^2r(x), \\
(\frac{r\phi''}{\phi'})'(x) &= x(1-x)[x(1-x)r'(x) + (1-2x)r(x)], \\
(\frac{r\phi'''}{\phi''})'(x) &= x(1-x)[x(1-x)r''(x) + 2(1-2x)r'(x) - 2r(x)], \\
\frac{2(r\phi')' + r\phi'''}{\phi'}(x) &= 2x(1-x)r'(x) + (1-2x)r(x), \\
(r\phi')(x) &= r(x).
\end{align*}$

Hence, we get the approximations (2.48), in which $x_k = \frac{1}{2} + \frac{1}{2} \tanh(kh/2)$.

**Example 2.** \(\Gamma = [-1, 1]\). In this case

\[
\phi(z) = \log \left(\frac{1+z}{1-z}\right), \quad \phi'(z) = \frac{2}{1-z^2},
\]

(2.55)

\[D = \left\{ z : \left| \arg \left(\frac{1+z}{1-z}\right) \right| < d \right\}.
\]

Under assumptions on \(r\) similar to those of Example 1, we take

(2.56)

\[g(x) = \frac{1}{\phi(x)} = \frac{1}{2} (1-x^2).
\]

The conditions of Theorems 2.9 and 2.10 are satisfied if \(f\) is analytic and bounded in \(D\), and if on \((-1, 1)\), \(|f(x)| \leq C(1-x^2)^\alpha\), where \(C\) and \(\alpha > 0\). If \(f\) does not vanish on \(-1\) and \(1\), we set \(f = F + p\) in the differential equation, where

(2.57)

\[p(x) = a \frac{1-x}{2} + b \frac{1+x}{2},
\]

and where \(a = f(-1), b = f(1)\). The functions \(S_k\) are

(2.58)

\[\{S_k(x)\}_{k=-N}^{N} = \left\{ \frac{1}{2}(1-x^2)S(k, h) \circ \phi(x) \right\}_{k=-N}^{N};
\]

to \(\{S_k/g\}\) it may be necessary to adjoin \((1-x)/2\) and/or \((1+x)/2\) if \(a\) and/or \(b\) are unknown. Differentiating \(g\) and \(\phi\), we get

(2.59)

\[g'(x) = -x, \quad g''(x) = -1, \quad \phi''(x) = x \left(\frac{2}{1-x^2}\right)^2,
\]

so that

**Figure 2.2.** \(D\) of Example 2
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\[ (rg)(x) = \frac{1}{2}(1 - x^2)r(x); \quad \left( \frac{rg}{\phi} \right)(x) = \left( \frac{1 - x^2}{2} \right)^2 r(x), \]

\[ \left( \frac{rg'}{\phi} \right)(x) = \left( \frac{1 - x^2}{2} \right)^2 r'(x) - x \left( \frac{1 - x^2}{2} \right) r(x), \]

\[ \left( \frac{rg''}{\phi} \right)(x) = \left( \frac{1 - x^2}{2} \right)^2 r''(x) - x(1 - x^2)r'(x) - \left( \frac{1 - x^2}{2} \right) r(x), \]

\[ (2rg' + rg''/\phi')(x) = (1 - x^2)r'(x) - xr(x), \]

\[ (rg\phi')(x) = r(x). \]

Hence, with \( x_k = \tanh(kh/2) \), the approximations of Theorem 2.10 take the form (2.48).

**Example 3.** The case \( \Gamma = [0, \infty] \). In this case

\[ \phi(z) = \log z, \quad \phi'(z) = \frac{1}{z}, \quad D = \{ z : |\arg z| < d \}. \]

Suppose that the coefficients \( r \) are analytic in \( D \). If on \( D \),

\[ |f(z)| \leq C|z|^\alpha/(1 + |z|)^{2\alpha}, \]

where \( C, \alpha \) are positive then it is convenient to take \( g(z) = z/(1 + z)^2 \), in order that the conditions of Theorems 2.9 and 2.10 are satisfied. However, if \( |f(z)| \leq C|z|^\alpha/(1 + |z|)^{2+\alpha} \) in \( D \), where \( C \) and \( \alpha \) are positive, then it is possible to choose a simpler form for \( g \), and \( S_k(x) \), namely

\[ g(x) = \frac{1}{\phi'(x)} = x; \quad S_k(x) = g(x)S(k, h) \circ \phi(x). \]

**Figure 2.3.** \( D \) of Example 3

In this latter case

\[ (rg)(x) = xr(x); \quad \left( \frac{rg}{\phi} \right)(x) = x^2 r(x), \]

\[ \left( \frac{rg'}{\phi} \right)(x) = x^2 r'(x) + xr(x); \quad \left( \frac{rg''}{\phi} \right)(x) = x^2 r''(x) + 2xr'(x), \]

\[ (2rg' + rg''/\phi')(x) = 2xr'(x) + r(x), \]

\[ (rg\phi')(x) = r(x). \]
The approximations now take the form (2.48), in which \( x_k = e^{kh} \).

If \( f \) is merely bounded on \( D \), and if \( d = \lim_{x \to \infty} x^2 f'(x) \), then we replace \( f \) by \( F \) in the differential equation, where

\[
(2.64) \quad f(x) = F(x) + \frac{a}{1 + x} + \frac{xb}{1 + x} + \frac{xc}{(1 + x)^2},
\]

where

\[
(2.65) \quad a = f(0), \quad b = f(\infty), \quad c = b - a - d.
\]

If the limit \( \lim_{x \to \infty} x^2 f'(x) \) does not exist, it may be better to take \( g(x) = x/(1 + x) \) or \( g(x) = x/(1 + x)^2 \), depending upon the problem.

**Example 4.** The case \( \Gamma = [0, \infty] \). For some differential equation problems over \([0, \infty]\) it may not be possible to prove that the solution is analytic in a sector; rather it may be possible to prove analyticity only in the strip

\[
D = \{ z : |\arg \sinh z | < d \} \quad \text{(see Figure 2.4),} \quad d \leq \pi/2.
\]

In this case it is convenient to take

\[
(2.66) \quad \begin{cases} 
  w = \phi(z) = \log \sinh z, \\
  \phi'(z) = \sqrt{1 + e^{-2w}}.
\end{cases}
\]

Best results are achieved for solutions \( f \) which are analytic in \( D \) and which satisfy

\[
|f(x)| \leq C x^\alpha e^{-\alpha x} \quad \text{on} \quad [0, \infty], \quad \text{where} \quad \alpha > 0.
\]

In this case

\[
(2.67) \quad \begin{cases} 
  g(x) = \frac{1}{\phi(x)} = \frac{1}{\sqrt{1 + e^{-2w}}}, \\
  S_k(x) = g(x)S(k, h) \circ \phi(x),
\end{cases}
\]

and the solution is approximated as follows:

\[
(2.68) \quad f(x) \approx \sum_{k=-N}^{N} f_k S(k, h) \circ \phi(x),
\]

where \( f_k \equiv f(x_k) \) and \( x_k = \log[e^{kh} + \sqrt{1 + e^{2kh}}] \).

**Figure 2.4.** \( D \) of Example 4
Then

\[
\begin{align*}
(rg)(x) &= \frac{1}{\sqrt{1 + e^{-2w}}} r(x); \quad \left(\frac{rg}{\phi}\right)'(x) = \frac{1}{1 + e^{-2w}} r(x), \\
\left(\frac{rg}{\phi}\right)(x) &= \frac{1}{1 + e^{-2w}} r'(x) + \frac{e^{-2w}}{(1 + e^{-2w})^{3/2}} r(x), \\
\left(\frac{rg}{\phi}\right)'' &= \frac{1}{1 + e^{-2w}} r''(x) + \frac{2e^{-2w}}{(1 + e^{-2w})^{3/2}} r'(x) - \frac{2e^{-2w}}{(1 + e^{-2w})^2} r(x), \\
(2rg + rg\phi'/\phi')(x) &= \frac{2}{\sqrt{1 + e^{-2w}}} r'(x) + \frac{e^{-2w}}{1 + e^{-2w}} r(x), \\
(rg\phi')(x) &= r(x),
\end{align*}
\]

in which we may substitute \( x_k \) for \( x \) and \( kh \) for \( w \).

If \( f \) is bounded but does not vanish at 0 and/or \( \infty \), we can replace \( f \) by \( F \) in the differential equations, where

\[
F(x) = f(x) - f(0)e^{-x} - f(\infty)(1 - e^{-x}).
\]

**Example 5.** The case \( \Gamma = [-\infty, \infty] \). In this case

\[
\phi(z) = z, \quad \phi'(z) = 1,
\]

and \( \mathcal{D} = \mathcal{D}_d' \) (see Eq. (2.12)). If the coefficients \( r \) of the differential equation are analytic in \( \mathcal{D}_d' \), and if \( f \in \mathcal{B}(\mathcal{D}') \), we simply take

\[
g(x) = 1, \quad \{S_k(x)\}_{k=-N}^{N} = \{S(k, h)(x)\}_{k=-N}^{N}
\]

in order that the conditions of Theorem 2.9 become satisfied, and provided that \( f \) vanishes at \( \pm \infty \). The conditions of Theorem 2.10 also become satisfied if \( |f(x)| \leq Ce^{-\alpha|x|} \) on \( \Gamma \). Then \( x_k = kh \), and
The approximating equations again take the form (2.48).

If \( f \) does not vanish at \( \pm \infty \), we replace \( f \) by \( F \), where

\[
F(x) = f(x) - \frac{1}{e^{cx} + e^{-cx}} \left[ e^{-cx}f(-\infty) + e^{cx}f(\infty) \right]
\]

and where \( 0 < c < \pi/(2d) \).

3. Examples of Applications. In this section we shall illustrate the application of the formulas developed in Section 2, on the solution of some simple ordinary and partial differential equations.

Example 1. Consider the simple problem

\[
f_{xx}(x) = -2, \quad 0 < x < 1; \quad f(0) = f(1) = 0.
\]

This has the solution \( f(x) = x(1 - x) \). By taking \( r(x) = 1 \) in (2.54) and combining with (2.48), we arrive at the system of equations

\[
\begin{aligned}
&h \left[ 2A_m(x(1-x)) + \frac{1}{h} I_m^{(1)}A_m(1-2x) + \frac{1}{h^2} I_m^{(2)} \right] f_m \\
&= -2hA_m(x^2(1-x)^2)e,
\end{aligned}
\]

where \( e = (1, 1, \ldots, 1)^T \), \( T \) denoting the transpose. Solving this system for the case \( N = 16, h = .75/N^{1/2} \), \( x_k = \frac{1}{2} + \frac{1}{2}\tanh(kh/2) \), we get an approximate solution

\[
f(x) \approx \sum_{k=-16}^{16} f_k S(k, h) \circ \phi(x) \quad (\phi(x) = \log[x/(1-x)]),
\]

which is accurate to 5 decimals on \([0, 1] \). Similar accuracy obtains if the \(-2\) in (3.1) is replaced by \(-2x^{\alpha-2}(1-x)^{-\beta-2}, \alpha, \beta > 0\).

Example 2. \( f'' = f - f^3/x^3, f(0) = f(\infty) = 0 \). This problem was solved by different procedures in [1] and [6]. By taking \( x_k = e^{kh} \) and combining (2.63) and (2.48), we get the approximating system

\[
\begin{aligned}
&\left[ I_m^{(1)} + \frac{1}{h} I_m^{(2)} \right] f_m = hA_m(x^2)(f_m - e_m),
\end{aligned}
\]

where \( e_m \) denotes the vector \([x_{-N}^{2}f_{-N}^3, x_{-N+1}^{2}f_{-N+1}^3, \ldots, x_{N}^{2}f_{N}^3]^T \). The solution of (3.3) involves the solution of a system of nonlinear equations. By taking \( h = \)
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.5/N^6, N = 16 we get an approximate solution

\[ f(x) \approx \sum_{k=-16}^{16} f_k S(k, h) \circ \phi(x) \quad (\phi(x) = \log x) \]

which is accurate to 5 decimals on \([0, \infty]\).

Example 3.

\[
\begin{aligned}
\left\{
\begin{array}{l}
\frac{u_{xx}}{u_t} = 0, \quad 0 < x < 1, \quad t > 0, \\
u(x, 0) = \sin \pi x, \quad u(0, t) = u(1, t) = 0.
\end{array}
\right.
\end{aligned}
\]

(3.4)

In order to get zero boundary conditions, we set

\[
u = v + \sin(\pi x)e^{-4t}.
\]

This yields the problem

\[
\begin{aligned}
\left\{
\begin{array}{l}
\frac{v_{xx}}{v_t} = (\pi^2 - 4)\sin(\pi x)e^{-4t}, \quad 0 < x < 1, \quad t > 0, \\
v(x, 0) = 0, \quad v(0, t) = v(1, t) = 0.
\end{array}
\right.
\end{aligned}
\]

(3.6)

We solve this by taking our approximating basis functions to be

\[
\begin{aligned}
S_k(x) = x(1 - x)S(k, h) \circ \phi(x), \quad \phi(x) = \log\left[\frac{x}{(1-x)}\right], \\
S^*_f(t) = tS(l, s) \circ \phi^*(t), \quad \phi^*(t) = \log t.
\end{aligned}
\]

(3.7)

The problem (3.6) may now readily be reduced to a matrix problem, by proceeding as for (3.2) above. Setting

\[
V = \begin{bmatrix}
v_{-N,N} & v_{-N, -N + 1} & \cdots & v_{-N N} \\
v_{-N + 1, -N} & v_{-N + 1, -N + 1} & \cdots & v_{-N + 1 N} \\
\vdots & \ddots & \ddots & \vdots \\
v_{N, -N} & v_{N, -N + 1} & \cdots & v_{NN}
\end{bmatrix},
\]

(3.8)

\[
B = -2h^4 A_m(x(1-x)) + \frac{1}{2} A_m(1 - 2x) + \frac{1}{h} I_m(1) + 2 \left( x_k = \frac{1}{2} + \frac{1}{2} \tanh \frac{kh}{2} \right),
\]

(3.9)

\footnote{The solution \(f(x)\) satisfies \(f(x) \sim Ae^{-x}\) as \(x \to \infty\), and consequently, it may be necessary, on some computers, to replace \(\Sigma_{-N}^N\) by \(\Sigma_{-M}^M\), where \(M \ll N\), in order to avoid underflow. The method of Example 4, Section 2 avoids this difficulty and produces a more accurate solution to this problem.}
(3.10) \[ C = A_m(t)[sI_m^{(0)} - I_m^{(1)}] \quad (I_m^{(0)} = \text{unit matrix}, \ t_k = e^{ks}), \]

(3.11) \[ D = hA_m(x^2(1-x)^2) \quad (x_k = \frac{1}{2} + \frac{1}{2} \text{tanh}(kh/2)), \]

(3.12) \[ E = sA_m(t^2) \quad (t_k = e^{ks}), \]

\[
F = \begin{bmatrix}
F_{-N,-N} & F_{-N,-N+1} & \cdots & F_{-N,N} \\
F_{-N+1,-N} & F_{-N+1,-N+1} & \cdots & F_{-N+1,N} \\
& & \cdots \\
F_{N,-N} & F_{N,-N+1} & \cdots & F_{NN}
\end{bmatrix},
\]

where

\[ F_{kl} = (\pi^2 - 4)\sin(\pi x_k)e^{-4t}, \]

we arrive at the matrix system

(3.14) \[ D^{-1}BV + VCE^{-1} = F. \]

Equation (3.14) may be solved by diagonalizing \( D^{-1}B \) and \( CE^{-1} \). If \( \lambda_{-N}, \lambda_{-N+1}, \ldots, \lambda_N \) and \( \mu_{-N}, \mu_{-N+1}, \ldots, \mu_N \) denote the eigenvalues of \( D^{-1}B \) and \( CE^{-1} \), respectively, obtained by taking \( X^{-1}D^{-1}BX \) and \( ZCE^{-1}Z^{-1} \) via e.g. the method of Golub and Reinsch [3], and if \( G = [g_{kl}] = X^{-1}FZ^{-1}, Y = [y_{kl}] = X^{-1}VZ^{-1} \), then \( y_{kl} = g_{kl}/(\lambda_k + \mu_l) \), and \( V = XYZ \).

By taking \( h = .75/N\pi^2, N = .5/N\alpha, N = 16, \) we get an approximation

\[ u(x, t) \simeq e^{-4t}\sin \pi x + \sum_{k=1, i=-16}^{16} u_{k,l}S(k, h) \circ \phi(x)S(l, h) \circ \phi(t), \]

which is accurate to 4 decimals on \([0, 1] \times [0, \infty] \). \(^4\)

Example 4.

(3.15) \[ u_{xx} + u_{yy} = -1, \quad (x, y) \in S \equiv [0, 1] \times [0, 1], \]

\[ u = 0 \quad \text{on} \ \partial S. \]

Letting \( B \) and \( D \) be defined as in (3.9) and (3.11) we now get the approximating matrix system

(3.16) \[ D^{-1}BU + U(D^{-1}B)^T = -H, \]

where \( U = [u_{kl}], H = [h_{kl}], h_{kl} = 1. \) This may now be readily solved via the

\(^4\) The choice of \( S_f(t) \) given in Example 4 of Section 2 would have yielded 5 decimal accuracy.
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diagonalization of $D^{-1}B$. By taking $N = 16, h = .75/N^{1/2}$ we get an approximate solution

$$u(x, y) \approx \sum_{k,l=-16}^{16} u_{k,l} S(k, h) \circ \phi(x) S(l, h) \circ \phi(y),$$

which is accurate to 5 decimals on $S$.

4. Error Analysis. For sake of simplicity, we shall restrict ourselves to the simpler case of the second order problem

$$(4.1) \quad u'' + f(x, u) = 0, \quad u(0) = u(1) = 0.$$ 

The analysis for the case of other ordinary or partial differential equations is somewhat more complicated, but may be carried out similarly.

Throughout this section $\alpha, C_1, C_2, \ldots, C_{16}$ denote positive constants, and $h = [ndl/(\alpha N)^{1/2}]$.

In the notation of the previous sections, we take $\phi(z) = \log[z/(1 - z)]$, and we take the domain of analyticity to be $\mathcal{D} = \{z : |\arg[z/(1 - z)]| < \delta\}$. We shall assume that (4.1) has a (locally) unique solution $u_0$ which is analytic and bounded in $\mathcal{D}$ and which satisfies the inequality

$$|u_0(x)| \leq C_1 x^{\alpha}(1 - x)^{\alpha}, \quad 0 \leq x \leq 1.$$ 

**Definition 4.1.** Let $M(d, \alpha)$ denote the family of all functions $v$ that are analytic in $\mathcal{D}$, such that

$$v(0) = v(1) = 0,$$

$$(4.3) \quad g(v''(x)) \leq C_2 x^{\alpha - 1}(1 - x)^{\alpha - 1} \text{ on } (0, 1),$$

$$(4.4) \quad g(x) = x(1 - x).$$

We shall also assume that the solution of the Fréchet derivative problem

$$\theta''(x) + f_u(x, u(x)) \theta(x) = w(x), \quad \theta(0) = \theta(1) = 0,$$

satisfies

$$|\theta(x)| \leq C_4 \|A^{-1}w\|$$

for all $u \in M(d, \alpha)$ such that $\|u - u_0\| \leq \epsilon$, where $\|\cdot\|$ is defined by

$$\|f\| = \sup_{x \in (0, 1)} |f(x)|.$$
\[(A^{-1}f)(x) = -\int_0^1 G(x, t)f(t)\,dt,\]

and where for any \(x \in [0, 1]\),

\[G(x, t) = \begin{cases} (1 - x)t & \text{if } 0 \leq t \leq x, \\ x(1 - t) & \text{if } x \leq t \leq 1. \end{cases}\]

Moreover, we shall assume that if \(\|u - u_0\| \leq \epsilon\), then

\[(4.10) \quad \|A^{-1}f(t, u(t))\| \leq C_5.\]

Let us assume that we have found an approximate solution

\[(4.11) \quad u_m(x) = \sum_{k=-N}^{N} u_k S(k, h) \circ \phi(x) \quad (m = 2N + 1)\]

by the method of the previous sections, and let us set

\[(4.12) \quad \theta_m = u_m - u_0.\]

Then

\[(4.13) \quad \theta_m''(x) + f_u(x, \bar{u}(x))\theta_m(x) = u_m''(x) + f(x, u_m(x))\]

for some \(\bar{u}\) between \(u_0\) and \(u_m\); and therefore, by (4.5) and (4.6),

\[(4.14) \quad |\theta_m(x)| \leq C_4 \|u_m + A^{-1}f(\cdot, u_m)\|.\]

Now by Theorem 2.1, we find, by taking \(S_k(x) = g(x)S(k, h) \circ \phi(x), x_k = \frac{1}{2} + \frac{1}{2}\tanh(kh/2)\), that

\[(4.15) \quad \int_0^1 [u''(x) + f(x, u(x))]S_k(x)\,dx \approx h \frac{g(x_k)}{\phi'(x_k)} [u''(x_k) + f(x_k, u(x_k))]\]

and

\[(4.16) \quad \int_0^1 u''(x)S_k(x)\,dx \approx h \sum_{j=-N}^{N} u(x_j) \left[ \frac{g''(x_j)}{\phi'(x_j)} \delta_{kj}^{(0)} + \left( 2g'(x_j) + g(x_j)\phi''(x_j)/\phi'(x_j) \right) \frac{\delta_{kj}^{(1)}}{h} \right. \]

\[\left. + g(x_j)\phi'(x_j) \frac{\delta_{kj}^{(2)}}{h^2} \right] \]

in which the error of either term on the right-hand side of (4.15) is bounded by \(C_6 N^{-\frac{3}{2}} e^{-\left(\pi da N\right)^{\frac{1}{2}}}\), and the error of the right-hand side of (4.16) is bounded by \(C_7 N^{\frac{3}{2}} e^{-\left(\pi da N\right)^{\frac{1}{2}}}\). By our process of solution, the numbers \(u_k\) in (4.11) are deter-
mined such that

$$h \sum_{j=-N}^{N} u_j \left[ \delta_{j}^{(2)} - \delta_{j_{1}}^{(0)} + \left( 2g_{j}^{'} + g_{j}^{''} \right) \left( \frac{\delta_{j_{1}}^{(1)}}{h} + \frac{g_{j}^{'} \delta_{j_{1}}^{(2)}}{h^2} \right) \right] + h \frac{g_{k}}{\phi_{k}} f(x_{k}, u_{k}) = 0, \quad k = -N, -N + 1, \ldots, N. \tag{4.17}$$

**Theorem 4.2.** Let the numbers \( u_{k} \) \( (k = -N, -N + 1, \ldots, N) \) be determined by (4.17), and let \( u_{m}(x) \) be defined as in (4.11). Then

$$|u_{m}(x) - u_{0}(x)| \leq C_{1} s N^{3/2} e^{-\left( \pi d \alpha N \right)^{1/2}}, \quad 0 \leq x \leq 1,$$

where \( u_{0} \) is the solution of (4.1).

**Proof.** In view of the errors in the approximations (4.15) and (4.16), the solution of (4.17) is equivalent to finding a function \( v \in M(d, \alpha) \), such that

$$g(x_{k}) \left[ v^{''}(x_{k}) + f(x_{k}, v(x_{k})) \right] = \frac{\epsilon_{k}}{h}, \quad k = -N, -N + 1, \ldots, N,$$

where \( v(x_{k}) = u_{k} \), and where

$$|\epsilon_{k}| \leq C_{8} s N^{3} e^{-\left( \pi d \alpha N \right)^{1/2}}, \quad k = -N, -N + 1, \ldots, N. \tag{4.20}$$

Since \( v \in M(d, \alpha) \), it follows, for any \( t \in (0, 1) \), that

$$\frac{g(t)}{\phi(t)} \left[ v^{''}(t) + f(t, v(t)) \right] - \sum_{k=\infty}^{\infty} g(x_{k}) \left[ v^{''}(x_{k}) + f(x_{k}, v(x_{k})) \right] S(k, h) \circ \phi(t) \tag{4.21} = \frac{\sin \left( \pi \phi(t)/h \right)}{2\pi} \int_{\delta \Phi} \frac{g(z) \left[ v^{''}(z) + f(z, v(z)) \right] dz}{\phi(z) - \phi(t) \sin \left( \pi \phi(z)/h \right)}.$$ 

By multiplying (4.21) by \( \phi(t)^{2} \), taking \( A^{-1} \) of each side, and noting that \( g(t) \phi'(t) = 1 \), we get

$$v(x) + \left( A^{-1} f(t, v(t)) \right) (x) - \sum_{k=\infty}^{\infty} g(x_{k}) \left[ v^{''}(x_{k}) + f(x_{k}, v_{k}) \right] A^{-1} \left( \phi'(t)^{2} S(k, h) \circ \phi(t) \right) (x) \tag{4.22}$$

$$= A^{-1} \left\{ \frac{\phi'(t)^{2} \sin \left( \pi \phi(t)/h \right)}{2\pi} \int_{\delta \Phi} \frac{g(z) \left[ v^{''}(z) + f(z, v(z)) \right] dz}{\phi(z) - \phi(t) \sin \left( \pi \phi(z)/h \right)} \right\}$$

Since \( \phi'(t) = 1/[t(1-t)] \), it follows, by taking \( t = [1 + \tanh(u/2)]/2, x = [1 + \tanh(w/2)]/2, \) and using (4.8) and (4.9), that

$$I_{1} (h, x) = A^{-1} \left\{ \phi'(t)^{2} \sin \left( \frac{\phi(t) - kh}{h} \right) \right\} (x) \tag{4.23} = -\int_{-\infty}^{w} \frac{1 - \tanh(w/2)}{1 - \tanh(u/2)} \sin \left( \frac{u - kh}{h} \right) du$$

$$- \int_{w}^{\infty} \frac{1 + \tanh(w/2)}{1 + \tanh(u/2)} \sin \left( \frac{u - kh}{h} \right) du.$$
On the interval \([-\infty, w]\), the function \([1 - \tanh(w/2)]/[1 - \tanh(u/2)]\) increases monotonically from \([1 - \tanh(w/2)]/2\) to 1, while on \([w, \infty)\] the function \([1 + \tanh(w/2)]/[1 + \tanh(u/2)]\) decreases monotonically from 1 to \([1 + \tanh(w/2)]/2\).

For this reason, it may be shown by a somewhat lengthy, but simple argument, that

\[
|I_1(h, x)| \leq 4\pi h.
\]

Similarly, if \(x \in [0, 1]\) and \(z \in \partial \mathcal{D}\), we can show that

\[
|I_2(h, x)| \equiv \left| A^{-1} \left\{ \frac{\phi'(t)^2 \sin[\pi \phi(t)/h]}{2\pi [\phi(z) - \phi(t)]} \right\} (x) \right| \leq \frac{2h}{d},
\]

since \(\text{Im} \phi(z) = \pm d\).

By means of (4.19), (4.22) and (4.25), Eq. (4.21) now yields

\[
|u(x) + \{A^{-1}f(t, u(t))\}(x)| \
\leq |I_1(h, x)| \sum_{k=-N}^{N} \frac{|\varepsilon_k|}{h} + |I_1(h, x)| \sum_{|k| > N} \frac{g_k}{\phi_k} \left| [v''_k + f(x_k, v_k)] \right| \
+ |I_2(h, x)| \int_{\partial \mathcal{D}} \left| \frac{g(z)[u''(z) + f(z, v(z))]}{\sin[\pi \phi(z)/h]} \right| dz.
\]

Using the bounds given in (4.20) and (4.24), we bound the first sum on the right-hand side of (4.26) by \(C_9 N^{3/2} e^{-(\pi d\alpha N)^{1/2}}\); using (4.3) and (4.24), and recalling that \(x_k = \frac{1}{2} + \frac{1}{2}\tanh(kh/2)\), we bound the second sum on the right-hand side of (4.26) by \(C_10 e^{-(\pi d\alpha N)^{1/2}}\); and using (4.25) and the fact that \(|\sin[\pi \phi(z)/h]| \geq \sinh[\pi d/h]\) if \(z \in \partial \mathcal{D}\), we bound the integral term on the right-hand side of (4.24) by

\[
|u(x) + \{A^{-1}f(t, u(t))\}(x)| \leq C_{12} N^{3/2} e^{-(\pi d\alpha N)^{1/2}}.
\]

Hence, for all \(x \in [0, 1]\),

\[
|u(x) + \{A^{-1}f(t, u(t))\}(x)| \leq C_{12} N^{3/2} e^{-(\pi d\alpha N)^{1/2}}.
\]

Since \(v \in M(d, \alpha)\), it follows from the first and second of (4.3) that

\[
|u(x)| \leq C_{13} x^\alpha (1 - x)^\alpha, \quad 0 \leq x \leq 1.
\]

Furthermore, since \(v \in M(d, \alpha)\), and since \(u_m\) and \(v\) coincide at \(x_{-N}, x_{-N+1}, \ldots, x_N\), it follows that [13, Theorem 8.2] for all \(x \in [0, 1]\),

\[
|u_m(x) - v(x)| \leq C_{14} N^{1/2} e^{-(\pi d\alpha N)^{1/2}}.
\]

In view of (4.5), (4.6) and (4.10), it now follows that for all \(x \in [0, 1]\),
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\[ |u_m(x) - \{A^{-1}f(t, u_m(t))\}(x)| \]
\[ \leq |u(x) + \{A^{-1}f(t, u(t))\}(x)| + C_5 |u_m(x) - u(x)|. \]

By (4.14), (4.27), (4.29) and (4.30), it thus follows that for all \( x \in [0, 1] \)
\[ |\theta_m(x)| = |u_m(x) - u_0(x)| \leq C_15 N^{3/2} e^{-\pi d \alpha N^{1/2}}. \]

This completes the proof of Theorem 4.2.

Similarly, it may be shown that when using \( n = (2N + 1)^2 \) points to obtain an
approximate solution of a partial differential equation, such as (3.15), the error is
bounded by \( C_16 N^{3/2} e^{-\gamma N^{1/2}} \leq 5C_16 n^{3/4} e^{-\gamma n^{1/4}} \). Indeed, for the case of (3.15),
we may take \( C_16 = 1 \) and \( \gamma = \pi^2 \).
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