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Abstract. Using a finite element approximation, an iterative optimization scheme is described to find the $z$ zeros of $K_n(z)$ for fixed order $n$. Two computer programs have been implemented to find the complex zeros with a computational accuracy of either 13 or 27 significant digits. The optimization scheme described in the paper may also be readily applied to find real and complex zeros of an arbitrary function with real and complex coefficients. Neither its accuracy nor its efficiency is affected by the number of the roots of the function.

1. Introduction. In investigation of wave propagation and scattering in an elastic medium, the modified Bessel functions of the second kind $K_n(z)$ are used to describe the potentials for outgoing radiation waves which decay with distance from their source. If scattering problems are studied by use of integral transforms, it becomes necessary to determine the $z$ zeros of $K_n(z)$ in order to locate the poles required for inversion of the transform.

Luke [7] evaluated the zeros of Bessel functions by means of rational approximations. Such approximations have proven useful, both as first approximations of the zeros and as the starting point for iterative schemes that use higher-order rational approximations to yield more accurate estimates of the zeros. The error in the rational approximations for $K_n(z)$ is treated by Fields [3] and Luke [8], [9].

Other methods have also been employed successfully [12]. Olver [10] evaluated zeros of Bessel functions of large order using uniform asymptotic expansions. For the case of Hankel functions, this work has been extended by Cochran and Hoffspiegel [11]. Based on the McMahon and Olver expansions, Döring [2] derived a method for the evaluation of complex zeros of cylinder functions.

By tracing the argument of $K_n(z)$ along the four sides of a square, and using a double linear interpolation, Parnes [12] has given an iterative scheme to obtain the complex $z$ zeros of $K_n(z)$ for fixed integer orders $n = 2, 3, \ldots, 10$. The scheme consists of generating a sequence of squares whose sides are reduced by a reduction factor of 0.1 at each iteration. If the double linear interpolation could ensure that a complex
zero would always be within these squares, each reduction in the size of the square would yield a further significant figure in the location of the zeros.

In the following section a finite element method for finding the complex $z$ zeros of $K_n(z)$ is proposed. The method compares favorably with Parnes’s iterative scheme insofar as its rate of convergence, computational accuracy and efficiency are concerned. It also compares favorably with other iterative methods such as Ward’s downhill method [14] and Frank’s quadratic approximation method [4].

2. Formulas and Method. The modified Bessel function of the second kind is defined as follows:

$$K_n(z) = \frac{1}{2} \sum_{r=0}^{n-1} (-1)^r \frac{(n-r-1)!}{r!} \left( \frac{z}{2} \right)^{n-2r}$$

$$+ (-1)^n \frac{1}{2!(n+r)!} \left( \frac{z}{2} \right)^{n+2r} \left\{ \ln \left( \frac{z}{2} \right) - \frac{1}{2} [\Psi(r+1) + \Psi(n+r+1)] \right\},$$

where

$$\Psi(n+r+1) = 1 + \frac{1}{2} + \frac{1}{3} + \cdots + \frac{1}{n+r} - \gamma$$

and

$$\Psi(1) = -\gamma$$

with

$$\gamma = \lim_{m \to \infty} \left[ \sum_{k=1}^{m} \frac{1}{k} - \ln(m) \right]$$

$$= 0.57721 56649 01532 86060 65120 90082 40243 10421 \ldots \quad [13].$$

Let

$$F(x_1, x_2) = [R(x_1, x_2)]^2 + [I(x_1, x_2)]^2 \geq 0,$$

where $R(x_1, x_2)$ and $I(x_1, x_2)$ are, respectively, the real and imaginary parts of $K_n(z)$ with $z = x_1 + ix_2$.

The problem of finding the $z$ zeros of $K_n(z)$ may be reduced to determination of $x_1$ and $x_2$ to minimize $F(x_1, x_2)$. The proposed method of finding the minimum of $F(x_1, x_2)$ is described in Appendix I. This method starts with an arbitrarily chosen initial point $(x_1^0, x_2^0)$ and generates a sequence of further points $(x_1^1, x_2^1), \ldots, (x_1^p, x_2^p), \ldots$, that converges to a point where $F(x_1, x_2)$ is minimal. At each iteration $F(x_1, x_2)$ is approximated by a quadratic function $F^*(x_1, x_2)$, and the next point of the sequence is chosen as the point where $F^*(x_1, x_2)$ is minimal.

3. Results and Observations. All calculations were undertaken on a CDC 6400 computer. A Fortran program, using double-precision arithmetic, was able to perform the calculations to an accuracy of 27 significant figures. However, as complex double-precision operations are not available in standard programming languages, the real and
imaginary parts of \( K_n(z) \) had to be evaluated by the following formulas:

**Real:**

\[
R(z) = \frac{1}{2} \sum_{r=0}^{n-1} (-1)^{n-r} \left( \frac{n-r-1}{r!} \right) \left( \frac{\rho}{2} \right)^{2r-n} \cos(2r - n)\theta
\]

\[
+ (-1)^{n+1} \sum_{r=0}^{\infty} \frac{1}{r!(r+n)!} \left( \frac{\rho}{2} \right)^{2r+n} \cdot \left\{ \left[ \ln \left( \frac{\rho}{2} \right) - \frac{\psi(r+1)}{2} - \frac{\psi(r+n+1)}{2} \right] \cos(2r + n)\theta - \theta \sin(2r + n)\theta \right\}
\]

**Imaginary:**

\[
I(z) = \frac{1}{2} \sum_{r=0}^{n-1} (-1)^{n-r} \left( \frac{n-r-1}{r!} \right) \left( \frac{\rho}{2} \right)^{2r-n} \sin(2r - n)\theta
\]

\[
+ (-1)^{n+1} \sum_{r=0}^{\infty} \frac{1}{r!(r+n)!} \left( \frac{\rho}{2} \right)^{2r+n} \cdot \left\{ \left[ \ln \left( \frac{\rho}{2} \right) - \frac{\psi(r+1)}{2} - \frac{\psi(r+n+1)}{2} \right] \sin(2r + n)\theta + \theta \cos(2r + n)\theta \right\}
\]

where \( \rho \) and \( \theta \) are the modulus and argument of \( z \), respectively. The complex zeros of \( K_n(z) \) were determined for integer order \( n = 2(1)10 \) and are shown in Table II. At these zeros, \( F(x_1, x_2) \), as defined by (2), is of the order of \( 10^{-5.5} \).

**Table I**

Coordinates of the nodes, and the values of \( a_0, a_1, a_2 \) at these nodes

<table>
<thead>
<tr>
<th>( Q^{(i,j)} )</th>
<th>( x_1^{(i,j)} )</th>
<th>( x_2^{(i,j)} )</th>
<th>( a_0^{(i,j)} )</th>
<th>( a_1^{(i,j)} )</th>
<th>( a_2^{(i,j)} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( Q^{(0,0)} )</td>
<td>( x_1^{(0,0)} = x_1 )</td>
<td>( x_2^{(0,0)} = x_2 - \frac{1}{3}h )</td>
<td>( 1 )</td>
<td>( 0 )</td>
<td>( 0 )</td>
</tr>
<tr>
<td>( Q^{(1,1)} )</td>
<td>( x_1^{(1,1)} = x_1 )</td>
<td>( x_2^{(1,1)} = x_2 )</td>
<td>( 0 )</td>
<td>( 1 )</td>
<td>( 0 )</td>
</tr>
<tr>
<td>( Q^{(2,2)} )</td>
<td>( x_1^{(2,2)} = x_1 )</td>
<td>( x_2^{(2,2)} = x_2 + h )</td>
<td>( 0 )</td>
<td>( 0 )</td>
<td>( 1 )</td>
</tr>
<tr>
<td>( Q^{(0,1)} )</td>
<td>( x_1^{(0,1)} = x_1 )</td>
<td>( x_2^{(0,1)} = x_2 + \frac{1}{2}h )</td>
<td>( \frac{1}{2} )</td>
<td>( \frac{1}{2} )</td>
<td>( 0 )</td>
</tr>
<tr>
<td>( Q^{(0,2)} )</td>
<td>( x_1^{(0,2)} = x_1 )</td>
<td>( x_2^{(0,2)} = x_2 + \frac{1}{2}h )</td>
<td>( \frac{1}{2} )</td>
<td>( 0 )</td>
<td>( \frac{1}{2} )</td>
</tr>
<tr>
<td>( Q^{(1,2)} )</td>
<td>( x_1^{(1,2)} = x_1 )</td>
<td>( x_2^{(1,2)} = x_2 + \frac{1}{2}h )</td>
<td>( 0 )</td>
<td>( \frac{1}{2} )</td>
<td>( \frac{1}{2} )</td>
</tr>
</tbody>
</table>

It appears that the required number of iterations, and hence the amount of CPU time required to obtain the zeros of \( K_n(z) \), is very sensitive to changes in the reduction factor \( \lambda \) of the size of the finite elements. Starting from an initially chosen point where \( x_1 = -1.3 \) and \( x_2 = 0.5 \), and with values of the reduction factor chosen as
Table II

The real parts $R(z)$ and imaginary parts $I(z)$ of the complex zeros of $K_n(z)$ with $n = 2(1)10$

<table>
<thead>
<tr>
<th>$n$</th>
<th>$R(z)$</th>
<th>$I(z)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>-1.281377976560964788484374943</td>
<td>4.29489965208719687795712844110</td>
</tr>
<tr>
<td>3</td>
<td>-1.6817888047455845647221805246</td>
<td>1.30801203277949036502284389</td>
</tr>
<tr>
<td>4</td>
<td>-1.9781618363469070241700412324</td>
<td>2.2043719815468711803201895462</td>
</tr>
<tr>
<td>5</td>
<td>-2.628671197951242189239356978</td>
<td>4.326964862177846518524769588</td>
</tr>
<tr>
<td>6</td>
<td>-2.21862647438860466991398972</td>
<td>3.11036294985948492301959078</td>
</tr>
<tr>
<td>7</td>
<td>-3.151328447046434221402224695</td>
<td>1.303882397137079333868920421</td>
</tr>
<tr>
<td>8</td>
<td>-2.8240388011253726593023623026</td>
<td>4.039615816930525161806611</td>
</tr>
<tr>
<td>9</td>
<td>-3.55109790400078678769256194</td>
<td>2.183495717757885820942108135</td>
</tr>
<tr>
<td>10</td>
<td>-3.96155807202943048605878072</td>
<td>4.334540614173783228197493649</td>
</tr>
<tr>
<td>11</td>
<td>-2.603126658616767073605916898</td>
<td>4.9556606535827377946547292</td>
</tr>
<tr>
<td>12</td>
<td>-3.09812537903183478641472536</td>
<td>3.0708717702488955661612782799</td>
</tr>
<tr>
<td>13</td>
<td>-4.51262677499079128924363516</td>
<td>1.302778941620245155957188405</td>
</tr>
<tr>
<td>14</td>
<td>-2.764142977311124221147707049</td>
<td>5.88612882295709975550071045</td>
</tr>
<tr>
<td>15</td>
<td>-4.22315227895033855580482882</td>
<td>3.96506596737451665540304203</td>
</tr>
<tr>
<td>16</td>
<td>-4.9827879255110179984631543</td>
<td>2.170827464789907589102679543</td>
</tr>
<tr>
<td>17</td>
<td>-5.29071295994795835785522</td>
<td>4.33577695220074875850727130</td>
</tr>
<tr>
<td>18</td>
<td>-2.91058424156191793641127867375</td>
<td>6.822190331323525129225781281</td>
</tr>
<tr>
<td>19</td>
<td>-4.50645945520297544947754242</td>
<td>4.865207114243672176497191827</td>
</tr>
<tr>
<td>20</td>
<td>-5.4097474794023651163580253</td>
<td>3.0565422934579827594120928</td>
</tr>
<tr>
<td>21</td>
<td>-5.866514666851772591442131577</td>
<td>1.3023283629981807534615329342</td>
</tr>
<tr>
<td>22</td>
<td>-3.0452943989589490967267384</td>
<td>7.7616556708745682219592817911</td>
</tr>
<tr>
<td>23</td>
<td>-4.768453733729039927657961572</td>
<td>5.77055598709976874552729057</td>
</tr>
<tr>
<td>24</td>
<td>-5.7900271641796772769369101588</td>
<td>3.940972615769246836627046587</td>
</tr>
<tr>
<td>25</td>
<td>-6.7839949707941569023306522990</td>
<td>2.1782485862066658021910738021</td>
</tr>
<tr>
<td>26</td>
<td>-6.18861808470793606924562102</td>
<td>4.33686205762098640838332098</td>
</tr>
</tbody>
</table>

0.5, 0.25, 0.025, and 0.0001, a zero of $K_n(z)$ is found after 45, 23, 13, and 7 iterations, respectively. The effects of the reduction factor $\lambda$ on the number of iterations and CPU time are shown in Figures II and III.

FIGURE I

Finite right-angled triangular element $\Delta'$ associated with $X' = (x_1', x_2')$
A second computer program, also written in Fortran, but using single-precision arithmetic has been tested. This program, which is four times faster than the previous version, provides computations to only 13 significant digits.

Acknowledgments. This research was supported by National Research Council of Canada under grant No. A4342. The author wishes to sincerely thank Professor H. S. Heaps for his helpful comments and suggestions for improvements. I would also like to thank M. Pierotti for the typing.
Appendix I

The Finite Element Algorithm. The algorithm described here is based on a sequence of quadratic surface-fitting problems. At each stage of minimization, the objective function \( F(x_1, x_2) \) is approximated by a quadratic form over the finite element region about the current minimum point. Zlámal [16] has proved the existence and uniqueness of such a quadratic polynomial. Each finite element is a right-angle triangle, with nodes at the vertices and midpoints of each side. Ghaderpanah [5] has generalized this technique and applied it in higher-dimensional minimization problems.

Iteration Steps. 1. Set \( r = 0 \). A starting point \( X_0 = (x_1^0, x_2^0) \) and a step size \( h^0 \) are given.

2. Select the vertices \( Q^{(i,j)}, i = 0, 1, 2, \) for the right-angle triangle \( \Delta^r \) according to the following scheme:

\[
Q^{(0,0)} = X^r - \left( \frac{h^r}{3}, \frac{h^r}{3} \right),
\]

\[
Q^{(1,1)} = (q_1^{(0,0)} + h^r, q_2^{(0,0)}),
\]

\[
Q^{(2,2)} = (q_1^{(0,0)}, q_2^{(0,0)} + h^r)
\]

and determine the side midpoints as follows:

\[
Q^{(1,k)} = \frac{1}{2} [Q^{(1,1)} + Q^{(k,k)}], \quad 0 \leq k < 2.
\]

Figure I illustrates the construction of the element about the point \( X^r \).

3. Compute the nodal values \( F^{(i,j)} \) at the six nodes \( Q^{(i,j)} \), i.e.,

\[
F^{(i,j)} = F(Q^{(i,j)}), \quad 0 \leq i \leq j \leq 2.
\]

4. Approximate \( F \) by the quadratic \( F^* \) given by

\[
F^*(X) = \sum_{i=0}^{2} \sum_{j=i}^{2} F^{(i,j)} S^{(i,j)}(\alpha_i, \alpha_j),
\]

where \( S^{(i,j)} \), \( 0 \leq i \leq j \leq 2 \), are the quadratic shape functions defined by

\[
S^{(i,j)}(\alpha_i, \alpha_j) = 2(2 - \delta_{ij})\alpha_i\alpha_j - \frac{1}{2}\delta_{ij}(\alpha_i + \alpha_j)
\]

and \( \delta_{ij} \) is the Kronecker delta. The functions \( \alpha_i \) are the coordinate functions defined by

\[
\alpha_i(X) = \frac{1}{h^r} (x_i - q_i^{(0,0)}), \quad i = 1, 2, \quad \text{and} \quad \alpha_0 = 1 - \alpha_1 - \alpha_2.
\]

It is easy to verify that the functions \( S^{(i,j)} \) and \( \alpha_i \) satisfy the respective properties of shape functions and natural coordinate functions given in [15]. The values of \( \alpha_i \) at each node are explicitly shown in Table I. It may be shown that the quadratic \( F^* \) is continuous and interpolates \( F \) at the six nodes \( Q^{i,j} \), i.e.,

\[
F^*(Q^{(i,j)}) = F(Q^{(i,j)}), \quad 0 \leq i \leq j \leq 2.
\]
Moreover, the first and second partial derivatives of \( F \) and \( F^* \) at \( Q^{(0,0)} \) are identical. Therefore, the approximation is of second order over the triangular region, thus

\[
|F(X) - F^*(X)| \approx O((h^r)^3)
\]

for all \( X \) in \( \Delta^r \).

5. Determine the new approximation to the local minimum \( X^{r+1} \) as follows:

\[
x^{r+1}_i = q_i^{(0,0)} + \alpha'_i h^r, \quad i = 1, 2,
\]

where \( (\alpha'_0, \alpha'_1, \alpha'_2) \) is a stationary of \( F^* \) in the natural coordinate system obtained by solving the system of algebraic equations in the unknowns \( \alpha'_0, \alpha'_1 \) and \( \alpha'_2 \) given by

\[
\frac{\partial F^*}{\partial \alpha'_i} = 0, \quad \frac{\partial F^*}{\partial \alpha'_j} = 0, \quad \alpha'_0 + \alpha'_1 + \alpha'_2 = 1.
\]

The solution of this system is given by:

\[
\alpha'_1 = (B_1 A_{22} - B_2 A_{12})/D, \quad \alpha'_2 = (B_2 A_{11} - B_1 A_{21})/D
\]

and \( \alpha'_0 = 1 - \alpha'_1 - \alpha'_2 \), where \( D = A_{11} A_{22} - A_{12} A_{21} \) and

\[
\begin{align*}
A_{11} &= f^{(0,0)} - 2f^{(0,1)} + f^{(1,1)}, \\
A_{22} &= f^{(0,0)} - 2f^{(0,2)} + f^{(2,2)}, \\
A_{12} &= A_{21} = f^{(0,0)} - f^{(0,1)} - f^{(0,2)} + f^{(1,2)}, \\
B_1 &= \frac{3}{4} f^{(0,0)} - f^{(0,1)} + \frac{1}{4} f^{(1,1)}, \\
B_2 &= \frac{3}{4} f^{(0,0)} - f^{(0,2)} + \frac{1}{4} f^{(2,2)}.
\end{align*}
\]

Let \( \delta^r \) be the distance between the solution \( \bar{X} = (\bar{x}_1, \bar{x}_2) \) and the point \( X^r = (x^r_1, x^r_2) \), i.e., \( \delta^r = \|X^r - \bar{X}\| \). It may be shown by use of the Taylor series expansion of \( F \) that for sufficiently small \( \delta^r \), \( \delta^{r+1} \) is reduced to \( O((\delta^r)^2) \).

6. **Termination Criterion and Convergence.** Let \( 0 < \lambda < 1 \), be a predetermined reduction factor for the step size. Define the step size \( h^{r+1} \) for the next iteration as follows:

\[
h^{r+1} = \begin{cases} 
\lambda h^r & \text{if } X^r \text{ is inside } \Delta^r, \text{ i.e., } 0 \leq \alpha'_0, \alpha'_1, \alpha'_2 \leq 1, \\
h^r & \text{if otherwise.}
\end{cases}
\]

Terminate the process if \( h^{r+1} < \epsilon_1 \) or

\[
F(X^{r+1}) - F(X^r) < \epsilon_2 \quad \text{and} \quad \|X^{r+1} - X^r\| < \epsilon_3,
\]

where the nonzero scalars \( \epsilon_1, \epsilon_2 \) and \( \epsilon_3 \) are predetermined minimal improvement, minimal step length and minimal step size, respectively. Otherwise, accept the new point \( X^{r+1} \), set \( r = r + 1 \) and repeat from step 2.