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Abstract. When working out the errors in discretization formulas, one usually hopes to obtain a mean value type of error. This occurs if the associated Peano kernel is a function which does not change sign. In this paper an expansion is developed which will express any error in mean value form, even when the associated Peano kernel is a function which changes sign.

1. Introduction. Let the degree of a linear functional $L$ be defined as the non-negative integer $n$ such that $L(x^i) = 0$ for $i = 0, 1, \ldots, n$, and $L(x^{n+1}) \neq 0$. Let \{x_i\} be a set of $l$ distinct points $x_1 < x_2 < \ldots < x_l$ and $a_{ij}$ be a set of $(q + 1)$ coefficients, $i = 1, 2, \ldots, l$, and $j = 0, 1, \ldots, q$, then the linear functionals to be considered are of the form

$$L(y) = \sum_{(i, j) \in E} a_{ij} y^{(j)}(x_i),$$

(1.1)

where $q \leq n$, the degree of $L$, and $E$ is the nonempty set of pairs $(i, j)$ such that $a_{ij} \neq 0$. Assuming that $y(x)$ is infinitely differentiable, $y(x)$ and its derivatives can be expanded about one of the $x_i$ points, $e$, and $L(y)$ can be expressed

$$L(y) = b_{n+1} y^{(n+1)}(e) + b_{n+2} y^{(n+2)}(e) + \ldots, \quad b_{n+1} \neq 0.$$  

(1.2)

The main result of this paper is the theorem that if the series (1.2) is infinite, then it can always be written as a finite series ending with a derivative evaluated at an unknown point $\xi$ in $(x_1, x_i)$.

For example, the linear functional of degree 2

$$M(y) = 4y(-1) - 4y(1) + y'(-1) + 6y'(0) + y'(1)$$

has $x_1 = -1, x_2 = 0, x_3 = 1, q = 1$ and

$$a_{ij} = \begin{pmatrix} 4 & 1 \\ 0 & 6 \\ -4 & 1 \end{pmatrix}.$$ 

If $y(x)$ is infinitely differentiable, then $M(y)$ can be written

$$M(y) = b_3 y^{(3)}(0) + b_4 y^{(4)}(0) + \ldots,$$

where $b_3 = -1/3, b_4 = 0, b_5 = 1/60, b_6 = 0, b_7 = 1/840, \ldots$. It is easy to show that

$$M(y) = -\frac{1}{3} y^{(3)}(0) + \frac{1}{60} y^{(5)}(\xi_1), \quad -1 < \xi_1 < 1,$$
and also
\[ M(y) = -\frac{1}{3}y^{(3)}(0) + \frac{1}{60}y^{(5)}(0) + \frac{1}{840}y^{(7)}(\xi_2), \quad -1 < \xi_2 < 1. \]

Expansions of this type have been considered ([1] and [3]) for functionals like (1.1) where the values of the nonzero coefficients \( a_{ij} \) are chosen to give a functional of maximum degree. The results of this paper apply to all functionals like (1.1).

2. Mean Value Theorem. The infinite series (1.2) will be developed by integration by parts and it will be shown that this series can always be written as a finite series ending with a derivative evaluated at an intermediate point \( \xi \) in \( (x, x_i) \).

According to Peano’s theorem ([2] and [6]), the nth degree functional (1.1) can be written
\[ L(y) = \int_{x_1}^{x} y^{(n+1)}(t)K(t) \, dt, \]
where the kernel \( K(t) \) is defined
\[ K(t) = \sum_{(i,j) \in E(n-j)} \frac{a_{ij}}{(n-j)!} (x_i - t)^{n-j}, \]
with
\[ (x_i - t)^n = \begin{cases} 0 & \text{if } t \geq x_i, \\ (x_i - t)^n & \text{if } t < x_i, \end{cases} \]
for \( n = 0, 1, 2, \ldots \). In this paper the statement that a function has one sign will mean that the function is nonnegative and is strictly positive over some interval or the function is nonpositive and strictly negative over some interval. If \( K(t) \) is a function of one sign for \( t \in [x, x_i] \), then (2.1) can be written
\[ L(y) = \frac{1}{(n+1)!} L(x^{n+1})y^{(n+1)}(\xi), \quad x_1 < \xi < x_i. \]

Using \( K(t) \) from (2.2), let
\[ K_0(t) = K(t), \]
and, for \( m = 1, 2, 3, \ldots \), let
\[ K_m(t) = \begin{cases} -\int_{x_1}^{t} K_{m-1}(u) \, du, & x_1 \leq t < e, \\ -\int_{x_1}^{e} K_{m-1}(u) \, du, & e \leq t < x_i, \\ 0, & \text{other values of } t. \end{cases} \]

The series (1.2) will now be developed using a variant of Darboux’s expansion [4, p. 440]. The linear functional \( L(y) \) expressed as in (2.1) can be written
\[ L(y) = -\int_{x_1}^{e} y^{(n+1)}(t) \, d[K_1(t)] - \int_{e}^{x} y^{(n+1)}(t) \, d[K_1(t)], \]
and integration by parts then gives
\[ L(y) = y^{(n+1)}(e) \int_{x_1}^{e} K_0(t) \, dt - y^{(n+1)}(e) \int_{x_1}^{e} K_0(t) \, dt + \int_{x_1}^{x_1} y^{(n+2)}(t) K_1(t) \, dt \]
or
\[ (2.5) \quad L(y) = y^{(n+1)}(e) \int_{x_1}^{x_1} K_0(t) \, dt + \int_{x_1}^{x_1} y^{(n+2)}(t) K_1(t) \, dt. \]
The expansion can be continued, showing that
\[ (2.6) \quad b_{n+m} = \int_{x_1}^{x_1} K_{m-1}(t) \, dt, \quad m = 1, 2, \ldots. \]

To see that the series (1.2) can be written as a finite number of terms, it is sufficient
to show that there is an \( m \) for which \( K_m(t) \) is a function of one sign on \([x_1, x_i]\).
This result will be proven in Theorem 2.2.

If the expansion point \( e \) is not equal to \( x_1 \) or \( x_i \), then \( K_m(t) \) can be separated
into two parts by \( e \). Define
\[ (2.7) \quad R_m(t) = \begin{cases} K_m(x_i - t), & 0 < t < x_i - e, \\ 0, & \text{otherwise}, \end{cases} \]
and
\[ (2.8) \quad S_m(t) = \begin{cases} K_m(x_1 + t), & 0 < t < e - x_1, \\ 0, & \text{otherwise}. \end{cases} \]

If the expansion point \( e \) is \( x_1 \), then only \( R_m(t) \) need be defined and if the expansion
point \( e \) is \( x_i \), then only \( S_m(t) \) need be defined. Definitions (2.4) and (2.7) yield
\[ (2.9) \quad R_m(t) = \int_0^t R_{m-1}(u) \, du, \quad m = 1, 2, 3, \ldots, \]
and definitions (2.4) and (2.8) yield
\[ (2.10) \quad S_m(t) = -\int_0^t S_{m-1}(u) \, du, \quad m = 1, 2, 3, \ldots. \]
The relations (2.9) and (2.10) are useful in proving certain properties of \( R_m(t) \) and
\( S_m(t) \).

**Theorem 2.1.** For sufficiently large \( m \), \( R_m(t) \) is a function of one sign with
the same sign as \( a_{rs} \) in (1.1), where \( r \) is the largest first component of elements in \( E \),
and \( s \) is the largest second component of elements in \( E \) which have \( r \) as a first component.

**Proof.** According to (2.7), (2.4) and (2.2),
\[ R_0(t) = \sum_{(i,j) \in E} \frac{a_{ij}}{(n-j)!} (x_i - x_1 + t)^{n-j}, \quad 0 < t < x_i - e, \]
and using (2.9) \( m \) times,

\[
R_m(t) = \sum_{(i,j) \in E} \frac{a_{ij}}{(m + n - j)!} (x_i - x_i + t)^{m+n-j}, \quad 0 < t < x_i - e.
\]

Letting \( F \) be the set of numbers which are first components of the members of \( E \) and letting \( G_i \) be the set of numbers which are second components of pairs in \( E \) that have \( i \) as first component, \( R_m(t) \) can be rewritten

\[
\sum_{i \in F} \frac{(x_i - x_i + t)^{m+n-J_i}}{(m + n - J_i)!} \left\{ \sum_{j \in G_i} \frac{(m + n - J_i)!}{(m + n - j)!} (x_i - x_i + t)^{J_i-j} \right\},
\]

where \( J_i \) is the largest element of \( G_i \). If \( m \) is sufficiently large, the inner sum of the above expression is as close as desired to \( a_{ij} \) for \( 0 < t < x_i - e \). Thus, for \( m \) sufficiently large, \( R_m(t) \) has the same sign as

\[
\sum_{i \in F} \frac{a_{ij}}{(m + n - j)!} (x_i - x_i + t)^{m+n-j}, \quad 0 < t < x_i - e.
\]

This expression can be written

\[
\sum_{i \in F} \frac{(x_r - x_i + t)^{m+n-s}}{(m + n - s)!} \left\{ \frac{(m + n - s)!}{(m + n - j)!} (x_i - x_i + t)^{m+n-j} \right\},
\]

where \( r \) is the largest member of \( F \) and \( s \) is \( J_r \) or the largest member of \( G_r \). If \( m \) is sufficiently large, the above sum is as close as desired to

\[
\frac{a_{rs}}{(m + n - s)!} (x_r - x_i + t)^{m+n-s}, \quad 0 < t < x_i - e,
\]

since, for all \( e < x_i < x_r \),

\[
\lim_{m \to \infty} \frac{(m + n - s)!}{(m + n - j)!} \frac{(x_i - x_i + t)^{m+n-j}}{(x_r - x_i + t)^{m+n-s}} = 0.
\]

Thus, \( R_m(t) \) takes the sign of

\[
\frac{a_{rs}}{(m + n - s)!} (x_r - x_i + t)^{m+n-s}
\]

or \( a_{rs} \) for \( m \) sufficiently large. \( \square \)

**Theorem 2.2.** There are infinitely many values of \( m \) for which \( K_m(t) \) is a function of one sign.

**Proof.** It is clear from Theorem 2.1 that for all \( m \) above some value \( R_m(t) \) is either nonpositive or nonnegative. A similar analysis on \( S_m(t) \) shows that for all \( m \) above some value \( S_m(t) \) is a function of one sign and that that sign changes each time \( m \) increases by one. Thus, there must be an infinite number of values of \( m \) for which \( K_m(t) \) is a function of one sign. The argument also applies, if the expansion point \( e \) is \( x_1 \) or \( x_i \) and only one of \( R_m(t) \) or \( S_m(t) \) is defined. \( \square \)
Theorem 2.3. There are infinitely many values of \( m \) for which the series (1.2) can be written
\[
L(y) = b_{n+1}y^{(n+1)}(e) + \ldots + b_{n+m}y^{(n+m)}(e) + b_{n+m+1}y^{(n+m+1)}(\xi),
\]
\[x_1 < \xi < x_l.
\]

Proof. Choose any \( m \) for which \( K_m(t) \) is a function of one sign on \([x_1, x_l]\). By (2.5) the functional \( L \) can be written
\[
L(y) = b_{n+1}y^{(n+1)}(e) + \ldots + b_{n+m}y^{(n+m)}(e) + \int_{x_1}^{x_1} y^{(n+m+1)}(t)K_m(t)\,dt.
\]
The mean value theorem applied to the integral gives the required result. □

3. Example. The operator
\[
M(y) = 4y(-1) - 4y(1) + y'(-1) + 6y'(0) + y'(1)
\]
might arise as a quadrature formula
\[
4\int_{-1}^{1} u(x) \, dx = u(-1) + 6u(0) + u(1) + E.
\]
The quantity \( E \) can be expressed in several ways, one way being as an infinite series like (1.2). The operator \( M(y) \) is of degree 2 and its Peano kernel, \( K(t) \), is a function which changes sign. Following a standard procedure ([2], [5], [6], [7]),
\[
|E| \leq \max_{-1 \leq x \leq 1} |u^{(2)}(x)| \int_{-1}^{1} |K(t)| \, dt = \frac{1}{2} \max_{-1 \leq x \leq 1} |u^{(2)}(x)|.
\]
If the method in this paper is followed, then \( E \) could be expressed
\[
E = -\frac{1}{3}u^{(2)}(0) + \frac{1}{60}u^{(4)}(\xi), \quad -1 < \xi < 1,
\]
and
\[
|E| \leq \max_{-1 \leq x \leq 1} \left| -\frac{1}{3}u^{(2)}(0) + \frac{1}{60}u^{(4)}(x) \right|.
\]
When \( u(x) = x^4 \) then (3.1) gives \(|E| \leq 6\), while (3.2) gives \(|E| \leq 2/5\) and the value for \( E \) is \(-2/5\). It should be noted that for a function such as \( u(x) = e^{20x} \), formula (3.1) gives a smaller bound on \(|E|\) than formula (3.2).
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