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By Richard F. King

Abstract. For iteration sequences otherwise converging linearly, the proposed one-point extrapolation method attains a convergence rate and efficiency of 1.618. This is accomplished by retaining an estimate of the linear coefficient from the previous step and using the estimate to extrapolate. For linear convergence problems, the classical Aitken-Steffensen \( \delta^2 \)-process has an efficiency of just \( \sqrt{2} \), while a recently proposed fourth-order method reaches an efficiency of 1.587. Not only is the method presented here more efficient, but it is also quite straightforward. Examples given are for Newton's method in finding multiple polynomial roots and for locating a fixed point of a nonlinear function.

1. Introduction. We are concerned with extrapolation methods for improving the convergence rate of a sequence \( x_0, x_1, \ldots \rightarrow \alpha \) exhibiting only linear convergence. Presume that the sequence is generated by a one-point iteration function \( \phi \) from an initial point \( x_0 \):

\[
x_{n+1} = \phi(x_n), \quad n = 0, 1, 2, \ldots
\]

The error equation

\[
\epsilon_{n+1} = K \epsilon_n + L \epsilon_n^2 + M \epsilon_n^3 + \cdots,
\]

derived for error \( \epsilon_n = x_n - \alpha \) by expanding \( \phi(x_n) \) in a Taylor series about \( \alpha \), then has \( 0 < |K| < 1 \). Here we have taken \( K = \phi'(\alpha), L = \phi''(\alpha)/2!, \) and \( M = \phi'''(\alpha)/3! \).

The '\( \delta \)-process', developed by Aitken [1] and applied to \( \phi \) by Steffensen [7] (see [3, pp. 135–139] or [6, Appendix E]), is one such extrapolation method. It may be derived by applying a single step of the secant method,

\[
\bar{x}_{n+2} = x_{n+1} - \frac{g(x_{n+1})}{g(x_n) - g(x_{n+1})},
\]

to the function \( g = x - \phi \), remembering that \( \phi(x_0) = x_1 \) and \( \phi(x_1) = x_2 \). The resulting extrapolation, used after every two linear-error substeps, is

\[
\bar{x}_2 = \frac{x_0 x_2 - x_1^2}{x_0 - 2x_1 + x_2},
\]
where here, and henceforth in this section, we suppress $n$ in the subscripts. Now use (1.2) and (1.4) to get the error equation

\[
\bar{e}_2 = \frac{\epsilon_0 e_2 - \epsilon_1^2}{\epsilon_0 - 2\epsilon_1 + \epsilon_2} \approx \left( \frac{-LK}{1 - K} \right) \epsilon_0^2,
\]

for the error $\bar{e}_2 = \bar{x}_2 - \alpha$. Extrapolated iterate $\bar{x}_2$ becomes a new $x_0$ for two more linear-error substeps and another extrapolation, and so forth. Thus, the procedure has convergence of order two; its efficiency in the sense of Traub [8, p. 263] is $\sqrt{2}$, because two function evaluations are required for each step. The $\delta^2$-process is a two-point method without memory [8, p. 8].

Another extrapolation method for a linearly converging sequence is described in [5]. It is a fourth-order scheme requiring just three evaluations of $\phi$ per step, and so enjoys an improved efficiency of $4^{1/3} = 1.587$ versus 1.414 for Aitken-Steffensen extrapolation. The method may be described as follows:

(i) $x_1 = \phi(x_0)$,

(ii) $x_2 = \phi(x_1)$,

(iii) $\bar{x}_2 = x_1 - \left( \frac{1}{1 - K_1} \right) (x_1 - x_2)$,

(iv) $x_3 = \phi(\bar{x}_2)$,

(v) $\bar{x}_3 = \bar{x}_2 - \left( \frac{1}{1 - K} \right) (\bar{x}_2 - x_3)$,

where

\[
K_1 = \frac{x_2 - x_1}{x_1 - x_0} \approx K + L(K + 1)\epsilon_0 + [L^2 + M(K^2 + K + 1)] \epsilon_0^2,
\]

\[
K^* = \frac{x_3 - x_2}{x_2 - x_1} \approx K + LK\epsilon_0 + [1 - K]^{-1} [L^2(-2K + 1) + M(-K^3 + K^2)] \epsilon_0^2,
\]

\[
\hat{K} = K^*(1 + K^* - K_1) \approx K + [1 - K]^{-1} [L^2(-3K + 1) + M(K^2 - K)] \epsilon_0^2.
\]

Linear-error substeps (i) and (ii), together with extrapolation (iii), constitute one step of the $\delta^2$-process. A third linear-error substep (iv) (applying $\phi$ to $\bar{x}_2$) and final extrapolation (v) complete the procedure. Note that both $K_1$ and $K^*$ are merely first-order approximations to $K$ but combine as in (1.9) to form the second-order approximation $\hat{K}$. It is the second-order accuracy of the approximation $\hat{K}$ to $K$ in extrapolation (v) that gives the method its fourth-order convergence. The iterate $\bar{x}_3$ at the end of each step becomes $x_0$ for the next step. For this method the error equation turns out to be

\[
\bar{e}_3 = [1 - K]^{-3} [L^3(-2K^2 + K) + ML(K^3 - K^2)] \epsilon_0^4.
\]

This is a three-point method without memory.

In the next section we develop a one-point extrapolation method with memory. An estimate of $K$ based on two current and two intermediate points is used to extrapolate after each linear-error step. The result is a method that is more efficient than
either of the methods heretofore discussed, and that is incidentally quite straightforward.

2. An Extrapolation Method With Memory. First observe that the extrapolation (v) of (1.6) is possible after just one new function evaluation (iv) only because an estimate $\hat{K}$ of $K$ is available from current and previous substeps. We use this idea as the basis of the proposed method: each step consists of a linear-error substep followed by an extrapolation requiring information retained not only from the present step, but also from the preceding one. If we define

\[(2.1) \quad \hat{K}_{n+1} = \frac{x_{n+2} - x_{n+1}}{x_{n+1} - x_n},\]

then one step of the method may be written as

(i) \[x_{n+2} = \phi(x_{n+1}),\]

(ii) \[\hat{x}_{n+2} = \hat{x}_{n+1} - \left(1 - \frac{1}{\hat{K}_{n+1}}\right) (\hat{x}_{n+1} - x_{n+2}).\]

Start the process by evaluating $x_1 = \phi(x_0)$ and $x_2 = \phi(x_1)$, and setting $\hat{x}_0 = x_0$ and $\hat{x}_1 = x_1$. Then $\hat{K}_1 = (x_2 - x_1)/(x_1 - x_0)$, so the first extrapolation is simply that of Aitken-Steffensen. Our new sequence of iterates is \(\{\hat{x}_n\}, n = 0, 1, 2, \ldots\). Another way to derive the scheme, analogous to (1.3) for the $\delta_2$-process, is to apply the secant method to the function $h(x) = x - \phi(x)$. Thus

\[(2.3) \quad \hat{x}_{n+2} = \hat{x}_{n+1} - \left(\hat{x}_n - \hat{x}_{n+1}\right) \left(\frac{h(x_{n+1})}{h(x_n) - h(x_{n+1})}\right),\]

and (2.3) is seen to be equivalent to (2.2).

To get the error equation, we must find out how good $\hat{K}_{n+1}$ is as an estimate of $K$. From (1.1), (1.2), and (i) of (2.2), we can write

\[(2.4) \quad \epsilon_{n+2} = K\epsilon_{n+1} + L\epsilon_{n+1}^2, \quad \epsilon_{n+1} = K\epsilon_n + L\epsilon_n^2.\]

Then from (2.1) and (2.4) it follows that

\[(2.5) \quad \hat{K}_{n+1} = \frac{\epsilon_{n+2} - \epsilon_{n+1}}{\epsilon_{n+1} - \epsilon_n} \doteq K + L\epsilon_n,\]

since ultimately $|\hat{K}_{n+1}| << |\epsilon_n|$. Finally, the error equation can be calculated from (ii) of (2.2), using (2.4) and (2.5), as

\[(2.6) \quad \hat{\epsilon}_{n+2} \doteq \left(\frac{-L}{1 - K}\right) \hat{\epsilon}_n \hat{\epsilon}_{n+1}.\]

Thus, the error equation has the same form as that of the classical secant method for a simple root. Consequently, the method has a convergence rate of $(1 + \sqrt{5})/2 \doteq 1.618$. Since only one evaluation of $\phi$ is required each step, it also has an efficiency of 1.618, as against 1.587 for the method of [5] and 1.414 for the $\delta^2$-process. It may be classified as a one-point method with memory.

In none of the three schemes discussed do succeeding elements of the sequence defined by (1.1) need to be evaluated once extrapolation has begun. For instead the
function $\phi$ is applied to more accurate estimates of $\alpha$ than the terms of the original sequence.

3. Examples. a. The first two examples are for Newton's method,

$$x_{n+1} = \phi(x_n) = x_n - \frac{f(x_n)}{f'(x_n)},$$

applied to a nonlinear function $f$ with a multiple root at $\alpha$ of multiplicity $m \neq 1$. It has been shown in [5] that for derivative ratios

$$R = \frac{f^{(m+1)}(\alpha)}{f^{(m)}(\alpha)}, \quad S = \frac{f^{(m+2)}(\alpha)}{f^{(m)}(\alpha)},$$

the coefficients in (1.2) are given by

$$K = \frac{m - 1}{m}, \quad L = \frac{R}{m^2(m+1)}, \quad M = \frac{2S}{m^2(m+1)(m+2)} - \frac{R^2}{m^3(m+1)}.

Tables 1 and 2 list the results of computations done on an IBM 370 in quadruple precision for functions $f = (x - 1)^2 \tan(\pi x/4)$ and $f = x \sin((x - 1)^4)$, respectively. Both the actual error $\varepsilon = x - \alpha$ and the error estimate computed from (2.6), as well as the function value $f$, are given for the proposed method. Since $m = 1/(1 - K)$, from (3.3), it follows that $\tilde{m} = 1/(1 - \tilde{K})$ is an estimate of $m$; both $K$ (from (2.1)) and $\tilde{m}$ are shown in the tables. For comparison, results using the $\delta^2$-process are also included. Extrapolation substeps have a $T$ (for tilde) following the number $n$ of the substep in the first column.

<table>
<thead>
<tr>
<th>Table 1</th>
</tr>
</thead>
</table>

<table>
<thead>
<tr>
<th>$n$</th>
<th>$x - \alpha$</th>
<th>$f$</th>
<th>$\varepsilon^{2}$-process $x - \alpha$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>-5.000000</td>
<td>0.0375</td>
<td>-5.000000</td>
</tr>
<tr>
<td>1</td>
<td>0.622531(-1)</td>
<td>0.012432(-1)</td>
<td>0.622531(-1)</td>
</tr>
<tr>
<td>2</td>
<td>0.325841(-1)</td>
<td>0.011751(-2)</td>
<td>0.325841(-1)</td>
</tr>
<tr>
<td>3</td>
<td>0.340712(-1)</td>
<td>0.012470(-2)</td>
<td>0.340712(-1)</td>
</tr>
<tr>
<td>4</td>
<td>0.174802(-1)</td>
<td>0.014065(-3)</td>
<td>0.174802(-1)</td>
</tr>
<tr>
<td>5</td>
<td>0.160897(-2)</td>
<td>0.012812(-5)</td>
<td>0.160897(-2)</td>
</tr>
<tr>
<td>6</td>
<td>0.393937(-4)</td>
<td>0.070362(-6)</td>
<td>0.393937(-4)</td>
</tr>
<tr>
<td>7</td>
<td>0.450433(-4)</td>
<td>0.020920(-8)</td>
<td>0.450433(-4)</td>
</tr>
<tr>
<td>8</td>
<td>0.225224(-4)</td>
<td>0.050728(-9)</td>
<td>0.225224(-4)</td>
</tr>
<tr>
<td>9</td>
<td>0.594677(-7)</td>
<td>0.035641(-14)</td>
<td>0.594677(-7)</td>
</tr>
<tr>
<td>10</td>
<td>0.297393(-7)</td>
<td>0.084400(-15)</td>
<td>0.297393(-7)</td>
</tr>
<tr>
<td>11</td>
<td>0.450433(-1)</td>
<td>0.120378(-11)</td>
<td>0.120378(-11)</td>
</tr>
<tr>
<td>12</td>
<td>0.101589(-1)</td>
<td>0.110648(-23)</td>
<td>0.110648(-23)</td>
</tr>
<tr>
<td>13</td>
<td>0.982590(-19)</td>
<td>0.965483(-38)</td>
<td>0.965483(-38)</td>
</tr>
</tbody>
</table>

Inasmuch as both $f$ and $f'$ in the function $\phi$ must be evaluated each substep for Newton's method, the effective efficiency here for the $\delta^2$-process is really only $2^{1/4} = 1.189$; see Van de Vel [9]. Effective efficiency for the method of [5] is correspondingly $4^{1/6} = 1.260$; this matches the efficiency of the nonextrapolation root-finding procedure of Esser; see [2]. For the proposed method of (2.1) and (2.2), the effective efficiency with Newton's method is $(1.618)^{1/2} = 1.272$; this efficiency is also that of the procedure outlined in [4], in which the secant method itself is applied to a function.
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analogous to \(f/f'\), namely, to a related function having a simple zero at \(\alpha\).

Table 2

<table>
<thead>
<tr>
<th>(n)</th>
<th>(x-a)</th>
<th>(f)</th>
<th>([-1/2] \tilde{c}<em>n \tilde{c}</em>{n+1})</th>
<th>(\tilde{c}_n)</th>
<th>(\tilde{c}_{n+1})</th>
<th>(\tilde{c}<em>n \tilde{c}</em>{n+1})</th>
<th>(\delta^2)-process (x-a)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>-5.0000</td>
<td>0.312297(-1)</td>
<td>.700391</td>
<td>3.337685</td>
<td>-.829778(-1)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>-3.33043</td>
<td>0.82052(-2)</td>
<td>3.740276</td>
<td>3.856921</td>
<td>-.617533(-1)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>-2.37900</td>
<td>0.244113(-2)</td>
<td>3.768981</td>
<td>3.983769</td>
<td>-.284075(-2)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>-1.11849</td>
<td>0.139001(-3)</td>
<td>3.749969</td>
<td>3.999503</td>
<td>-.159726(-2)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

b. The last example is for a direct application of the iteration \(x_{n+1} = \phi(x_n)\) of (1.1) in finding that fixed point of

\[
\phi = \frac{e^{x-1} + 1}{2}
\]

at \(\alpha = 1\). An initial estimate of \(x_0 = .5\) is used. (The other fixed point, at \(x = 2.256\), does not concern us.) In this case the coefficients in (1.2) are \(K = 1/2, L = 1/4, M = 1/12\). We can think of the problem as that of finding a root of the nonlinear function \(f = x - \phi\).

Quadruple-precision results are shown in Table 3. Again the actual error \(\epsilon = x - \alpha\), the function value \(f\), and the error estimate from (2.6) are given, as is \(\tilde{K}\) from (2.1). A \(T\) denotes an extrapolation step. Corresponding results for the \(\delta^2\)-process are also listed.

Table 3

<table>
<thead>
<tr>
<th>(n)</th>
<th>(x-a)</th>
<th>(f)</th>
<th>([-1/2] \tilde{c}<em>n \tilde{c}</em>{n+1})</th>
<th>(\tilde{c}_n)</th>
<th>(\tilde{c}_{n+1})</th>
<th>(\tilde{c}<em>n \tilde{c}</em>{n+1})</th>
<th>(\delta^2)-process (x-a)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>-5.0000</td>
<td>0.303265</td>
<td>.446848</td>
<td>.491869</td>
<td>-.74194(-2)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>-1.96735</td>
<td>-.107439</td>
<td>.499999(-1)</td>
<td>.987312(-8)</td>
<td>-.596740(-8)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>-1.99257(-1)</td>
<td>-.465833(-1)</td>
<td>.546247(-4)</td>
<td>.197462(-19)</td>
<td>-.197462(-19)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Note that here the iteration of (1.1) is known in advance to converge just linearly—if it converges at all—because \( \phi' = \frac{\exp(x - 1)}{2} > 0 \) everywhere. Nevertheless, the efficiency (1.618) of the proposed method for this problem is as high as that of the secant method for finding a simple root of the nonlinear function \( f \).
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