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Abstract. We consider approximating the solution of the initial and boundary value problem for the Navier-Stokes equations in bounded two- and three-dimensional domains using a nonstandard Galerkin (finite element) method for the space discretization and the third order accurate, three-step backward differentiation method (coupled with extrapolation for the nonlinear terms) for the time stepping. The resulting scheme requires the solution of one linear system per time step plus the solution of five linear systems for the computation of the required initial conditions; all these linear systems have the same matrix. The resulting approximations of the velocity are shown to have optimal rate of convergence in $L^2$ under suitable restrictions on the discretization parameters of the problem and the size of the solution in an appropriate function space.

1. Introduction. Let $\Omega$ be a bounded domain in $\mathbb{R}^N$, $N = 2$ or $3$, with a smooth boundary $\partial \Omega$. Given $0 < T < \infty$, we seek an $\mathbb{R}^N$-valued function $u = (u_1, \ldots, u_N)$ (the velocity), and a real-valued function $p$ (the pressure), defined for $(x, t) \in \Omega \times [0, T]$ and satisfying the Navier-Stokes equations

\[
\begin{align*}
    u_t - v \Delta u + (u \cdot \text{grad})u + \text{grad} p &= f \quad \text{in } \Omega \times (0, T], \\
    u &= 0 \quad \text{on } \partial \Omega \times [0, T], \\
    \text{div } u &= 0 \quad \text{in } \Omega \times [0, T], \\
    u(x, 0) &= u^0(x) \quad \text{in } \Omega,
\end{align*}
\]

(1.1)

where $f$ is a given $\mathbb{R}^N$-valued function defined on $\Omega \times [0, T]$, $u^0$ is a given $\mathbb{R}^N$-valued function defined on $\Omega$ with $u^0 = 0$ on $\partial \Omega$ and $\text{div } u^0 = 0$ in $\Omega$ and $v > 0$ is a constant (the coefficient of the kinematic viscosity). It will be assumed that the data of the problem (1.1) are such that (1.1) has a unique solution pair $[u, p]$ (with $p$ being unique up to an additive constant) sufficiently smooth so that the convergence results hold. We refer the reader to the books by Ladyzhenskaya [12], Lions [15], and Temam [18] for existence, uniqueness, and regularity results for (1.1).

Our goal in this work is to construct and analyze a fully discrete Galerkin (finite element) method for the approximation of the solution of (1.1). Our method is based on a nonstandard Galerkin approximation in the space variables which uses finite-dimensional subspaces, the elements of which are not required to be divergence-free.
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For the time discretization we shall use the third order accurate, three-step backward differentiation method coupled with a suitable extrapolation procedure for the nonlinear terms so that only one linear system (with the same matrix) will have to be solved at each time step. The use of a three-step method necessitates providing three initial conditions (starting values) for the scheme. We generate these initial conditions by appropriate single-step methods and extrapolation procedures; their construction involves the solution of five linear systems with the same matrix as the one associated with the linear systems of the subsequent time-stepping. Hence only one matrix need be formed (and, e.g., LU-decomposed once if the systems are solved by a direct method) in the whole computation.

To this end we begin by introducing notation and the appropriate function spaces that we shall use. For integer $s \geq 0$ and real $1 < p < \infty$ we denote by $W^s_p(\Omega)$ the (real) Sobolev spaces, defined in the customary way, of scalar, real-valued functions defined on $\Omega$ and let $| \cdot |_{s,p}$ denote the associated norms. We put $H^s = W^s_2$ and let $| \cdot |_s$, $\langle \cdot , \cdot \rangle_s$ denote the associated norm, resp. inner product. For $s = 0$ we denote the norm on $W^0_p = L^p_\Omega$ by $| \cdot |_{L^p_\Omega}$ and, in particular, on $L^2$ by $| \cdot |$ and the associated $L^2$-inner product by $\langle \cdot , \cdot \rangle$. As usual, we let $H^1$ be the space of those functions in $H^1$ which vanish on $\partial \Omega$ in the sense of trace. We let $H^s = (H^s)^N$ be the space of $\mathbb{R}^N$-valued functions $u = (u_1, \ldots, u_N)$ defined on $\Omega$ such that $u_i \in H^s$, $1 \leq i \leq N$. Correspondingly, we put $H^1 = (H^1)^N$ and equip $H^s$ with the inner product $(u, v)_s = \sum_{i=1}^N (u_i, v_i)_s$, generating the product norm $\| \cdot \|_s = (\langle \cdot , \cdot \rangle_s)^{1/2}$. On $L^2 = (L^2)^N$, the inner product, resp. norm, is denoted by $\langle \cdot , \cdot \rangle$ and $\| \cdot \|$. We shall also use the Banach spaces $L^\infty = (L^\infty)^N$, $W^{1,\infty} = (W^{1,\infty})^N$, which we equip with the norms $\| v \|_\infty = \max_{1 \leq i \leq N} | v_i |_{L^\infty}$, $\| v \|_{1,\infty} = \max_{1 \leq i \leq N} | v_i |_{L^{1,\infty}}$, respectively, and the quotient space $H^s/R^1$, equipped with the norm $\| v \|_{H^s/R^1} = \inf_{c \in R^1} | v + c |$. Finally, if $v : [0, t] \to X$ is a (strongly) measurable map with values in a Banach space $(X, \| \cdot \|_X)$, we let $\| v \|_{L^p(0,t;X)} = (\int_0^t \| v(t) \|_X^p \, dt)^{1/p}$ for $1 \leq p < \infty$, and $\| v \|_{L^\infty(0,t;X)} = \sup_{0 < \tau < t} \| v(\tau) \|_X$. In case $t = T$ we shall write $L^p(0,T; X)$ as $L^p(T, X)$, $1 \leq p \leq \infty$.

For $u, v \in H^1$ we define the bilinear form

$$a(u, v) = \sum_{i,j=1}^N \int_\Omega \frac{\partial u_i}{\partial x_j} \frac{\partial v_j}{\partial x_i} \, dx,$$

for which it is well known that there exists a constant $C_a = C_a(\Omega)$ such that

$$\left\{ \begin{array}{l}
a(u, v) \leq \| u \|_1 \| v \|_1, \quad \forall \, u, v \in H^1, \\
C_a \| u \|_1^2 \leq a(u, u), \quad \forall \, u \in H^1.
\end{array} \right.$$  

(1.3)

We now consider approximating the solution $[u, p]$ of (1.1) by a Galerkin-type method. For the space discretization we shall adopt the Lagrange multiplier technique of [2] that allows the use of subspaces, the elements of which are not necessarily divergence-free. A similar technique was originally proposed by Babuška [1] for the stationary (linear) Stokes equations and was analyzed by Falk in [8]; cf. also the works of Crouzeix and Raviart [5], and of Jamet and Raviart [10].

For integer $r \geq 2$ and for $0 < h < 1$ consider a family $S^r_h = S^r_h(\Omega)$ of finite-dimensional subspaces of $H^1$ in which approximations to the velocity will be sought. (In [2] these subspaces are not required to satisfy the essential boundary conditions—they
are just subspaces of $\mathbf{H}^1$. To simplify matters we require here that $S_h \subset \mathbf{H}^1$. See Remark 4.4 for the nonconforming case.) $S_h$ will consist of ordered $N$-tuples of piecewise polynomials of degree at most $r - 1$ defined on a quasiuniform partition of $\Omega$ and satisfying, for some constant $C$ independent of $h$, the approximation property

$$\inf_{x \in S_h} (\| u - x \| + h \| u - x \|_1) \leq C h^s \| u \|_{s, \Omega}, \quad \forall u \in \mathbf{H}^s \cap \mathbf{H}^1, 1 \leq s \leq r,$$

and the inverse property

$$\| x \| \leq C h^{-1} \| x \|, \quad \forall x \in S_h.$$

Consider also, with $r$ as above and for $0 < \hat{h} < 1$, a family $P_h = P_h(\Omega)$ of finite-dimensional subspaces of $\mathbf{H}^1$, (approximations to the pressure will be sought in $P_h(\Omega)$), consisting of piecewise polynomials of degree $\leq 1$ if $r = 2$ and $\leq r - 2$ if $r > 2$, defined on a (generally different from that associated with $S_h$) quasiuniform partition of $\Omega$. We require that $P_h$ satisfy, for some constant $C$ independent of $h$, the approximation property

$$\inf_{\phi \in P_h} \left( \| p - \phi \| + h \| p - \phi \|_1 \right) \leq C h^s \| p \|_{s, \Omega}, \quad \forall p \in \mathbf{H}^s, 1 \leq s \leq r - 1,$$

and the inverse property

$$\| \phi \| \leq C h^{-1} \| \phi \|, \quad \forall \phi \in P_h.$$

Let now $H = \mathbf{H}^1 \times \mathbf{H}^1$ and $H_{h, \hat{h}} = S_h \times P_h$. On $H \times H$ define the bilinear form

$$B([u, p], [v, q]) = va(u, v) + (p, \text{grad } q) + (u, \text{grad } p),$$

using which we can define, if $h/\hat{h}$ is sufficiently small, a suitable projection of the solution $[u, p]$ of (1.1) onto $H_{h, \hat{h}}$. (See Section 2 for a statement of the relevant results, which are special cases of more general results of [2]. However, for the convenience of the reader we include their proofs in Section 4.) This projection will be suitably close to $[u, p]$ provided $\beta \leq h/\hat{h} \leq \beta$ holds for some constant $\beta$, sufficiently small, and any $0 < \beta' \leq \beta$. (All subsequent results will hold provided this condition on $h/\hat{h}$ holds.)

We now consider the trilinear form

$$b_1(u, v, w) = \sum_{i,j=1}^N \int_{\Omega} \frac{\partial v_j}{\partial x_i} w_j \, dx,$$

which is well defined, e.g., for $u, v, w \in \mathbf{H}^1$, [18], since $N = 2$ or 3. We shall actually use the form

$$b(u, v, w) = \frac{1}{2} \left( b_1(u, v, w) - b_1(u, w, v) \right).$$

It is well known [18, p. 163] that, for $u \in \mathbf{H}^1$ with $\text{div } u = 0$ in $\Omega$ and for $v, w \in \mathbf{H}^1$, there holds

$$b(u, v, w) = b_1(u, v, w) = -b_1(u, w, v).$$

We shall use on occasion several inequalities involving the trilinear form $b$; we shall list them in Section 2. We remark here that it is well known (since $N = 2$ or 3; cf.
[18, p. 161]) that there exists a constant \( C_b = C_b(\Omega) \) such that

\[
(1.11) \quad |b(u, v, w)| \leq C_b \|u\|_1 \|v\|_1 \|w\|_1, \quad \forall \ u, v, w \in \boldsymbol{H}^1.
\]

Using the notation introduced above it is easily seen that the solution \([u, p]\) of (1.1) satisfies the following weak formulation of (1.1)

\[
\left\{ \begin{array}{l}
(u_t, v) + B([u, p], [v, q]) + b(u, u, v) = (f, v), \quad \forall [v, q] \in \boldsymbol{H}, 0 \leq t \leq T, \\
u(0) = u^0.
\end{array} \right.
\]

Following [2] one may seek \( u_h: [0, T] \to S_h', \ p_h: [0, T] \to P_h/R', \) satisfying the semidiscrete equations

\[
\begin{align*}
&\left( \frac{\partial u_h}{\partial t}, v \right) + B([u_h, p_h], [v, q]) + b(u_h, u_h, v) = (f, v), \\
&\forall [v, q] \in \boldsymbol{H}_{h}, 0 \leq t \leq T, \\
&(u_h(0), v) = (u^0, v), \quad \forall v \in S_h'.
\end{align*}
\]

In [2] it is proved that a unique solution \([u_h, p_h]\) of (1.12) exists for \( 0 < t \leq T \) and that for \( u, p \) sufficiently smooth the error estimates \( \|u_h - u\|_{L^\infty(0,T)} = O(h^r) \) and \( \|p_h - p\|_{L^\infty(0,T)/R'} = O(h^{r-1}) \) hold. We shall not use the semidiscrete approximations \( u_h, p_h \) at all in this paper.

We now consider full discretizations of (1.12). In [2] a second order fully discrete scheme based on the trapezoidal rule with extrapolation for the nonlinear terms is analyzed. In [9] Girault and Raviart analyze the application of a family of two-step, second order accurate A-stable methods combined with extrapolation for the nonlinear terms for the time discretization of the abstract problem (no space discretization) for the Navier-Stokes equations. We point out that such two-step methods with extrapolation have been used for general nonlinear parabolic equations by Dupont, Fairweather and Johnson [7] and Zlámal [19], among others. In both [2] and [9] only partial extrapolation of the nonlinear terms is done, so that the resulting discrete schemes require the solution of a linear system at each time step whose linear operator changes at each time step. In [11] Jureidini considers the (fourth order in space) stream function formulation for the Navier-Stokes equations with \( N = 2 \) and uses full extrapolation of the nonlinear terms in a fully discrete Crank-Nicolson-Galerkin approximation.

We shall consider the application of the third order accurate three-step backward differentiation method, cf. e.g., [13], for the full discretization of (1.12). To that effect we let \( k = T/J, \ k < 1 \) be the (constant) time step, where \( J \) is a positive integer. Then, the method, in the context of approximating the solution \( y(t), \ 0 \leq t \leq T, \) of the (scalar) initial value problem \( y'(t) = F(y(t)), \ 0 < t \leq T, \ y(0) = y_0 \) given, becomes

\[
(1.13) \quad y^{n+3} - \frac{18}{11} y^{n+2} + \frac{9}{11} y^{n+1} - \frac{2}{11} y^n = \frac{6}{11} k F^{n+3}, \quad n = 0, 1, \ldots, J - 3,
\]

where \( y^n \) approximates \( y(t^n), \ t^n = nk, \ F^n = F(y^n) \) and where, e.g., \( y^0 = y_0 \) and \( y^1, y^2 \) have to be supplied by a single-step scheme. We shall use (1.13) with appropriate initial conditions to fully discretize (1.12). We shall modify the scheme by fully extrapolating (totally "lagging") the nonlinear term in (1.12) so that a single linear
system with the same matrix need be solved at each time step. To this end we define
the "lag" operator
\begin{equation}
\Lambda y^{n+3} = 3y^{n+2} - 3y^{n+1} + y^n, \quad 0 \leq n \leq J - 3,
\end{equation}
and note that \( \Lambda y^{(n+3)} = y(t^{(n+3)}) + O(k^3) \) for sufficiently smooth \( y(t) \). We seek
\(|U^n, P^n|_{n=3} \in \mathbf{H}_{h,h} \) satisfying
\begin{equation}
\begin{aligned}
&\left( U^{n+3} - \frac{18}{11} U^{n+2} + \frac{9}{11} U^{n+1} - \frac{2}{11} U^n, v \right) \\
&+ \frac{6}{11} k B([U^{n+3}, P^{n+3}], [v, q]) + \frac{6}{11} k b(\Lambda U^{n+3}, \Lambda U^{n+3}, v) \\
&= \frac{6}{11} k(f^{n+3}, v), \quad \forall[v, q] \in \mathbf{H}_{h,h}, 0 \leq n \leq J - 3,
\end{aligned}
\end{equation}
where \( U^0, U^1, U^2 \) will be functions in \( S_h \) that will be appropriately chosen below. It
will be shown in Section 2 that for each \( n, 0 \leq n \leq J - 3, \) there exists a unique pair
\(|U^{n+3}, P^{n+3}| \in \mathbf{H}_{h,h} \) satisfying (1.15) (given \( U^j \in S_h, j = n, n + 1, n + 2 \)),
which is found as solution of a linear system whose matrix corresponds to the bilinear form,
defined on \((\mathbf{H}_{h,h})^2\),
\begin{equation}
A([U, P], [v, q]) = (U, v) + \frac{6}{11} k B([U, P], [v, q]).
\end{equation}
In order to describe our convergence results we introduce some more notation. In
what follows \( C \) will denote a generic constant independent of \( k, h, \hat{h}, u, p, T, u^0 \), or
\( f; c \) will denote constants independent of \( k, h, \) and \( \hat{h} \) but depending on \( u^0, f, u, \) and
\( p \). The constants \( c \) will not depend explicitly on \( T; \) they may depend implicitly on \( T \)
though, through \( L^a(0, T; X) \)-norms of \( u, p, \) or \( f \). We shall suppose that the solution
\(|u, p| \) of (1.1) is smooth enough so that all constants \( c \) below exist and are finite.

In Section 2 we analyze the convergence of the scheme (1.15), under the assumption
that the initial values \( U^j, j = 0, 1, 2, \) in \( S_h \) satisfy \( ||U^j - u^j|| \leq c(k^3 + h^{r}) \),
\( j = 0, 1, 2, \) where we put \( u^n = u(t^n) \) for the solution of (1.1). Specifically, assuming
that \( kh^{-4/7} \leq \alpha, \) for any positive constant \( \alpha, \) and that \( k \) and \( h \) are sufficiently small
in the sense that \( c(k^3 + h^{r-1}) \leq \nu \) (condition (2.42)) and that
\begin{equation}
(1 + T)(a^6h^{10/7} + h^{2r-2}) \leq \nu
\end{equation}
(condition (2.58)), then, if
\begin{equation}
||u||_{L^\infty(H^1)} \leq C \nu
\end{equation}
holds, where \( C \) is a constant depending on \( \Omega \) only—taken in the proof equal to
\( C_a/660C_b \) where \( C_a \) and \( C_b \) have been defined by (1.3) and (1.11), respectively—we prove in Theorem 2.1 that \( ||U^n - u^n|| \leq c(1 + T)^{1/2}(k^3 + h^r), 0 \leq n \leq J, \) where \( c \)
depends of course on \( \alpha \) too.

A condition of the form (1.17) on the solution of (1.1) is needed for the proof of
uniqueness and regularity of the Navier-Stokes equations for \( N = 3 \) [18, p. 303 et
seq.], but is not necessary for \( N = 2 \). However, our proof does not distinguish
between the two- and the three-dimensional case. In Section 4 we show, following
[18], that (1.17) holds provided \( \nu \) is sufficiently large and/or the data \( u^0, f \) are
sufficiently small in appropriate function spaces. In Theorem 2.2 we give an
alternative result of convergence according to which if (1.17) is not imposed, then a
strengthening of condition (2.58) to a condition of the type $c e^{cT(\alpha^6 h^{10/7} + h^{2r-2})} \leq v$
(condition (2.78)) will give (with the other hypotheses of Theorem 2.1 remaining unchanged) the error estimate $\|U^n - u^n\| \leq c e^{cT(k^3 + h^r)}$, $0 \leq n \leq J$. For the pressure we obtain (cf. Proposition 2.3 and Theorem 2.2) the estimate

$$|P^n - p(t^n)|_{L^2(R)} = O(k^2 + k^{-1}h^r + h^{-1}), \quad 3 \leq n \leq J$$

with no additional hypotheses.

In Section 3 we address the problem of choosing the initial conditions $U^j, j = 0, 1, 2$, in $S_h$ so that $\|U^j - u^j\| = O(k^3 + h^r)$. Moreover we ask that their computation involve again only solving linear systems with the matrix corresponding to the bilinear form $A$ defined by (1.16). What complicates matters somewhat is that $p(x, 0)$ is not given as part of the initial data for (1.1)—if that were the case, (1.1) would have been overspecified.

We first compute $U^0$ (and a pressure $P^0$ not to be used in sequel), i.e., a pair $[U^0, P^0] \in H_{h,h}$ by

$$\begin{align*}
(1.18) \quad (U^0, v) + \frac{6}{11} kB([U^0, P^0], [v, q])
&= (u^0, v) + \frac{6}{11} kB([u^0, 0], [v, q]), \quad \forall [v, q] \in H_{h,h}.
\end{align*}$$

We then obtain an intermediate value $\tilde{U}^{6/11}$ by the application of the single-step backward Euler method, i.e., by finding $[\tilde{U}^{6/11}, \tilde{P}^{6/11}] \in H_{h,h}$ by solving

$$\begin{align*}
(1.19) \quad (\tilde{U}^{6/11} - U^0, v) + \frac{6}{11} kB([\tilde{U}^{6/11}, \tilde{P}^{6/11}], [v, q])
&+ \frac{6}{11} k b(u^0, u^0, v) = \frac{6}{11} k (f^{6/11}, v), \quad \forall [v, q] \in H_{h,h},
\end{align*}$$

where by $f^0$ we mean of course $f(\cdot, t^0) = f(\cdot, \sigma k)$. Using $\tilde{U}^{6/11}$, we compute $[\dot{U}_1, \dot{P}_1] \in H_{h,h}$ by one application of the trapezoidal method as the solution of

$$\begin{align*}
(\dot{U}_1 - U^0, v) + \frac{6}{11} kB([\dot{U}_1, \dot{P}_1], [v, q]) + \frac{3}{11} k b(u^0, u^0, v)
&+ \frac{3}{11} k b(2\tilde{U}^{6/11} - u^0, 2\tilde{U}^{6/11} - u^0, v) = \frac{3k}{11} (f^{12/11} + f^0, v),
\forall [v, q] \in H_{h,h},
\end{align*}$$

and then obtain a corrected $[\dot{U}_2, \dot{P}_2] \in H_{h,h}$ by

$$\begin{align*}
(\dot{U}_2 - U^0, v) + \frac{6}{11} kB([\dot{U}_2, \dot{P}_2], [v, q]) + \frac{3}{11} k b(u^0, u^0, v)
&+ \frac{3}{11} k b(2\dot{U}_1 - u^0, 2\dot{U}_1 - u^0, v) = \frac{3k}{11} (f^{12/11} + f^0, v),
\forall [v, q] \in H_{h,h},
\end{align*}$$

i.e., by one more application of the trapezoidal rule using $\dot{U}_1$ for the evaluation of one part of the nonlinear term. We let then

$$U^{12/11} = 2\dot{U}_2 - U^0 \in S_h$$
and compute \([\hat{U}_3, P_3] \in H_{h,h}\) by

\[
(\hat{U}_3 - U^{12/11}, v) + \frac{6}{11} k B(\hat{P}_3, [v, q])
\]

\[
+ \frac{3}{11} k B(U^{12/11}, U^{12/11}, v) + \frac{3}{11} k B(2U^{12/11} - U^0, 2U^{12/11} - U^0, v)
\]

\[
= \frac{3}{11} k \left( f^{24/11} + f^{12/11}, v \right), \quad \forall [v, q] \in H_{h,h},
\]

letting subsequently

\[
U^{24/11} = 2\hat{U}_3 - U^{12/11} \in S_h.
\]

It will be proved in Section 4 that \(U^0\) is an \(O(h^*)\) approximation (in \(L^2\)) to \(u^0\) and that, under the hypothesis that \(kh^{-2/3} \leq \alpha\), for any positive constant \(\alpha\), \(U^{12/11}\), \(U^{24/11}\) are \(O(k^3 + h^*)\) approximations in the \(L^2\)-sense to \(u^{12/11}\), \(u^{24/11}\), respectively. Hence, finally, if we define \(U^1, U^2 \in S_h\) by polynomial interpolation as

\[
U^1 = (13U^0 + 286U^{12/11} - 11U^{24/11})/288,
\]

\[
U^2 = (-5U^0 + 22U^{12/11} + 55U^{24/11})/72,
\]

we prove in Theorem 3.1 that (for \(kh^{-2/3} \leq \alpha\)) \(\|U^j - u^j\| = O(k^3 + h^*), j = 0, 1, 2\).

We note that a total of five linear systems with the matrix corresponding to the bilinear form \(A\) need be solved for the determination of \(U^j, j = 0, 1, 2\).

We close the paper with a section of remarks in which, in addition to giving sufficient conditions for (1.17) to hold and providing the proofs of Propositions 2.1 and 2.2, we outline the algorithm for an analogous fully discrete method that uses the two-step, second order accurate backward differentiation method and state without proof an analogous optimal rate convergence theorem.

In [14], M.-N. Le Roux considers the application of strongly \(A(\theta)\)-stable multistep methods (the third order backward differentiation method is strongly \(A(\theta)\)-stable with \(\theta \approx 88^\circ\), cf. [13]) for the time discretization of the abstract Navier-Stokes problem (no space discretization) in two dimensions and gives an optimal rate of convergence estimate under a condition of the type (1.17) if \(\theta < \pi/2\). However, only partial extrapolation of the nonlinearity is employed so that the linear operator to be inverted at each step changes from step to step.

Backward differentiation methods of order up to six have been analyzed by Bramble and Sammon, cf., e.g., [3] for an announcement of the results, for the efficient full discretizations of Galerkin-type methods for general quasilinear parabolic equations for which the type of the nonlinearity necessitates the use of preconditioned iterative methods, cf. [6], [4], with a time-independent preconditioning operator leading to the solution of a number of linear systems with the same matrix at each step. In the Navier-Stokes case, due to the "semilinear" nature of the problem "linearization" may be achieved by totally "lagging" the nonlinear term and then solving one linear system per step, corresponding to the time-independent part of the Navier-Stokes operator.

2. Time Stepping With the Three-Step Backward Differentiation Method. In this section we analyze the convergence of the scheme (1.15) under the assumption that \(U^j\) are optimally close in \(L^2\) to the exact values \(u^j\) for \(j = 0, 1, 2\). First we state two
results of [2] concerning the bilinear form $B$ defined by (1.8). These results, which appear here appropriately simplified for our purposes, will be used repeatedly. For the convenience of the reader we shall provide their proofs in Section 4 (cf. Remark 4.3). We consider

$$
\| [u, p] \| = \left( \| u \|^2 + \| p \|^2_{L^2(R^j)} \right)^{1/2},
$$

which is a norm on $H \times H$. We then have

**PROPOSITION 2.1.** There exists a constant $C = C(N)$ such that for $C, = C_{\max, j}^{\nu, 1}$ we have

$$
(2.1) \quad | B([u, p], [v, q]) | \leq C \| [u, p] \| \| [v, q] \|, \quad \forall [u, p], [v, q] \in H.
$$

Moreover, there exists a positive constant $\beta$, independent of $\nu, h, \hat{h}$, such that, for $h/\hat{h} < \beta$, there exists a constant $C_2 = C_2(\beta, \nu, \Omega)$ such that

$$
(2.2) \quad \sup_{[v, q] \in H_{h, \hat{h}}^{h, \hat{h}}} \| B([u, p], [v, q]) \| \leq C_2 \| [u, p] \|, \quad \forall [u, p] \in H_{h, \hat{h}}.
$$

In addition the following projection result holds.

**PROPOSITION 2.2.** Let $[u, p]$ be the solution of (1.1), and suppose that, for $j = 0, 1$ and for some $1 < \alpha < \infty$,

$$
\left[ \frac{\partial u}{\partial t}, \frac{\partial p}{\partial t} \right] \in L^\alpha((H^1 \cap H^\alpha) \times H^{\alpha - 1}/R^1), \quad 2 \leq s \leq r.
$$

Suppose that $h/\hat{h} \leq \beta$ as in Proposition 2.1 and that, for some positive constant $\beta'$, there holds that $\beta' \leq h/\hat{h}$. Then, there exists a unique pair $[\omega, \pi] \in L^\alpha(H_{h, \hat{h}})$—henceforth referred to as the “B-projection” of $[u, p]$ onto $H_{h, \hat{h}}$—satisfying

$$
(2.3) \quad B([\omega(t), \pi(t)], [v, q]) = B([u(t), p(t)], [v, q]), \quad \forall [v, q] \in H_{h, \hat{h}}, 0 \leq t \leq T.
$$

Moreover, the following error estimates hold for some constant $C$, independent of $h, \hat{h}, u, p$, and $T$:

$$
(2.4) \quad \left\| \frac{\partial}{\partial t^j} (u - \omega) \right\|_{L^\alpha(H^s)} \leq C h^{s - \mu} \left( \left\| \frac{\partial u}{\partial t^j} \right\|_{L^\alpha(H^s)} + \left\| \frac{\partial p}{\partial t^j} \right\|_{L^\alpha(H^{s - 1}/R^1)} \right), \quad 2 \leq s \leq r, \quad \mu, j = 0, 1.
$$

$$
(2.5) \quad \| \pi - \pi \|_{L^\alpha(L^2/R^j)} \leq C h^{s - 1} \left( \| u \|_{L^\alpha(H^s)} + \| p \|_{L^\alpha(H^{s - 1}/R^1)} \right), \quad 2 \leq s \leq r.
$$

Henceforth we shall always assume that $\beta' \leq h/\hat{h} \leq \beta$, so that the conclusions of Propositions 2.1 and 2.2 hold, under the appropriate smoothness assumptions on $u$ and $p$.

It is easy now to see that, for each $0 \leq n \leq J - 3$, given $U^j \in S_k$, $j = n, n + 1, n + 2$, a unique solution $[U^{n+3}, P^{n+3}] \in H_{h, \hat{h}}$ of (1.15) exists. For, assuming that there exists $[U, P] \in H_{h, \hat{h}}$ satisfying

$$
(2.6) \quad A([U, P], [v, q]) = 0, \quad \forall [v, q] \in H_{h, \hat{h}},
$$

(where the bilinear form $A$ has been defined by (1.16) and choosing $[v, q] = [U, -P]$ in (2.6), we obtain by (1.8) that $U = 0$. It follows by (2.6) that $\langle v, \text{grad} P \rangle = 0$ $\forall v \in S_k$. Putting now $u = 0, p = P$ in (2.2) we see that $P = 0$ in $P^\alpha_{h}/R^1$. Hence (2.6)
has only the trivial solution, a fact that establishes the existence and uniqueness of the solution $[U^{n+3}, P^{n+3}], 0 \leq n \leq J - 3$, of (1.15).

We shall henceforth denote by $\hat{S} = \hat{S}(r, h, \hat{h})$ the subspace of $S'_h$ consisting of all functions $v \in S'_h$ for which $(v, \nabla q) = 0$ holds for all $q \in P_h$. Clearly $\hat{S}$ is not empty under the hypotheses of Propositions 2.1 and 2.2. For example, putting $v = 0$ in (2.3) and using the fact that $\text{div } u(t) = 0$, we see that $\omega(t) \in \hat{S}$ for $t \in [0, T]$.

Before proceeding to the error estimates we list some more inequalities associated with the trilinear form $b(u, v, w)$, defined by (1.9), that will be repeatedly used in sequel along with (1.11). It follows easily from (1.9) that there exists a constant $C = C(N)$ such that

$$
(2.7) \quad |b(u, v, w)| \leq C(u||v||_{1,\infty}||w|| + ||u|| ||v||_{\infty}||w||_1),
$$

$\forall u \in L^2, v \in W^{1,\infty}, w \in H^1$.

On the other hand, it follows from (1.10) that there exists a constant $C = C(N)$ such that for $u \in \hat{H}^1 \cap L^\infty$, such that $\text{div } u = 0$ in $\Omega$ and for $v, w \in \hat{H}^1$,

$$
(2.8) \quad |b(u, v, w)| \leq C||u||_{\infty}||v||_{1}||w||
$$

and

$$
(2.8') \quad |b(u, v, w)| \leq C||u||_{\infty}||v||_{1}||w||
$$

hold. In addition, for $u \in \hat{H}^1$ with $\text{div } u = 0$ in $\Omega$ and for $v \in \hat{H}^1 \cap W^{1,\infty}, w \in \hat{H}^1$ we have that

$$
(2.9) \quad |b(u, v, w)| \leq C||u||_{\infty}||v||_{1,\infty}||w||
$$

and if $u \in \hat{H}^1$ with $\text{div } u = 0$ in $\Omega$ and if $v \in \hat{H}^1 \cap L^\infty, w \in \hat{H}^1$,

$$
(2.9') \quad |b(u, v, w)| \leq C||u||_{\infty}||v||_{1,\infty}||w||_1.
$$

Let now $[\omega(t), \pi(t)] \in H_{h, h}, 0 \leq t \leq T$, be the $B$-projection, defined by (2.3), of the solution $[u(t), p(t)]$ of (1.1), and put $y^n = y(t^n), 0 \leq n \leq J$, for a function $y$ defined in $[0, T]$. Define $\xi^n = U^n - \omega^n, 0 \leq n \leq J$, $e^n = P^n - \pi^n, 3 \leq n \leq J$, $\eta(t) = u(t) - \omega(t), 0 \leq t \leq T$. Then, using (2.3) and (1.15), we easily obtain

$$
(2.10) \quad \left(\xi^{n+3} - \frac{18}{11} \xi^{n+2} + \frac{9}{11} \xi^{n+1} - \frac{2}{11} \xi^n, v \right) + \frac{6}{11} kB([\xi^{n+3}, e^{n+3}], [v, q])
$$

$$
= \left(\rho^{n+3} + \delta^{n+3}, v \right) + \frac{6}{11} k\left(b(u^{n+3}, u^{n+3}, v) - b(\Lambda U^{n+3}, \Lambda U^{n+3}, v)\right),
$$

$\forall [v, q] \in H_{h, h}, 0 \leq n \leq J - 3$,

where

$$
(2.11) \quad \rho^{n+3} = \frac{6}{11} ku_t^{n+3} - \left(u^{n+3} - \frac{18}{11} u^{n+2} + \frac{9}{11} u^{n+1} - \frac{2}{11} u^n\right),
$$

$0 \leq n \leq J - 3$,

and

$$
(2.11') \quad \delta^{n+3} = \eta^{n+3} - \frac{18}{11} \eta^{n+2} + \frac{9}{11} \eta^{n+1} - \frac{2}{11} \eta^n, \quad 0 \leq n \leq J - 3.
$$
We look first at the nonlinear terms in the right-hand side of (2.10), which we write as
\[
b(u^{n+3}, u^{n+3}, v) - b(\Lambda u^{n+3}, \Lambda u^{n+3}, v)
\]
\[
= b(u^{n+3}, u^{n+3} - \Lambda u^{n+3}, v) + b(u^{n+3}, \Lambda u^{n+3}, v)
\]
\[
- b(u^{n+3}, \Lambda \xi^{n+3}, v) + b(u^{n+3} - \Lambda u^{n+3}, \Lambda \omega^{n+3}, v)
\]
\[
+ b(\Lambda u^{n+3}, \Lambda u^{n+3}, v) + b(\Lambda \eta^{n+3}, \Lambda u^{n+3}, v)
\]
\[
- b(\Lambda \eta^{n+3}, \Lambda \xi^{n+3}, v) + b(\Lambda \xi^{n+3}, \Lambda \eta^{n+3}, v)
\]
\[
+ b(\Lambda \eta^{n+3}, \Lambda \xi^{n+3}, v) - b(\Lambda \xi^{n+3}, \Lambda \xi^{n+3}, v),
\]
\[0 \leq n \leq J - 3.\]

We now estimate the individual terms in the right-hand side of (2.12). Since \( u \) is the solution of (1.1), \( \text{div} \ u = 0 \) in \( \Omega \) and hence (2.8) gives
\[
|b(u^{n+3}, u^{n+3} - \Lambda u^{n+3}, v)| \leq C \|u^{n+3}\|_{\infty} \|u^{n+3} - \Lambda u^{n+3}\| \|v\|_1
\]
\[
\leq Ck^3 \|u\|_{L^\infty(H^2)} \left\| \frac{\partial^3 u}{\partial r^3} \right\|_{L^\infty(L^2)} \|v\|_1, \quad 0 \leq n \leq J - 3.
\]

Using again (2.8) and also (2.4), we obtain
\[
|b(u^{n+3}, \Lambda \eta^{n+3}, v)| \leq C \|u^{n+3}\|_{\infty} \|\Lambda \eta^{n+3}\| \|v\|_1
\]
\[
\leq C \|u\|_{L^\infty(H^1)} (\|u\|_{L^\infty(H^1)} + \|p\|_{L^\infty(H^{-1}/R^1)}) \|v\|_1, \quad 0 \leq n \leq J - 3.
\]

For the purposes of Theorem 2.1 we shall estimate the third term of the right-hand side of (2.12) in two different ways depending on \( n \). First, using (1.11), we have
\[
|b(u^{n+3}, \Lambda \xi^{n+3}, v)| \leq C_b \|u^{n+3}\|_1 \|\Lambda \xi^{n+3}\|_1 \|v\|_1
\]
\[
\leq C_b \|u\|_{L^\infty(H^1)} \|\Lambda \xi^{n+3}\|_1 \|v\|_1, \quad 3 \leq n \leq J - 3.
\]

In addition, using (2.8),
\[
|b(u^{n+3}, \Lambda \xi^{n+3}, v)| \leq C \|u^{n+3}\|_{\infty} \|\Lambda \xi^{n+3}\| \|v\|_1
\]
\[
\leq C \|u\|_{L^\infty(H^1)} \|\Lambda \xi^{n+3}\| \|v\|_1, \quad n = 0, 1, 2.
\]

Again (2.8) gives
\[
|b(u^{n+3} - \Lambda u^{n+3}, \Lambda \omega^{n+3}, v)| \leq C \|u^{n+3} - \Lambda u^{n+3}\|_{\infty} \|\Lambda \omega^{n+3}\| \|v\|_1,
\]
\[0 \leq n \leq J - 3.
\]

To estimate \( \|\Lambda \omega^{n+3}\| \) we recall that \( \omega(t) \in \tilde{S} \). Hence, putting \( v = \omega \) in (2.3), we see that
\[
v_\ast(\omega, \omega) = v_\ast(u, \omega) + (\omega, \text{grad} \ p) = v_\ast(u, \omega) + \langle \text{div} \ \omega, p + C \rangle
\]
\[
\leq C(\|u\|_1 + |p|_{L^2/R^1}) \|\omega\|_1.
\]

It follows that
\[
\|\omega\|_{L^\infty(L^2)} \leq \|\omega\|_{L^\infty(H^1)} \leq C(\|u\|_{L^\infty(H^1)} + |p|_{L^\infty(L^2/R^1)}).
\]
Hence we see that

\begin{equation}
|b(u^{n+3} - \Lambda u^{n+3}, \Lambda \omega^{n+3}, v)|
\leq C k^3 \| u \|_1 \| \frac{\partial^3 u}{\partial t^3} \|_{L^\infty(H')} (\| u \|_{L^\infty(H')} + \| P \|_{L^\infty(L^2/R')}} , \quad 0 \leq n \leq J - 3.
\end{equation}

Applying (1.11), we now obtain

\begin{equation}
|b(u^{n+3} - \Lambda u^{n+3}, \Lambda \xi^{n+3}, v)| \leq C_b \| u^{n+3} - \Lambda u^{n+3} \|_1 \| \Lambda \xi^{n+3} \|_1 \| v \|_1
\leq C k^3 \| \frac{\partial^3 u}{\partial t^3} \|_{L^\infty(H')} \| \Lambda \xi^{n+3} \|_1 \| v \|_1 , \quad 0 \leq n \leq J - 3.
\end{equation}

From (2.7), (2.4) it follows that

\begin{equation}
|b(\Lambda \eta^{n+3}, \Lambda u^{n+3}, v)| \leq C(\| \Lambda \eta^{n+3} \|_1 \| \Lambda u^{n+3} \|_{1,\infty} \| v \|
+ \| \Lambda \eta^{n+3} \|_1 \| \Lambda u^{n+3} \|_{1,\infty} \| v \|_1)
\leq Ch^r \| u \|_{L^\infty(W^{1,\infty}(H'))} \| u \|_{L^\infty(H')} + \| P \|_{L^\infty(H'^{-1}/R')}} \| v \|_1 , \quad 0 \leq n \leq J - 3.
\end{equation}

Using now (1.11), (2.4) and the facts that \( h < 1, r \geq 2 \), we see that

\begin{equation}
|b(\Lambda \eta^{n+3}, \Lambda \eta^{n+3}, v)| \leq C_b \| \Lambda \eta^{n+3} \|_1 \| v \|_1
\leq Ch^r \| u \|_{L^\infty(W^{1,\infty}(H'))} \| u \|_{L^\infty(H')} + \| P \|_{L^\infty(H'^{-1}/R')}} \| v \|_1 , \quad 0 \leq n \leq J - 3.
\end{equation}

Again, (1.11) and (2.4) give

\begin{equation}
|b(\Lambda \xi^{n+3}, \Lambda \eta^{n+3}, v)| \leq C_b \| \Lambda \xi^{n+3} \|_1 \| \Lambda \eta^{n+3} \|_1 \| v \|_1
\leq Ch^r \| u \|_{L^\infty(W^{1,\infty}(H'))} \| u \|_{L^\infty(H')} + \| P \|_{L^\infty(H'^{-1}/R')}} \| \Lambda \xi^{n+3} \|_1 \| v \|_1 , \quad 0 \leq n \leq J - 3.
\end{equation}

Using (1.11), we obtain

\begin{equation}
|b(\Lambda \xi^{n+3}, u^{n+3}, v)| \leq C_b \| u \|_{L^\infty(H')} \| \Lambda \xi^{n+3} \|_1 \| v \|_1 , \quad 3 \leq n \leq J - 3,
\end{equation}

while (2.7) gives

\begin{equation}
|b(\Lambda \xi^{n+3}, u^{n+3}, v)| \leq C(\| \Lambda \xi^{n+3} \|_1 \| u^{n+3} \|_{1,\infty} \| v \| + \| \Lambda \xi^{n+3} \|_1 \| u^{n+3} \|_{1,\infty} \| v \|_1)
\leq C \| u \|_{L^\infty(W^{1,\infty}(H'))} \| \Lambda \xi^{n+3} \|_1 \| v \|_1 , \quad n = 0, 1, 2.
\end{equation}

From (1.11) we obtain

\begin{equation}
|b(\Lambda \xi^{n+3}, u^{n+3} - \Lambda u^{n+3}, v)| \leq C_b \| \Lambda \xi^{n+3} \|_1 \| u^{n+3} - \Lambda u^{n+3} \|_1 \| v \|_1
\leq C k^3 \| \frac{\partial^3 u}{\partial t^3} \|_{L^\infty(H')} \| \Lambda \xi^{n+3} \|_1 \| v \|_1 , \quad 0 \leq n \leq J - 3.
\end{equation}

By (1.11), (2.4) we see that

\begin{equation}
|b(\Lambda \eta^{n+3}, \Lambda \xi^{n+3}, v)| \leq C_b \| \Lambda \eta^{n+3} \|_1 \| \Lambda \xi^{n+3} \|_1 \| v \|_1
\leq C \| u \|_{L^\infty(W^{1,\infty}(H'))} \| \Lambda \xi^{n+3} \|_1 \| v \|_1 , \quad 0 \leq n \leq J - 3.
\end{equation}

Finally, (1.11) gives

\begin{equation}
|b(\Lambda \xi^{n+3}, \Lambda \xi^{n+3}, v)| \leq C_b \| \Lambda \xi^{n+3} \|_1 \| v \|_1 , \quad 0 \leq n \leq J - 3.
\end{equation}
We return now to the estimation of $\zeta''$ in (2.10). For reasons that will become evident in Section 3, where the error estimates for $\|U^{j} - u^{j}\|$, $j = 0, 1, 2$, will be given, we need to estimate $\zeta''$, $n = 3, 4, 5$, in a different way than $\zeta''$, $6 \leq n \leq J$. Henceforth we shall make the hypothesis (to be verified in Section 3 for our particular initial conditions) that

\begin{equation}
\|\zeta'/\| \leq c_0 (k^3 + h'), \quad j = 0, 1, 2, \tag{2.25}
\end{equation}

is satisfied. Here, the lower-case constant $c_0$ depends on $u$, $p$ as noted in the Introduction.

**Lemma 2.1.** Let (2.25) be satisfied. Then, if we assume that

\begin{equation}
k h^{-4/7} \leq \alpha \tag{2.26}
\end{equation}

for any positive constant $\alpha$ (i.e. not necessarily small), then there exists a constant $c_1 = c_1(u, p, \alpha)$ such that

\begin{equation}
\|\zeta'^{l}/\|^2 + k\nu a(\zeta^{l}, \zeta') \leq c_1 (k^3 + h')^2, \quad l = 3, 4, 5. \tag{2.27}
\end{equation}

**Proof.** Putting $v = 0$ in (2.10), we see that $(\zeta'^{n+3}, \operatorname{grad} q) = 0 \; \forall q \in P_{\zeta}/R^1$, i.e., that $\zeta'^{n+3} \in \mathcal{S}$, for $0 \leq n \leq J - 3$. Hence the choice $v = \zeta'^{n+3}$ in (2.10) gives

\begin{align}
\left(\zeta^{n+3} - \frac{18}{11} \zeta^{n+2} + \frac{9}{11} \zeta^{n+1} - \frac{2}{11} \zeta^{n} \right) + & \frac{6}{11} k\nu a(\zeta^{n+3}, \zeta'^{n+3}) \\
& \left(\rho^{n+3} + \delta^{n+3}, \zeta'^{n+3}\right) \\
& + \frac{6}{11} k \left( b(u^{n+3}, u'^{n+3}, \zeta'^{n+3}) - b(\Lambda U^{n+3},\Lambda U'^{n+3}, \zeta'^{n+3}) \right),
\end{align}

\begin{equation}
0 \leq n \leq J - 3. \tag{2.28}
\end{equation}

Using now the Cauchy-Schwarz inequality and the inequality $2ab \leq a^2/e + eb^2$ for $e > 0$, we obtain, for any $\epsilon_1, \epsilon_2 > 0$,

\begin{align}
& \left(1 - \frac{29}{22}\right)\|\zeta'^{n+3}\|^2 + \frac{6}{11} k\nu a(\zeta'^{n+3}, \zeta'^{n+3}) \\
& \leq \frac{1}{22\epsilon_2} \left(18\|\zeta'^{n+2}\|^2 + 9\|\zeta'^{n+1}\|^2 + 2\|\zeta^n\|^2 \right) \\
& + \frac{1}{2\epsilon_1 k} \|\rho^{n+3} + \delta^{n+3}\|^2 + \frac{k\epsilon_1}{2} \|\zeta'^{n+3}\|^2 \\
& + \frac{6}{11} k \left| b(u^{n+3}, u'^{n+3}, \zeta'^{n+3}) - b(\Lambda U^{n+3},\Lambda U'^{n+3}, \zeta'^{n+3}) \right|,
\end{align}

\begin{equation}
n = 0, 1, 2. \tag{2.29}
\end{equation}

Then, using the second inequality of (1.3) and choosing $\epsilon_2 = 11/29, \epsilon_1 = \nu C_a/11$, we obtain

\begin{align}
\|\zeta'^{n+3}\|^2 + k\nu a(\zeta'^{n+3}, \zeta'^{n+3}) \\
& \leq C(\|\zeta'^{n+2}\|^2 + \|\zeta'^{n+1}\|^2 + \|\zeta^n\|^2) + C k^{-1} \|\rho^{n+3} + \delta^{n+3}\|^2 \\
& + \frac{12k}{11} \left| b(u^{n+3}, u'^{n+3}, \zeta'^{n+3}) - b(\Lambda U^{n+3},\Lambda U'^{n+3}, \zeta'^{n+3}) \right|,
\end{align}

\begin{equation}
n = 0, 1, 2. \tag{2.29}
\end{equation}
Now, (2.11) and (2.11'), (2.4) and the consistency of (1.13) give

\[(2.30) \quad \|\rho^{n+3}\| \leq C k^4 \left\| \frac{\partial \rho}{\partial t} \right\|_{L^\infty(L^2)} \quad 0 \leq n \leq J - 3,\]

\[(2.31) \quad \|\delta^{n+3}\| \leq C k h^r \left\| \frac{\partial u}{\partial t} \right\|_{L^\infty(H')} + \left\| \frac{\partial p}{\partial t} \right\|_{L^\infty(H^{-1-1/R})} \quad 0 \leq n \leq J - 3.\]

Using now (2.30), (2.31) and (2.12)–(2.14), (2.15)–(2.20), (2.21)–(2.24) in the right-hand side of (2.29), we obtain

\[\|\xi^{n+3}\|^2 + k\nu a(\xi^{n+3}, \xi^{n+3}) \leq C(\|\xi^{n+2}\|^2 + \|\xi^{n+1}\|^2 + \|\xi^n\|^2) + ck(k^3 + h^r)^2 + ck(k^3 + h^r + \|\Lambda \xi^{n+3}\| + k^3 \|\Lambda \xi^{n+3}\|_1 + h^{r-1} \|\Lambda \xi^{n+3}\|_1 + \|\Lambda \xi^{n+3}\|_1^2)\|\xi^{n+3}\|_1, \quad n = 0, 1, 2,\]

which gives upon application of the arithmetic-geometric mean inequality with \(\varepsilon > 0\) that

\[\|\xi^{n+3}\|^2 + k\nu a(\xi^{n+3}, \xi^{n+3}) \leq C(\|\xi^{n+2}\|^2 + \|\xi^{n+1}\|^2 + \|\xi^n\|^2) + ck(k^3 + h^r)^2 + c\varepsilon^{-1}\{k(k^3 + h^r)^2 + k \|\Lambda \xi^{n+3}\|^2 + k^7 \|\Lambda \xi^{n+3}\|_1^2 + kh^{2r-2} \|\Lambda \xi^{n+3}\|_1^2 + k \|\Lambda \xi^{n+3}\|_1^4\} + \varepsilon k \|\xi^{n+3}\|_1^2, \quad n = 0, 1, 2.\]

Hence, picking, e.g., \(\varepsilon = \nu C_a/2\) yields

\[\|\xi^{n+3}\|^2 + k\nu a(\xi^{n+3}, \xi^{n+3}) \leq ck(k^3 + h^r)^2 + c\left\{\sum_{i=0}^2 \|\xi^{n+i}\|_1^2 + (kh^{2r-2} + k^7) \sum_{i=0}^2 \|\xi^{n+i}\|_1^2 + k \sum_{i=0}^2 \|\xi^{n+i}\|_1^4\right\}, \quad n = 0, 1, 2.\]

Consider first (2.32) for \(n = 0\). Using the inverse assumption (1.5), the hypothesis (2.25), the fact that \(k, h < 1\) and \(r \geq 2\) and the hypothesis (2.26), we see that

\[(2.33) \quad \left(kh^{2r-2} + k^7\right) \sum_{i=0}^2 \|\xi^i\|_1^2 \leq c(kh^{2r-2} + k^7) h^{-2}(k^3 + h^r)^2 \leq c(k^7 h^{2r-4} + kh^{4r-4} + k^{13} h^{-2} + k^7 h^{2r-2}) \leq c(\alpha)(k^6 + h^{2r}).\]

Moreover, (1.5), (2.26) and (2.25) give also

\[(2.34) \quad k \sum_{i=0}^2 \|\xi^i\|_1^4 \leq ckh^{-4}(k^3 + h^r)^4 \leq c(k^{13} h^{-4} + kh^{4r-4}) \leq c(\alpha)(k^6 + h^{2r}).\]

Now, (2.25), (2.33), and (2.34) substituted in (2.32) yield

\[\|\xi^3\|^2 + k\nu a(\xi^3, \xi^3) \leq c(\alpha)(k^3 + h^r)^2.\]
In particular, $||\xi^3|| = O(k^3 + h')$, and the argument can be repeated using (2.32) for $n = 1$ and then for $n = 2$ to yield (2.27). Of course, this type of estimation can only be used for a small (i.e., independent of $k$) number of steps. \square

We continue now with the estimation of $\xi^{n+3}$ for $3 \leq n \leq J - 3$. As an intermediate step we prove the following

**Lemma 2.2.** Let $k$ and $h$ be sufficiently small (cf. (2.42) below). Then if

$$||u||_{L^\infty(\Omega)} \leq \tilde{C} v$$

holds, where $\tilde{C} = \tilde{C}(\Omega)$ is a constant that can be determined, e.g., by (2.43) below, it follows that

$$||\Gamma^3 \xi^{n+3}||^2 - ||\Gamma^2 \xi^{n+2}||^2 + \frac{73}{121} k v a(\xi^{n+3}, \xi^{n+3})$$

$$\leq \frac{47}{121} k v a(\xi^{n+2}, \xi^{n+2}) - \frac{17}{121} k v a(\xi^{n+1}, \xi^{n+1}) - \frac{4k v}{121} a(\xi^n, \xi^n)$$

$$\leq c k (k^3 + h') + C k \|\Lambda \xi^{n+3}\|_4, \quad 3 \leq n \leq J - 3,$$

where

$$\Gamma^l \xi^l \equiv \xi^l - \frac{7}{11} \xi^{l-1} + \frac{2}{11} \xi^{l-2}, \quad 2 \leq l \leq J.$$

**Proof.** Noting that

$$\xi^{n+3} - \frac{18}{11} \xi^{n+2} + \frac{9}{11} \xi^{n+1} - \frac{2}{11} \xi^n = \Gamma^3 \xi^{n+3} - \Gamma^2 \xi^{n+2}$$

and since $\xi^{n+3} \in \mathcal{S}$ for $0 \leq n \leq J - 3$, inserting $v = \Gamma^3 \xi^{n+3}$ in (2.10) gives

$$||\Gamma^3 \xi^{n+3}||^2 - (\Gamma^2 \xi^{n+2}, \Gamma^3 \xi^{n+3}) + \frac{6}{11} k v a(\xi^{n+3}, \Gamma^3 \xi^{n+3})$$

$$= (\rho^{n+3} + \delta^{n+3}, \Gamma^3 \xi^{n+3})$$

$$+ \frac{6}{11} k (b(u^{n+3}, u^{n+3}, \Gamma^3 \xi^{n+3}) - b(\Lambda U^{n+3}, \Lambda U^{n+3}, \Gamma^3 \xi^{n+3}),$$

$$3 \leq n \leq J - 3.$$
where we note from (2.17), (2.20), (2.22), (2.23) that

\begin{equation}
(2.39) \quad c' = C \left( \left\| \frac{\partial^3 u}{\partial t^3} \right\|_{L^\infty(H)} + \| u \|_{L^\infty(H')} + \| P \|_{L^\infty(H^{-1}/R)} \right).
\end{equation}

We now estimate some of the terms in the right-hand side of (2.38), using the weighted arithmetic-geometric mean inequality for \( \varepsilon > 0 \) and (2.30), (2.31), (1.3) and the definition of \( \Gamma' \)

\begin{equation}
\left\{ 2\| \rho^{n+3} + \delta^{n+3} \| + \frac{12}{11} ck(k^3 + h^*) + \frac{12}{11} C_b k \| A \xi^{n+3} \|_1^2 \right\} \| \Gamma' \xi^{n+3} \|_1
\leq \varepsilon c^{-1} k(k^3 + h^*)^2 + C \varepsilon^{-1} k \| A \xi^{n+3} \|_1^4
+ ek \left[ a(\xi^{n+3}, \xi^{n+3}) + a(\xi^{n+2}, \xi^{n+2}) + a(\xi^{n+1}, \xi^{n+1}) \right],
\end{equation}

\[ 3 \leq n \leq J - 3. \]

Hence, choosing, e.g., \( \varepsilon = \nu/121 \), we obtain from (2.38) and the above, using again (1.3),

\begin{equation}
(2.40) \quad \| \Gamma' \xi^{n+3} \|_2^2 - \| \Gamma' \xi^{n+2} \|_2^2 + \frac{77}{121} k \nu a(\xi^{n+3}, \xi^{n+3})
- \frac{43}{121} k \nu a(\xi^{n+2}, \xi^{n+2}) - \frac{13}{121} k \nu a(\xi^{n+1}, \xi^{n+1})
\leq c k(k^3 + h^*)^2 + k \left\{ c'(k^3 + h^*-1) + \frac{24}{11} C_b \| u \|_{L^\infty(H')} \right\}
\cdot \left\{ a(\Lambda \xi^{n+3}, \Lambda \xi^{n+3}) a(\Gamma' \xi^{n+3}, \Gamma' \xi^{n+3}) \right\}^{1/2} + C k \| A \xi^{n+3} \|_1^4,
\end{equation}

\[ 3 \leq n \leq J - 3. \]

(In (2.40) \( c' \) is again of the form (2.39), albeit with different \( C' \).)

The triangle inequality and the arithmetic-geometric mean inequality yield, if we recall the definitions of \( A \xi^{n+3}, \Gamma' \xi^{n+3} \), the (convenient) estimate

\begin{equation}
(2.41) \quad a(\Lambda \xi^{n+3}, \Lambda \xi^{n+3})^{1/2} a(\Gamma' \xi^{n+3}, \Gamma' \xi^{n+3})^{1/2}
\leq 5 \left\{ a(\xi^{n+3}, \xi^{n+3}) + a(\xi^{n+2}, \xi^{n+2}) + a(\xi^{n+1}, \xi^{n+1}) + a(\xi^{n}, \xi^{n}) \right\}.
\end{equation}

We conclude then that if we take \( k, h \) sufficiently small so that, e.g., the "cell Reynolds number"-type condition

\begin{equation}
(2.42) \quad 5c'(k^3 + h^*-1) \leq \frac{2\nu}{121}
\end{equation}

holds and in addition require, e.g., that

\begin{equation}
(2.43) \quad \frac{120}{11} \frac{C_b}{C_a} \| u \|_{L^\infty(H')} \leq \frac{2\nu}{121},
\end{equation}

i.e., a condition of the form (2.35), then (2.36) follows from (2.40)–(2.43). \( \Box \)

Remark 2.1. As we remarked in the Introduction a condition of the form (2.35) on the solution of (1.1) is needed for the proof of uniqueness and regularity of the Navier-Stokes equations for \( N = 3 \), cf. [18, p. 303], but is not necessary for \( N = 2 \). It may be shown that it is guaranteed if \( \nu \) is sufficiently large and/or the data \( u^0, f \) are sufficiently small in appropriate function spaces; cf. Section 4 below. In Theorem 2.2
we shall replace this condition by a requirement that $k$ and $h$ be sufficiently small; however this requirement will be qualitatively more stringent than, e.g., the one of the type (2.42). □

We now complete by an inductive argument the estimation of $\|\xi^{n+3}\|$, $3 \leq n \leq J - 3$, starting from (2.36).

**Lemma 2.3.** Let the hypotheses of Lemmata 2.1 and 2.2 be satisfied. In addition suppose that $h$ is further sufficiently small (so that (2.58) below is satisfied). Then, it follows that

$$\|\xi^l\|^2 + kva(\xi^l, \xi^l) \leq c(1 + T)(k^3 + h^r)^2, \quad 6 \leq l \leq J,$$

where the constant $c$, as usual, does not depend on $T$ otherwise except through $L^*(0, T; X)$-norms of $u$ and $p$.

**Proof.** The proof proceeds by induction. For integer $M$, $5 \leq M \leq J$, let $d_M = d_M(u, p, k)$ be a constant (to be determined and bounded uniformly with respect to $M$ and $k$ later, cf. (2.56), (2.57)) such that

$$\|\xi^l\|^2 + k^{1/2}v^{1/2}(a(\xi^l, \xi^l))^{1/2} \leq d_{M-1}(k^3 + h^r), \quad 3 \leq l \leq M - 1,$$

holds. Clearly (2.45) holds for $M = 6$ with $d_5 = \sqrt{2c_1}$, with $c_1$ as in (2.27). We now have, using (1.3), (1.5), that

$$\|\Lambda\xi^{n+3}\|^4 \leq Ch^{-2}\left(\sum_{i=0}^{2} \|\xi^{n+i}\|^2\right)\left(\sum_{i=0}^{2} a(\xi^{n+i}, \xi^{n+i})\right).$$

Hence, using the induction hypothesis (2.45), we conclude that

$$\|\Lambda\xi^{n+3}\|^4 \leq C_1 d_{M-1} h^{-2}(k^6 + h^{2r})\left(\sum_{i=0}^{2} a(\xi^{n+i}, \xi^{n+i})\right), \quad n \leq M - 3.$$

Now, using (2.26), we note that

$$h^{-2}(k^6 + h^{2r}) = k^6h^{-2} + h^{2r-2} \leq \alpha^6h^{10/7} + h^{2r-2}.$$

Hence, supposing that $h$ is sufficiently small, e.g., with $C$ as in (2.36) and $C_1$ as in (2.46), that

$$CC_1 d_{M-1}^2(\alpha^6h^{10/7} + h^{2r-2}) \leq \nu/121,$$

(note that eventually we shall replace $d_{M-1}$ in (2.47) by $\sup_{M,k}(d_M)$—cf. (2.57) below), we obtain by (2.36), (2.46), (2.47) that

$$\|\Gamma\xi^{n+3}\|^2 - \|\Gamma\xi^{n+2}\|^2 + \frac{73}{121} kva(\xi^{n+3}, \xi^{n+3}) - \frac{48}{121} kva(\xi^{n+2}, \xi^{n+2})$$

$$- \frac{18}{121} kva(\xi^{n+1}, \xi^{n+1}) - \frac{5k\nu}{121} a(\xi^n, \xi^n)$$

$$\leq ck(k^3 + h^r)^2, \quad 3 \leq n \leq M - 3.$$
Now we sum both sides of (2.48) with respect to \( n \) from \( n = 3 \) to \( n = m - 3 \) where \( m \leq M \), and we obtain

\[
\| \Gamma \xi^m \|^2 - \| \Gamma \xi^5 \|^2 + \frac{73}{121} k r a(\xi^m, \xi^m)
\leq \frac{k_p}{121} \left[ 71 a(\xi^5, \xi^5) + 23 a(\xi^4, \xi^4) + 5 a(\xi^3, \xi^3) \right]
+ c k (m - 5) (k^3 + h^r)^2, \quad 6 \leq m \leq M.
\]

Hence, using (2.27), we conclude that

\[
\| \Gamma \xi^m \| + k^{1/2} p^{1/2} (a(\xi^m, \xi^m))^{1/2} \leq E_{m-5} (k^3 + h^r), \quad 6 \leq m \leq M,
\]

where

\[
E_m = E_m (u, p, k) = c \sqrt{1 + km}.
\]

(It is straightforward to show following the constants \( c \) through the proof that the \( c \) occurring in (2.50) is a positive polynomial function of \( \| \partial^4 u / \partial t^4 \|_{L^\infty (L^2)}, \| \partial u / \partial t \|_{L^\infty (H^s)}, \| \partial p / \partial t \|_{L^\infty (H^{s-1}/R)}, \| u \|_{L^\infty (H^s)}, \| p \|_{L^\infty (H^{s-1}/R)} \), \| \partial^3 u / \partial t^3 \|_{L^\infty (L^2)} \) and \( c_1 \) (as in (2.27)), with coefficients independent of \( h, k, m \) or \( T \).) Recalling the definition of \( \Gamma \xi^m \), we may conclude from (2.49) that

\[
\| \xi^m \| - \frac{7}{11} \| \xi^{m-1} \| - \frac{2}{11} \| \xi^{m-2} \| + k^{1/2} p^{1/2} (a(\xi^m, \xi^m))^{1/2} \leq E_{m-5} (k^3 + h^r), \quad 6 \leq m \leq M.
\]

Let \( \lambda = (7 + \sqrt{137})/22 \approx .85 \) denote the root of the quadratic equation \( x^2 - 7x/11 - 2/11 = 0 \) in the interval \((0, 1)\). Multiply the \( m \)th equation in (2.51) by \( \lambda^{6-m} \) and sum the resulting equations with respect to \( m \) for \( m = 6 \) to \( m = M \) to obtain

\[
\sum_{m=6}^{M} \lambda^{6-m} \left( \| \xi^m \| - \frac{7}{11} \| \xi^{m-1} \| - \frac{2}{11} \| \xi^{m-2} \| \right) + k^{1/2} p^{1/2} \sum_{m=6}^{M} \lambda^{6-m} (a(\xi^m, \xi^m))^{1/2} \leq (k^3 + h^r) \sum_{m=6}^{M} \lambda^{6-m} E_{m-5}.
\]

Using the definition of \( \lambda \), it is seen that

\[
\sum_{m=6}^{M} \lambda^{6-m} \left( \| \xi^m \| - \frac{7}{11} \| \xi^{m-1} \| - \frac{2}{11} \| \xi^{m-2} \| \right)
= \lambda^{6-M} \| \xi^M \| + \frac{2}{11} \lambda^{5-M} \| \xi^{M-1} \| - \left( \frac{7 + 2\lambda^{-1}}{11} \right) \| \xi^5 \| - \frac{2}{11} \| \xi^4 \|
\geq \lambda^{6-M} \| \xi^M \| - \left( \frac{7 + 2\lambda^{-1}}{11} \right) \| \xi^5 \| - \frac{2}{11} \| \xi^4 \|, \quad M \geq 6.
\]

Hence from (2.52) we deduce that

\[
\| \xi^M \| + k^{1/2} p^{1/2} \sum_{m=6}^{M} \lambda^{M-m} (a(\xi^m, \xi^m))^{1/2} \leq \left( \frac{7 + 2\lambda^{-1}}{11} \right) \lambda^{M-6} \| \xi^5 \| + \frac{2}{11} \lambda^{M-6} \| \xi^4 \| + (k^3 + h^r) \sum_{m=6}^{M} \lambda^{M-m} E_{m-5}.
\]
Now, (2.50) gives
\[ (2.54) \quad E_{m-5} = c(1 + k(m - 5))^{1/2} \leq c(1 + T)^{1/2} \quad \text{if} \, 6 \leq m \leq J. \]

Hence, since \( 0 < \lambda < 1 \), \( M \geq 6 \), (2.53) and (2.27) give
\[ (2.55) \quad \| \xi^M \| + k^{1/2}p^{1/2}(a(\xi^M, \xi^M))^{1/2} \leq d_M(k^3 + h^r), \]
where
\[ (2.56) \quad d_M = \left( \frac{7 + 2\lambda^{-1} + 2}{11} \right)c^{1/2} + \frac{c}{1 - \lambda}(1 + k(M - 5))^{1/2}. \]

In (2.56) \( c_1, c \) are the constants occurring in (2.27), (2.50), respectively. By (2.56) we see that \( d_M \) is an increasing function of \( M \) and is bounded above uniformly in \( k \) and \( M \) by
\[ (2.57) \quad \sup_{k > 0, 0 \leq M \leq J} d_M \leq D = \left( \frac{7 + 2\lambda^{-1} + 2}{11} \right)c^{1/2} + \frac{c}{1 - \lambda}(1 + T)^{1/2}. \]

Hence the induction proof started with (2.45) works if we define \( d_M \) by (2.56) and we replace \( d_{M-1} \) in (2.47) by the upper bound \( D \) defined by (2.57). Hence, ultimately (2.47) is of the form
\[ (2.58) \quad c(1 + T)(a^6h^{10/7} + h^{2r-2}) \leq \nu, \]
which shows it to be qualitatively more stringent than, e.g., (2.42) which does not involve \( T \) explicitly in its left-hand side. Finally then, if \( h \) is sufficiently small so that (2.58) is satisfied, (2.45), (2.55), (2.57) give (2.44). \( \square \)

We now collect the results of the previous three lemmata in the main theorem of this section.

**Theorem 2.1.** Let the initial conditions \( U^j, j = 0, 1, 2, \) of (1.15) be chosen so that (2.25) is satisfied. Moreover, let (2.26) and (2.35) hold, and assume that \( k \) and \( h \) are sufficiently small, so that (2.42) and (2.58) are satisfied. Then, if \( U^n \) and \( u \) are solutions of (1.15), (1.1), respectively, we have that
\[ (2.59) \quad \max_{0 \leq n \leq J} \| U^n - u^n \| \leq c(1 + T)^{1/2}(k^3 + h^r). \]

**Proof.** (2.59) follows from (2.4), (2.25), (2.27), and (2.44). \( \square \)

The following error estimate for the pressure follows from Theorem 2.1.

**Proposition 2.3.** Let the hypotheses of Theorem 2.1 hold. Then, if \( P^n, p \) are solutions of (1.15), (1.1), respectively, we have that
\[ (2.60) \quad \max_{3 \leq n \leq J} | P^n - p^n |_{L^2(R^1)} \leq c(1 + T)^{1/2}(k^2 + k^{-1}h^r + h^{-1}). \]

**Proof.** By (2.10) we see that
\[
B([\xi^{n+3}, e^{n+3}], [v, q])
= -\frac{11}{6k} \begin{pmatrix} \xi^{n+3} - \frac{18}{11}\xi^{n+2} + \frac{9}{11}\xi^{n+1} - \frac{2}{11}\xi^n, v \\ 0 \leq n \leq J - 3, \forall [v, q] \in H_{k, h}. \end{pmatrix}
\]
Hence, (2.2), (2.12)–(2.24) (noting that (2.15'), (2.21') hold for $n > 3$ as well), (2.30) and (2.31) yield

\[
\left| e^{n+3} \right|_{L^2/R^1} \leq C k^{-1} \left\| \frac{18}{11} \xi^{n+2} + \frac{9}{11} \xi^{n+1} - \frac{2}{11} \xi^n \right\| + c \left\{ (k^3 + h^r) + \| A \xi^{n+3} \| + (k^3 + h^{-1}) \| A \xi^{n+3} \| + \| A \xi^n \| \right\},
\]

\[0 \leq n \leq J - 3.
\]

Now, by (2.25), (2.27), (2.44),

\[
k^{-1} \left\| \frac{18}{11} \xi^{n+2} + \frac{9}{11} \xi^{n+1} - \frac{2}{11} \xi^n \right\| \leq c(k^2 + k^{-1}h^r),
\]

\[0 \leq n \leq J - 3.
\]

Moreover, (1.5), (2.25), (2.27), (2.44), (2.26) and the facts that $k, h < 1$ and $r \geq 2$ give

\[
(k^3 + h^{-1}) \| A \xi^{n+3} \|_{1} \leq c(k^3 + h^{-1})(k^3h^{-1} + h^{-1})
\]

\[= c(k^6h^{-1} + k^3h^{-2} + k^3h^{-1} + h^2r^{-2}) \leq c(k^3 + h^r), \quad 0 \leq n \leq J - 3,
\]

and

\[
\| A \xi^{n+3} \|_{1}^2 \leq ch^{-2}(k^6 + h^2r) \leq c(k^2 + h^r), \quad 0 \leq n \leq J - 3.
\]

Hence, (2.61)–(2.64) and (2.25), (2.27), (2.44), and (2.5) yield (2.60). \(\square\)

**Remark 2.2.** (2.60) shows that, if we suppose, e.g., that $k \geq \alpha' h$ for some positive constant $\alpha'$ (a condition which for sufficiently small $h$ is certainly compatible with a condition of the form (2.26)), then $|P^n - p^n|_{L^2/R^1} = O(k^2 + h^{-1})$. \(\square\)

We now state and prove a convergence result for which a condition of the type (2.35) is no longer needed. On the other hand a more stringent (than, e.g., the one given by (2.58)) "smallness" requirement on $k$ and $h$ will come into the picture.

**Theorem 2.2.** Let the initial conditions $U^j$, $j = 0, 1, 2$, of (1.15) be chosen so that (2.25) is satisfied. Moreover, let (2.26) hold, and assume that $k$ and $h$ are sufficiently small, so that (2.42) and (2.78) below are satisfied. Then if $[U^n, P^n]$ and $[u, p]$ are solutions of (1.15), (1.1), respectively, we have that

\[
\max_{0 \leq n \leq J} \| U^n - u^n \| \leq ce^T(k^3 + h^r),
\]

and

\[
\max_{3 \leq n \leq J} | P^n - p^n |_{L^2/R^1} \leq ce^T(k^2 + k^{-1}h^r + h^{-1}).
\]

**Proof.** Obviously (2.27) still holds and so does (2.37). In (2.37) estimating the left-hand side as in Lemma 2.2 but estimating the right-hand side using (2.12)–(2.14), (2.16)–(2.20), (2.22)–(2.24) and (2.15') and (2.21') (the last two obviously hold for $0 \leq n \leq J - 3$ but they were used only for $n = 0, 1, 2$ in the proof of Lemma 2.1),
we obtain, instead of (2.38),
\[
\| \Gamma^{n+3} \|_2^2 - \| \Gamma^{n+2} \|_2^2 + \frac{78}{121} k \nu a(\xi^{n+3}, \xi^{n+3}) - \frac{42}{121} k \nu a(\xi^{n+2}, \xi^{n+2}) - \frac{12}{121} k \nu a(\xi^{n+1}, \xi^{n+1})
\]
\[
\leq 2\| \rho^{n+3} + \delta^{n+3} \|_1 \| \Gamma^{n+3} \|_1
\]
\[
+ \frac{12}{11} k \left( c(k^3 + h^r) + c'(k^3 + h^{r-1}) \| \Lambda \xi^{n+3} \|_1 \right.
\]
\[
+ c \| \Lambda \xi^{n+3} \|_1 + C_b \| \Lambda \xi^{n+3} \|_1^2 \| \Gamma^{n+3} \|_1,
\]
\[
3 \leq n \leq J - 3,
\]
with \( c' \) as in (2.39). Proceeding as in the proof of Lemma 2.2, we obtain
\[
\left\{ 2\| \rho^{n+3} + \delta^{n+3} \| + \frac{12}{11} c k (k^3 + h^r) + \frac{12 c k}{11} \| \Lambda \xi^{n+3} \|
\right.
\]
\[
+ \frac{12}{11} C_b k \| \Lambda \xi^{n+3} \|_1^2 \} \| \Gamma^{n+3} \|_1
\]
\[
\leq c e^{-1} k (k^3 + h^r)^2 + c e^{-1} k \| \Lambda \xi^{n+3} \|_1^2 + C e^{-1} k \| \Lambda \xi^{n+3} \|_1^4
\]
\[
+ c k \left[ a(\xi^{n+3}, \xi^{n+3}) + a(\xi^{n+2}, \xi^{n+2}) + a(\xi^{n+1}, \xi^{n+1}) \right],
\]
\[
3 \leq n \leq J - 3.
\]
 Choosing again \( \epsilon = \nu/121 \) gives, instead of (2.40),
\[
\| \Gamma^{n+3} \|_2^2 - \| \Gamma^{n+2} \|_2^2 + \frac{77}{121} k \nu a(\xi^{n+3}, \xi^{n+3})
\]
\[
- \frac{43}{121} k \nu a(\xi^{n+2}, \xi^{n+2}) - \frac{13}{121} k \nu a(\xi^{n+1}, \xi^{n+1})
\]
\[
(2.68)
\]
\[
\leq c k (k^3 + h^r)^2 + C k \| \Lambda \xi^{n+3} \|_1^2 + c' k (k^3 + h^{r-1})
\]
\[
+ c k \left[ a(\Lambda \xi^{n+3}, \Lambda \xi^{n+3})a(\Gamma^{n+3}, \Gamma^{n+3}) \right]^{1/2} + c k \sum_{i=0}^2 \| \xi^{n+i} \|_2^2,
\]
\[
3 \leq n \leq J - 3.
\]
Applying (2.41) in the right-hand side of the above and choosing \( k, h \) sufficiently small so that (2.42) is satisfied, we obtain, instead of (2.36),
\[
\| \Gamma^{n+3} \|_2^2 - \| \Gamma^{n+2} \|_2^2 + \frac{75}{121} k \nu a(\xi^{n+3}, \xi^{n+3}) - \frac{45}{121} k \nu a(\xi^{n+2}, \xi^{n+2})
\]
\[
(2.69)
\]
\[
- \frac{15}{121} k \nu a(\xi^{n+1}, \xi^{n+1}) - \frac{2 k v}{121} a(\xi^n, \xi^n)
\]
\[
\leq c k (k^3 + h^r)^2 + C k \| \Lambda \xi^{n+3} \|_1^2 + c k \sum_{i=0}^2 \| \xi^{n+i} \|_2^2,
\]
\[
3 \leq n \leq J - 3.
\]
We now proceed as in the proof of Lemma 2.3. We assume again that
\[
(2.70) \quad \| \xi^l \| + k^{1/2} \nu^{1/2} a(\xi^l, \xi^l) \leq \tilde{d}_M^{-l}(k^3 + h^r), \quad 3 \leq l \leq M - 1,
\]
where \( \tilde{d}_M = \tilde{d}_M(u, p, k) \) is a constant to be determined later. Assuming the analog of (2.47), i.e., that
\[
(2.71) \quad C C_i \tilde{d}_{M-i}^2(a^6 h^{10/7} + h^{2r-2}) \leq \nu/121,
\]
we obtain, instead of (2.48),
\[
\| \Gamma \xi^{n+3} \|^2 - \| \Gamma \xi^{n+2} \|^2 + \frac{75}{121} k \nu a(\xi^{n+3}, \xi^{n+3}) - \frac{46}{121} k \nu a(\xi^{n+2}, \xi^{n+2}) - \frac{16}{121} k \nu a(\xi^{n+1}, \xi^{n+1}) - \frac{3k\nu}{121} a(\xi^{n}, \xi^{n}) \\
\leq c k (k^3 + h^r)^2 + ck \sum_{i=0}^{2} \| \xi^{n+i} \|^2, \quad 3 \leq n \leq M - 3.
\]

Summing both sides of the above with respect to \( n \) from \( n = 3 \) to \( n = m - 3 \), \( m \leq M \) gives
\[
\| \Gamma \xi^{m} \|^2 + \frac{75}{121} k \nu a(\xi^{m}, \xi^{m}) \\
\leq C \sum_{j=3}^{5} \left[ \| \xi^{j} \|^2 + k \nu a(\xi^{j}, \xi^{j}) \right] + c k (m - 5)(k^3 + h^r)^2 \\
+ c k \sum_{n=3}^{m-1} \| \xi^{n} \|^2, \quad 6 \leq m \leq M,
\]
from which it follows that the analog of (2.49) is now
\[(2.72) \quad \| \Gamma \xi^{m} \| + k^{1/2} \nu^{1/2} (a(\xi^{m}, \xi^{m}))^{1/2} \leq A_{m}^{1/2}, \quad 6 \leq m \leq M,
\]
where \( \{A_{m}\}, m = 6, 7, \ldots, M, \) is an increasing sequence of positive numbers, defined by
\[(2.73) \quad A_{m} = c(1 + k(m - 5))(k^3 + h^r)^2 + c k \sum_{n=3}^{m-1} \| \xi^{n} \|^2.
\]
Proceeding now as in the proof of Lemma 2.3 yields
\[(2.74) \quad \| \xi^{M} \| + k^{1/2} \nu^{1/2} (a(\xi^{M}, \xi^{M}))^{1/2} \\
\leq \left( \frac{7 + 2\lambda^{-1}}{11} \right) \| \xi^{5} \| + \frac{2}{11} \| \xi^{4} \| + \frac{1}{1 - \lambda} A_{M}^{1/2},
\]
from which it follows by (2.27) and (2.73) that
\[(2.75) \quad \| \xi^{M} \|^2 + k \nu a(\xi^{M}, \xi^{M}) \\
\leq \tilde{c}_1 (1 + T)(k^3 + h^r)^2 + \tilde{c}_2 k \sum_{n=3}^{M-1} \left( \| \xi^{n} \|^2 + k \nu a(\xi^{n}, \xi^{n}) \right),
\]
with appropriate constants \( \tilde{c}_i = \tilde{c}_i(u, p), \ i = 1, 2. \) The discrete form of Gronwall's inequality gives then, by (2.74), that
\[
\| \xi^{M} \|^2 + k \nu a(\xi^{M}, \xi^{M}) \leq \tilde{c}_1 (1 + T)(k^3 + h^r)^2 \exp[\tilde{c}_2 k (M - 1)],
\]
i.e., that
\[(2.75) \quad \| \xi^{M} \| + k^{1/2} \nu^{1/2} a(\xi^{M}, \xi^{M}) \leq \tilde{a}_{M} (k^3 + h^r),
\]
where
\[(2.76) \quad \tilde{a}_{M} = \{ 2\tilde{c}_1 (1 + T) \exp[\tilde{c}_2 k (M - 1)] \}^{1/2}.
\]
Hence, \( \tilde{d}_M \) is an increasing function of \( M \) and is bounded above uniformly in \( k \) and \( M \) by
\[
\text{sup}_{k>0,5<M<j} \tilde{d}_M \leq \tilde{D} = (2\tilde{c}_1(1 + T)\exp[\tilde{c}_2T])^{1/2}.
\]
Therefore, the induction proof started with (2.70) works if we define \( \tilde{d}_M \) by (2.75) and replace \( \tilde{d}_{M-1} \) in (2.71) by \( \tilde{D} \). Hence, ultimately, (2.71) is of the form
\[
ce^{cT}(\alpha^O h^{0/7} + h^{2r-2}) \leq \nu,
\]
which shows it to be qualitatively more stringent than (2.58). Hence, if \( h \) is sufficiently small so that (2.78) is satisfied, (2.70), (2.75), (2.76), (2.4), (2.25), (2.27) give (2.65). The estimate (2.66) for the pressure follows verbatim from Proposition 2.3 taking into account (2.65). Of course, Remark 2.2 is relevant here too.

3. Initial Conditions. In this section we consider the initial conditions \( U^j, j = 0, 1, 2, \) constructed by (1.18)–(1.26), and we prove that they satisfy (2.25) for an appropriate constant \( c_0 = c_0(u, p) \). Clearly all the intermediate approximations needed for finding the initial conditions exist uniquely. The error estimates will be proved in a series of lemmata and will be summarized in Theorem 3.1.

**Lemma 3.1.** Let \( U^0 \) be the solution of (1.18) and let \( \omega^0 = \omega(0) \) be defined by (2.3) for \( t = 0 \). Then \( U^0 \in \mathcal{S} \) and
\[
\|U^0 - \omega^0\| \leq ch',
\]
and consequently
\[
\|U^0 - u^0\| \leq ch'.
\]

**Proof.** That \( U^0 \in \mathcal{S} \) follows by putting \( v = 0 \) in (1.18). We now define \( [\omega^0, \pi^0] \in H_{h,h} \) by
\[
B([\omega^0, \pi^0], [v, q]) = B([u^0, 0], [v, q]), \quad \forall [v, q] \in H_{h,h}.
\]
We see that \( \omega^0 \in \mathcal{S} \) and, putting
\[
\eta^0 = u^0 - \omega^0,
\]
we see from (2.4) that
\[
\|\eta^0\| \leq ch'.
\]
Let now
\[
\tilde{\xi}^0 = U^0 - \omega^0.
\]
Then, (1.18) and (3.3) give that \( \forall [v, q] \in H_{h,h} \)
\[
(\tilde{\xi}^0, v) + \frac{6}{11} kB([\tilde{\xi}^0, P^0 - \pi^0], [v, q]) = (\tilde{\eta}^0, v).
\]
Since by (3.6) \( \tilde{\xi}^0 \in \mathcal{S} \), putting \( v = \tilde{\xi}^0 \) in the above yields
\[
\|\tilde{\xi}^0\|^2 + \frac{6}{11} k\nu a(\tilde{\xi}^0, \tilde{\xi}^0) = (\tilde{\eta}^0, \tilde{\xi}^0) \leq \frac{1}{2} \|\tilde{\eta}^0\|^2 + \frac{1}{2} \|\tilde{\xi}^0\|^2.
\]
It follows by (3.5) that
\[
\|\tilde{\xi}^0\|^2 + \frac{12}{11} k\nu a(\tilde{\xi}^0, \tilde{\xi}^0) \leq ch'^r.
\]
Since now \( \| U^0 - \omega^0 \| \leq \| U^0 - \bar{\omega}^0 \| + \| u^0 - \bar{\omega}^0 \| + \| u^0 - \omega^0 \| \), it follows from (3.7), (3.5), (2.4) that (3.1) holds. By (2.4) we also obtain (3.2). □

**Lemma 3.2.** Let \( \hat{U}^{6/11} \) be defined by (1.19), and let \( \hat{\xi}^{6/11} = \hat{U}^{6/11} - \omega^{6/11} \). Then \( \hat{U}^{6/11} \in \tilde{S} \) and

\[
\| \hat{\xi}^{6/11} \|^2 + k \nu a(\hat{\xi}^{6/11}, \hat{\xi}^{6/11}) \leq c(k^2 + h^r)^2.
\]

**Proof.** Putting \( v = 0 \) in (1.19), we see that \( \hat{U}^{6/11} \in \tilde{S} \). Letting \( \hat{\xi}^{6/11} = \hat{U}^{6/11} - \omega^{6/11} \), \( e^{6/11} = \hat{\rho}^{6/11} - \pi^{6/11} \) (where of course, \( \omega^{6/11} = \omega(6k/11) \), \( \pi^{6/11} = \pi(6k/11) \) are defined by (2.3)) and \( \xi^0 = U^0 - \omega^0 \), we obtain, using (1.19), (2.3), that

\[
(f^*/1, \xi^{6/11}) + f^{6/11} \| e^{6/11} + \| u^{6/11} - u^0 \| \| \hat{\xi}^{6/11} \|,
\]

Noting that \( \hat{\xi}^{6/11} = \hat{U}^{6/11} - \omega^{6/11} \in \tilde{S} \), putting \( v = \hat{\xi}^{6/11} \) in the above, and using the Cauchy-Schwarz inequality, we see that

\[
\| \hat{\xi}^{6/11} \|^2 + k \nu a(\hat{\xi}^{6/11}, \hat{\xi}^{6/11}) \leq 2\| \eta^{6/11} - \eta^0 \| \| \hat{\xi}^{6/11} \| + 2\| u^{6/11} - u^0 - \frac{6}{11} k u^0_{t^{1/11}} \| \| \hat{\xi}^{6/11} \|
\]

\[
+ \| \hat{\xi}^{6/11} \|^2 + 12k \| b(u^{6/11}, u^{6/11}, \xi^{6/11}) - b(u^0, u^0, \xi^{6/11}) \|.
\]

Now, (2.4) and Taylor’s theorem with the remainder in integral form yield

\[
\| \eta^{6/11} - \eta^0 \| \leq \int_0^{6k/11} \| \eta_t(s) \| ds \leq ck h^r,
\]

\[
\| u^{6/11} - u^0 - \frac{6}{11} k u^0_{t^{1/11}} \| \leq c k^2.
\]

Moreover we have, by (2.9),

\[
\frac{1}{2} \| b(u^{6/11}, u^{6/11}, \xi^{6/11}) - b(u^0, u^0, \xi^{6/11}) \| \leq \frac{1}{2} \| u^{6/11} - u^0 \| \| u^{6/11} \|_1, \| \xi^{6/11} \|_1, \| k \| u^0 \| \| u^{6/11} - u^0 \|_1, \| \xi^{6/11} \|_1 \| \xi^{6/11} \|
\]

\[
\leq c k^2 \| \xi^{6/11} \|.
\]

Hence, (3.9)–(3.12), (3.1) and the arithmetic-geometric mean inequality yield (3.8). □

**Lemma 3.3.** Let \( \hat{U}_1 \) be the solution of (1.20). Then \( \hat{U}_1 \in \tilde{S} \). Assuming that

\[
kh^{-2/3} \leq \alpha,
\]

for any positive constant \( \alpha \), then there exists a constant \( c = c(u, p, \alpha) \) such that, if \( \hat{\xi}_1 = \hat{U}_1 - \frac{1}{3}(\omega^{12/11} + \omega^0) \), then

\[
\| \hat{\xi}_1 \|^2 + k \nu a(\hat{\xi}_1, \hat{\xi}_1) \leq c(k^5 + h^2 r).
\]
Proof. Clearly \( \dot{U}_1 \in \hat{S} \) as may be seen by putting \( v = 0 \) in (1.20). We define \( \xi = \dot{P}_1 - \frac{1}{2} (\pi^{12/11} + \pi^0) \) and \( \xi^0 = U^0 - \omega^0 \) as usual. Then, (1.20), (2.3) yield

\[
(\xi - \xi^0, v) + \frac{6}{11} kB([\xi, \dot{P}_1], [v, q])
\]

(3.15)

\[
= \frac{1}{2} (\eta^{12/11} - \eta^0, v) - \frac{1}{2} (mut^{12/11} - u^0 - \frac{6k}{11} (u^{12/11} + u^0), v) \\
+ \frac{3k}{11} \left[ b(u^{12/11}, u^{12/11}, v) - b(2\tilde{U}^{6/11} - u^0, 2\tilde{U}^{6/11} - u^0, v) \right],
\]

\( \forall [v, q] \in H_{k, k}. \)

We have, using (2.4) and Taylor's theorem with remainder in integral form, that

\[
\|\eta^{12/11} - \eta^0\| \leq c k^r,
\]

(3.16)

\[
\left\| u^{12/11} - u^0 - \frac{6}{11} k(u^{12/11} + u^0) \right\| \leq c k^3.
\]

(3.17)

We now have that

\[
b(u^{12/11}, u^{12/11}, v) - b(2\tilde{U}^{6/11} - u^0, 2\tilde{U}^{6/11} - u^0, v) \\
= b(u^{12/11} - (2\tilde{U}^{6/11} - u^0), u^{12/11}, v) \\
+ b(2\tilde{U}^{6/11} - u^0, u^{12/11} - (2\tilde{U}^{6/11} - u^0), v) \\
= b(u^{12/11} - \tilde{A}u^{12/11} - 2\tilde{\xi}^{6/11} + 2\eta^{6/11}, u^{12/11}, v) \\
+ b(2\tilde{\xi}^{6/11} - 2\eta^{6/11}, u^{12/11} - \tilde{A}u^{12/11} - 2\tilde{\xi}^{6/11} + 2\eta^{6/11}, v) \\
+ b(\tilde{A}u^{12/11}, u^{12/11} - \tilde{A}u^{12/11} - 2\tilde{\xi}^{6/11} + 2\eta^{6/11}, v),
\]

(3.18)

where \( \tilde{\xi}^{6/11} \) was defined in Lemma 3.2 and

\[
\tilde{A}u^{12/11} = 2u^{6/11} - u^0.
\]

(3.19)

We now estimate the three terms in the right-hand side of (3.18). For every \( v \in S'_h \) we have first by (2.7) that

\[
k | b(u^{12/11} - \tilde{A}u^{12/11} - 2\tilde{\xi}^{6/11} + 2\eta^{6/11}, u^{12/11}, v) | \\
\leq Ck\| u^{12/11} - \tilde{A}u^{12/11} - 2\tilde{\xi}^{6/11} + 2\eta^{6/11} \| \| u^{12/11} \|_{1,\infty} \| v \|_1.
\]

(3.20)

Now (3.19) gives

\[
\| u^{12/11} - \tilde{A}u^{12/11} \|_j \leq ck^2, \quad j = 0, 1.
\]

(3.21)

We conclude by (3.20), the triangle inequality, (3.21), (3.8), (2.4), (1.3) and from the weighted arithmetic-geometric mean inequality that, for any \( \varepsilon > 0 \),

\[
k | b(u^{12/11} - \tilde{A}u^{12/11} - 2\tilde{\xi}^{6/11} + 2\eta^{6/11}, u^{12/11}, v) | \\
\leq \varepsilon \varepsilon^{-1} k^2 (k^2 + h^r)^2 + eka(v, v) \\
\leq \varepsilon \varepsilon^{-1} (k^5 + h^{2r}) + eka(v, v), \quad \forall v \in S'_h.
\]

(3.22)
For the second term in the right-hand side of (3.18) we obtain, using (1.11) and (1.3), for any $\epsilon > 0$, $v \in S_h^e$

$$k \left| b(2\tilde{\xi}/11 - 2\eta/11, u^{12}/11 - \tilde{\Lambda} u^{12}/11 - 2\tilde{\xi}/11 + 2\eta/11, v) \right|$$

$$\leq C_h k \left| 2\tilde{\xi}/11 - 2\eta/11 \right|_1 \left| u^{12}/11 - \tilde{\Lambda} u^{12}/11 \right|_1 \left| v \right|_1$$

(3.23)

$$+ C_h k \left| 2\tilde{\xi}/11 - 2\eta/11 \right|^2 \left| v \right|_1 \leq C k \epsilon^{-1} \left( \left| \tilde{\xi}/11 - \eta/11 \right|^2 \left| u^{12}/11 - \tilde{\Lambda} u^{12}/11 \right|^2 + \left| \tilde{\xi}/11 - \eta/11 \right|^4 \right)$$

$$+ kea(v, v).$$

Now, using (3.21) yields

(3.24) $k \left| \tilde{\xi}/11 - \eta/11 \right|^2 \left| u^{12}/11 - \tilde{\Lambda} u^{12}/11 \right|^2 + k \left| \tilde{\xi}/11 - \eta/11 \right|^4$$

$$\leq c(k \left| \tilde{\xi}/11 \right|_1^2 + \left| \eta/11 \right|_1^2) + C(k \left| \tilde{\xi}/11 \right|_1^4 + \left| \eta/11 \right|_1^4).$$

Now, (3.8), (2.4) and the facts that $r > 2$, $k, h < 1$, yield

(3.25) $k^5 \left( \left| \tilde{\xi}/11 \right|_1^2 + \left| \eta/11 \right|_1^2 \right) \leq C k^4 \left( \nu a(\tilde{\xi}/11, \tilde{\xi}/11) \right) + c k^5 h^{2r-2}$

$$\leq c(k^8 + k^4 h^{2r} + k^5 h^{2r-2}) \leq c(k^5 + h^{2r})$$

and

(3.26) $k \left| \eta/11 \right|_1^4 \leq c k h^{4r-4} \leq c h^{2r}.$

Also, (3.8), (1.5), (3.13) and the facts that $r > 2$, $k, h < 1$ yield

$k \left| \tilde{\xi}/11 \right|_1^4 \leq C k \nu a(\tilde{\xi}/11, \tilde{\xi}/11) \left| \tilde{\xi}/11 \right|_1^2$

(3.27) $\leq c(k^4 + h^{2r}) h^{-2}(k^4 + h^{2r}) \leq c(k^8 h^{-2} + k^4 h^{2r-2} + h^{4r-2})$

$$\leq c(a^3 k^5 + a^3 k^2 h^{2r} + h^{4r-2}) \leq c(k^5 + h^{2r}).$$

Hence, (3.23)-(3.27) yield for any $\epsilon > 0$, $v \in S_h^e$

(3.28) $k \left| b(2\tilde{\xi}/11 - 2\eta/11, u^{12}/11 - \tilde{\Lambda} u^{12}/11 - 2\tilde{\xi}/11 + 2\eta/11, v) \right|$

$$\leq c \epsilon^{-1}(k^5 + h^{2r}) + kea(v, v).$$

Finally, for the third term in the right-hand side of (3.18) we obtain, using (1.3), (2.8), (3.19), (3.21), (3.8), (2.4) for any $\epsilon > 0$, $v \in S_h^e$

$k \left| b(\tilde{\Lambda} u^{12}/11, u^{12}/11 - \tilde{\Lambda} u^{12}/11 - 2\tilde{\xi}/11 + 2\eta/11, v) \right|$

$$\leq C k \left| \tilde{\Lambda} u^{12}/11 \right| \left( \left| u^{12}/11 - \tilde{\Lambda} u^{12}/11 \right| + \left| \tilde{\xi}/11 + \eta/11 \right| \right) \left| v \right|_1$$

$$\leq c(k^2 + h^r) \left| v \right|_1 \leq c \epsilon^{-1}(k^5 + h^{2r}) + kea(v, v).$$

Now, putting $v = \tilde{\xi}/11 \in \tilde{S}$ in (3.15), we obtain, using the standard inequalities, (3.16), (3.17), (3.22), (3.28) and the above, for any $\epsilon, \epsilon' > 0$,

$$\frac{1}{2} \left| \tilde{\xi}/11 \right|^2 + \frac{6}{11} k \nu a(\tilde{\xi}/11, \tilde{\xi}/11)$$

$$\leq \frac{1}{2} \left| \xi^0 \right|^2 + c(\epsilon')^{-1}(kh^r)^2 + \epsilon' \left| \tilde{\xi}/11 \right|^2$$

$$+ c(\epsilon')^{-1} k^6 + \epsilon' \left| \tilde{\xi}/11 \right|^2 + c \epsilon^{-1}(k^5 + h^{2r}) + 3kea(\tilde{\xi}/11, \tilde{\xi}/11),$$

which, with the choice of, for example, $\epsilon' = 1/8$, $\epsilon = \nu/33$ and (3.1) yields (3.14).
Lemma 3.4. Let $\hat{U}_2$ be the solution of (1.21). Then $\hat{U}_2 \in \hat{S}$. Moreover, if (3.13) holds and $\xi^0 = U^0 - \omega^0$, we have that
\[
\|\xi_2\|^2 + k\nu a_2(\xi_2, \xi_2) \leq c(k^3 + h^r)^2.
\]

Proof. Clearly $\hat{U}_2 \in \hat{S}$ (put $v = 0$ in (1.21)). Define now $\xi_2 = \hat{P}_2 - \frac{1}{2}(\pi^{12/11} + \pi^0)$ and $\xi^0 = U^0 - \omega^0$ as usual. Then, (1.21), (2.3) yield
\[
(\xi_2 - \xi^0, v) + \frac{6}{11}kB([\xi_2, \xi^0], [v, q])
\]
\[
= \frac{1}{2}(\eta^{12/11} - \eta^0, v) - \frac{1}{2}u^{12/11} - u^0 - \frac{6k}{11}(u^0 + u^{12/11}, v) + \frac{1}{2}b(u^{12/11}, u^{12/11}, v) - b(2\hat{U}_1 - u^0, 2\hat{U}_1 - u^0, v).
\]

Now we see that
\[
b(u^{12/11}, u^{12/11}, v) - b(2\hat{U}_1 - u^0, 2\hat{U}_1 - u^0, v)
\]
\[
= b(\eta^{12/11} - 2\xi_1 + \eta^0, u^{12/11}, v) + b(u^{12/11} - \eta^{12/11} + 2\xi_1 - \eta^0, \xi^{12/11} - 2\xi_1 + \eta^0, v)
\]
\[
= b(\eta^{12/11} - 2\xi_1 + \eta^0, u^{12/11}, v) + b(u^{12/11}, u^{12/11} - 2\xi_1 + \eta^0, v)
\]
\[
- b(\eta^{12/11} - 2\xi_1 + \eta^0, u^{12/11} - 2\xi_1 + \eta^0, v),
\]
where $\xi_1$ was defined in Lemma 3.3.

For the first term in the right-hand side of (3.31) we obtain using (2.7), (2.4), (3.14), for any $\epsilon > 0, v \in S_h$ that
\[
k \|b(\eta^{12/11} - 2\xi_1 + \eta^0, u^{12/11}, v)\|\leq Ck \|\eta^{12/11} - 2\xi_1 + \theta^0\| \|u^{12/11}\|_1, \|v\|_1
\]
\[
\leq ck(\|\eta^{12/11}\|_1 + \|\xi^0\|_1) \|v\|_1 \leq ck(k^5 + h^r)^2 \|v\|_1
\]
\[
\leq c\epsilon^{-1}(k^6 + h^{2r}) + C_ek \|v\|_1^2 \leq c\epsilon^{-1}(k^6 + h^{2r}) + ek a(v, v).
\]
Similarly, for the second term, using (2.8) and then exactly as above, for any $v \in S_h, \epsilon > 0,$
\[
k \|b(u^{12/11}, \eta^{12/11} - 2\xi_1 + \eta^0, v)\|\leq Ck \|u^{12/11}\|_1, \|\eta^{12/11} - 2\xi_1 + \eta^0\|_1 \|v\|_1
\]
\[
\leq \epsilon\epsilon^{-1}(k^6 + h^{2r}) + ek a(v, v).
\]

We estimate now the third term of the right-hand side of (3.31). Using (1.11) we see that, for $\epsilon > 0,$
\[
k \|b(\eta^{12/11} - 2\xi_1 + \eta^0, \eta^{12/11} - 2\xi_1 + \eta^0, v)\|
\]
\[
\leq kC \|\eta^{12/11}\|_1 \|2\xi_1 + \eta^0\|_1 \leq C\epsilon^{-1}k \|\eta^{12/11}\|_1 - 2\xi_1 + \eta^0\|_1^4 + ek a(v, v).
\]
Now, (2.4), (3.14), (1.5), (3.13), and the facts that \( k, h < 1, r \geq 2 \) give
\[
k \| \eta^{12/11} - 2 \xi_{1} + \eta^{0} \|^{4} \leq Ck \left( \| \eta^{12/11} \|^{4} + \| \eta^{0} \|^{4} \right) + Ck \| \xi_{1} \|^{4}
\leq ckh^{4r-4} + C(kva(\xi_{1}, \xi_{1})) \| \xi_{1} \|^{2} \leq ckh^{4r-4} + c(k^{5} + h^{2r})h^{-2}(k^{5} + h^{2r})
\leq (kh^{4r-4} + k^{0}h^{-2} + k^{5}h^{2r-2} + h^{4r-2})
\leq c(h^{2r} + \alpha^{5}k^{5}h^{2r-2} + h^{4r-2}) \leq c(k^{6} + h^{2r}).
\]
Hence (3.34) becomes, \( \forall \varepsilon > 0, v \in S_{r} \text{; }
\]
(3.35)
\[
k | b(\eta^{12/11} - 2 \xi_{1} + \eta^{0}, \eta^{12/11} - 2 \xi_{1} + \eta^{0}, v) |
\leq c\varepsilon^{-1}(k^{6} + h^{2r}) + cka(v, v).
\]
Picking now \( v = \xi_{2} \in \tilde{S} \) in (3.30) and proceeding as in the previous lemma, we see that (3.31)–(3.35), (3.16), (3.17) and (3.1) yield (3.29). \( \Box \)

We now let \( \hat{U}^{12/11} \) be defined by (1.22). Clearly \( \hat{U}^{12/11} \in \tilde{S} \). Defining \( \xi^{12/11} \) by
(3.36)
\[
\xi^{12/11} = U^{12/11} - \omega^{12/11},
\]
we see by (1.22), the definition of \( \xi_{2}, \) (3.29) and (3.1) that
(3.37)
\[
\| \xi^{12/11} \| = \| 2 \hat{\xi}_{2} - U^{0} - \omega^{12/11} \| = \| 2 \hat{\xi}_{2} + \omega^{0} - U^{0} \| \leq 2\| \hat{\xi}_{2} \| + \| \omega^{0} - U^{0} \| \leq c(k^{3} + h^{r}).
\]

**Lemma 3.5.** Let \( \hat{U}_{3} \) be the solution of (1.23). Then \( \hat{U}_{3} \in \tilde{S} \). Moreover, if (3.13) holds and \( \hat{\xi}_{3} = \hat{U}_{3} - \frac{1}{2}(\omega^{24/11} + \omega^{12/11}) \), we have
(3.38)
\[
\| \hat{\xi}_{3} \|^{2} + kva(\hat{\xi}_{3}, \hat{\xi}_{3}) \leq c(k^{3} + h^{r})^{2}.
\]

**Proof.** Putting \( v = 0 \) in (1.23), we see that \( \hat{U}_{3} \in \tilde{S} \). We define now \( \hat{e}_{3} = \hat{P}_{3} - \frac{1}{2}(\pi^{24/11} + \pi^{12/11}) \) and \( \xi^{12/11} \) by (3.36). (Note for future reference that \( \xi_{3} \in \tilde{S} \).) Using (1.23) and (2.3), we obtain that
\[
(\hat{\xi}_{3} - \xi^{12/11}, v) + \frac{6k}{11} B([\hat{\xi}_{3}, \hat{e}_{3}], [v, q])
\leq \frac{1}{2} (\eta^{24/11} - \eta^{12/11}, v)
\]
(3.39)
\[
- \frac{1}{2} \left( u^{24/11} - u^{12/11} - \frac{6k}{11} (u^{24/11} + u^{12/11}), v \right)
+ \frac{3k}{11} \left[ b(u^{12/11}, u^{12/11}, v) - b(U^{12/11}, U^{12/11}, v) \right]
+ \frac{3k}{11} \left[ b(u^{24/11}, u^{24/11}, v) - b(2U^{12/11} - u^{0}, 2U^{12/11} - u^{0}, v) \right],
\forall [v, q] \in H_{k, \tilde{k}}.
\]

Now we write the third term of the right-hand side of the above as
\[
b(u^{12/11}, u^{12/11}, v) - b(U^{12/11}, U^{12/11}, v)
= b(u^{12/11} - U^{12/11}, u^{12/11}, v) + b(U^{12/11}, u^{12/11} - U^{12/11}, v)
\]
(3.40)
\[
= b(\eta^{12/11} - \xi^{12/11}, u^{12/11}, v) + b(u^{12/11}, \eta^{12/11} - \xi^{12/11}, v)
- b(\eta^{12/11} - \xi^{12/11}, \eta^{12/11} - \xi^{12/11}, v), \quad \forall v \in S_{h}.\]
From (2.7), (2.4) and (3.37) we see for $\varepsilon > 0$, $v \in S_h$

$$k \cdot b(\eta^{12/11} - \zeta^{12/11}, u^{12/11}, v)$$

(3.41) \leq Ck \|\eta^{12/11} - \zeta^{12/11}\| \|u^{12/11}\|, \|v\|$$

$$\leq ck\|\eta^{12/11}\| + \|\zeta^{12/11}\|\|v\| \leq c\varepsilon^{-1}k(k^6 + h^{2r}) + \varepsilon k(a, v, v).$$

From (2.8), (2.4) and (3.37), for $\varepsilon > 0$, $v \in S_h$

(3.42) \leq Ck \|u^{12/11}\|, \|\eta^{12/11} - \zeta^{12/11}\|, \|v\|$$

$$\leq c\varepsilon^{-1}k(k^6 + h^{2r}) + \varepsilon k(a, v, v).$$

Finally, using (1.11), (2.4), (1.5), (3.37), (3.13), $r \geq 2$ yields for $\varepsilon > 0$, $v \in S_h$

(3.43) \leq C_bk \|\eta^{12/11} - \zeta^{12/11}\| \|\eta^{12/11} - \zeta^{12/11}\|, \|v\|$$

$$\leq ck(h^{2r-2} + h^{-2}k^6 + h^{2r-2})\|v\| \leq c\varepsilon^{-1}k(k^6 + \varepsilon^4r^{-4}) + \varepsilon k(a, v, v)$$

$$\leq c\varepsilon^{-1}k(k^6 + h^{2r}) + \varepsilon k(a, v, v).$$

Hence, (3.40)-(3.43) give for $\varepsilon > 0$, $v \in S_h$

(3.44) \leq c\varepsilon^{-1}k(k^6 + h^{2r}) + \varepsilon k(a, v, v).$$

To estimate now the fourth term of the right-hand side of (3.39) we define $\tilde{A}u^{24/11} = 2u^{12/11} - u^0$, $\tilde{A}U^{24/11} = 2U^{12/11} - u^0$, $\tilde{A}\omega^{24/11} = 2\omega^{12/11} - \omega^0$ and obtain

(3.45) \leq c\varepsilon^{-1}k(k^6 + h^{2r}) + \varepsilon k(a, v, v).$$

By Taylor's theorem with remainder in integral form we obtain

(3.46) \|u^{24/11} - \tilde{A}u^{24/11}\| \leq c\varepsilon^2, \quad j = 0, 1.$$
From (2.8), (2.4), for $\varepsilon > 0$,

\begin{align*}
(3.48) & \quad k | b(\tilde{\Lambda} u^{24/11}, \tilde{\Lambda} u^{24/11} - \tilde{\Lambda} \omega^{24/11}, v) | \\
& \leq C k \| \tilde{\Lambda} u^{24/11} \|_\infty \| \tilde{\Lambda} u^{24/11} - \tilde{\Lambda} \omega^{24/11} \| \| v \|_1 \\
& \leq c k (2 \| u^{12/11} \| - \omega^{12/11} \| + \| u^0 - \omega^0 \|) \| v \|_1 \leq c k h^r \| v \|_1 \\
& \leq c e^{-1} k h^{2r} + e k a(v, v).
\end{align*}

From (2.8), (3.36), (3.37), (2.4) it follows for $\varepsilon > 0$

\begin{align*}
(3.49) & \quad k | b(\tilde{\Lambda} u^{24/11}, \tilde{\Lambda} \omega^{24/11} - \tilde{\Lambda} U^{24/11}, v) | \\
& \leq C k \| \tilde{\Lambda} u^{24/11} \|_\infty \| \tilde{\Lambda} \omega^{24/11} - \tilde{\Lambda} U^{24/11} \| \| v \|_1 \\
& \leq c k (2 \| \bar{\eta}^{12/11} \| + \| \eta^0 \|) \| v \|_1 \leq c k (k^3 + h^r) \| v \|_1 \\
& \leq c e^{-1} k (k^6 + h^{2r}) + e k a(v, v).
\end{align*}

From (2.9), (3.46), for $\varepsilon' > 0$,

\begin{align*}
(3.50) & \quad k | b(u^{24/11}, \tilde{\Lambda} u^{24/11} - \tilde{\Lambda} U^{24/11}, v) | \\
& \leq C k \| u^{24/11} \|_\infty \| \tilde{\Lambda} u^{24/11} - \tilde{\Lambda} U^{24/11} \| \| u^{24/11} \|_1, \infty \| v \| \\
& \leq c k^3 \| v \| \leq c (\varepsilon')^{-1} k^6 + \varepsilon' \| v \|^2.
\end{align*}

From (2.7), (2.4), for $\varepsilon > 0$,

\begin{align*}
(3.51) & \quad k | b(\tilde{\Lambda} u^{24/11} - \tilde{\Lambda} \omega^{24/11}, \tilde{\Lambda} u^{24/11}, v) | \\
& \leq C k \| \tilde{\Lambda} u^{24/11} - \tilde{\Lambda} \omega^{24/11} \|_1, \infty \| \tilde{\Lambda} u^{24/11} \|_1, \infty \| v \|_1 \\
& \leq c k (2 \| \bar{\eta}^{12/11} \| + \| \eta^0 \|) \| v \|_1 \leq c k h^r \| v \|_1 \\
& \leq c e^{-1} k (k^6 + h^{2r}) + e k a(v, v).
\end{align*}

From (2.7), (3.36), (3.37), (2.4), for $\varepsilon > 0$,

\begin{align*}
(3.52) & \quad k | b(\tilde{\Lambda} \omega^{24/11} - \tilde{\Lambda} U^{24/11}, \tilde{\Lambda} u^{24/11}, v) | \\
& \leq C k \| \tilde{\Lambda} \omega^{24/11} - \tilde{\Lambda} U^{24/11} \| \| \tilde{\Lambda} u^{24/11} \|_1, \infty \| v \|_1 \\
& \leq c k (2 \| \bar{\eta}^{12/11} \|^2 + \| \eta^0 \|^2) \| v \|_1 \leq c k h^{2r-2} \| v \|_1 \\
& \leq c e^{-1} k h^{4r-4} + e k a(v, v) \leq c e^{-1} k h^{2r} + e k a(v, v).
\end{align*}
From (1.11), (3.36), (2.4), (1.5), (3.37) and the fact that \( r \geq 2 \), \( h < 1 \), for \( \varepsilon > 0 \),

(3.54) \[
\begin{align*}
& k \left| b(\tilde{\lambda}_{u^{24/11}} - \tilde{\lambda}_{\omega^{24/11}}, \tilde{\lambda}_{\omega^{24/11}} - \tilde{\lambda}_{U^{24/11}}, v) \right| \\
& \leq C_{b} k \| \tilde{\lambda}_{u^{24/11}} - \tilde{\lambda}_{\omega^{24/11}} \| \| \tilde{\lambda}_{\omega^{24/11}} - \tilde{\lambda}_{U^{24/11}} \| \| v \|_{1} \\
& \leq C_{b} \left( 2 \| \eta_{12/11} \|_{1} + \| \eta_{0} \|_{1} \right) \left( 2 \| \xi_{12/11} \|_{1} + \| \eta_{0} \|_{1} \right) \| v \|_{1} \\
& \leq ckh^{-1}(h^{k} + h^{r-1}) \| v \|_{1} \leq ck(k^{3}h^{-2} + h^{2r-2}) \| v \|_{1} \\
& \leq ck(k^{3} + h^{2r-2}) \| v \|_{1} \leq ce^{-1}k(k^{6} + h^{4r-4}) + eka(v, v) \\
& \leq ce^{-1}k(k^{6} + h^{2r}) + eka(v, v).
\end{align*}
\]

Exactly as in (3.54),

(3.55) \[
\begin{align*}
& k \left| b(\tilde{\lambda}_{u^{24/11}} - \tilde{\lambda}_{U^{24/11}}, \tilde{\lambda}_{u^{24/11}} - \tilde{\lambda}_{\omega^{24/11}}, v) \right| \\
& \leq C_{b} k \| \tilde{\lambda}_{u^{24/11}} - \tilde{\lambda}_{U^{24/11}} \| \| \tilde{\lambda}_{u^{24/11}} - \tilde{\lambda}_{\omega^{24/11}} \| \| v \|_{1} \\
& \leq ce^{-1}k(k^{6} + h^{2r}) + eka(v, v).
\end{align*}
\]

Finally, by (1.11), (3.36), (3.37), (1.5), (2.4), (3.13) and the facts that \( h < 1 \), \( r \geq 2 \) we obtain for \( \varepsilon > 0 \)

(3.56) \[
\begin{align*}
& k \left| b(\tilde{\lambda}_{\omega^{24/11}} - \tilde{\lambda}_{U^{24/11}}, \tilde{\lambda}_{\omega^{24/11}} - \tilde{\lambda}_{U^{24/11}}, v) \right| \\
& \leq C_{b} k \| \tilde{\lambda}_{\omega^{24/11}} - \tilde{\lambda}_{U^{24/11}} \| \| \tilde{\lambda}_{\omega^{24/11}} - \tilde{\lambda}_{U^{24/11}} \| \| v \|_{1} \\
& \leq Ce^{-1}k\left( \| \xi_{12/11} \|_{1} + \| \eta_{0} \|_{1} \right) + eka(v, v) \\
& \leq ce^{-1}\left( (k^{3}h^{-1} + h^{r-1})^{4} + h^{4r-4} \right) + eka(v, v) \\
& \leq ce^{-1}(k^{3}h^{-4} + kh^{4r-4}) + eka(v, v) \\
& \leq ce^{-1}(k^{3}h^{-4} + kh^{4r-4}) + eka(v, v) \\
& \leq ce^{-1}(k^{6} + h^{2r}) + eka(v, v).
\end{align*}
\]

Hence, (3.45) and (3.47)–(3.56) give, for \( \varepsilon, \varepsilon' > 0 \),

(3.57) \[
\begin{align*}
& k \left| b(u^{24/11}, u^{24/11}, v) - b(2U^{12/11} - u^{0}, 2U^{12/11} - u^{0}, v) \right| \\
& \leq c((\varepsilon')^{-1} + \varepsilon^{-1})(k^{6} + h^{2r}) + \varepsilon'\| v \|^{2} + eka(v, v).
\end{align*}
\]

Now, (2.4) and Taylor’s theorem with remainder in integral form give

(3.58) \[
\| \eta_{24/11}^{1/2} - \eta_{12/11}^{1/2} \| \leq ckh^{r},
\]

(3.59) \[
\| u^{24/11} - u^{12/11} - \frac{6k}{11}(u_{r}^{24/11} + u_{r}^{12/11}) \| \leq ck^{3}.
\]

Hence, putting \( v = \xi_{3} \in \tilde{S} \) in (3.39) and using the standard inequalities, we obtain, by (3.44), (3.57)–(3.59) for \( \varepsilon, \varepsilon' > 0 \),

\[
\begin{align*}
\frac{1}{2} \| \tilde{\xi}_{3} \|^{2} + \frac{6}{11}k\nu a(\tilde{\xi}_{3}, \tilde{\xi}_{3}) \\
\leq \frac{1}{2} \| \xi_{12/11}^{1/2} \|^{2} + c((\varepsilon')^{-1} + \varepsilon^{-1})(k^{6} + h^{2r}) + \varepsilon'\| \xi_{3} \|^{2} + eka(\tilde{\xi}_{3}, \tilde{\xi}_{3}),
\end{align*}
\]

which in conjunction with (3.37) yields (3.38) for suitable \( \varepsilon, \varepsilon' \). □
We finally define \( \tilde{U}^{24/11} \) by (1.24) and obtain, if \( \tilde{u}^{24/11} = U^{24/11} - \omega^{24/11} \), by (3.38), (3.37)
\[
\| \tilde{u}^{24/11} \| = \| \tilde{U}^{24/11} - U^{24/11} \| = \| \tilde{\tilde{u}}^{12/11} + \omega^{12/11} - U^{12/11} \|
\]
\[
\leq 2\| \tilde{\tilde{u}}^{12/11} \| + \| \tilde{\tilde{u}}^{12/11} \| \leq c(k^3 + h'').
\]
In particular, as a consequence of (3.37), (3.60) and (2.4) we see that our results imply (under the hypothesis (3.13)) that
\[
(3.61) \quad \| U^{12/11} - u^{12/11} \| \leq c(k^3 + h'),
\]
\[
(3.62) \quad \| U^{24/11} - u^{24/11} \| \leq c(k^3 + h').
\]
The main result of this section may now be proved easily.

**Theorem 3.1.** Let \( U^0, U^1, U^2 \) be defined by (1.18)-(1.26). Then \( U^j \in \tilde{S} \) for \( j = 0, 1, 2 \). In addition, let (3.13) be satisfied for any positive constant \( \alpha \). Then, there exists a constant \( c = c(u, p, \alpha) \) such that
\[
(3.63) \quad \| U^j - u^j \| \leq c(k^3 + h'), \quad j = 0, 1, 2.
\]
In particular (taking into account (2.4)), (2.25) is satisfied for the initial values \( U^j, j = 0, 1, 2 \).

**Proof.** The case \( j = 0 \) has already been proved in (3.2). For \( j = 1 \) (3.2), (3.61), (3.62) and Taylor’s theorem with remainder in integral form yields
\[
\| U^1 - u^1 \| \leq \frac{1}{288} \left( 13\| U^0 - u^0 \| + 286\| U^{12/11} - u^{12/11} \| + 11\| U^{24/11} - u^{24/11} \| \right)
\]
\[
\leq c(k^3 + h') + ck^3,
\]
thus proving (3.63) for \( j = 1 \). The case \( j = 2 \) is entirely analogous. \( \square \)

4. **Remarks.** 4.1. It is quite straightforward to show that, by choosing \( u^0 \) and \( f \) sufficiently small in appropriate function spaces and/or \( \nu \) sufficiently large, we can guarantee the validity of (2.35)—more precisely (2.43)—which we rewrite here as
\[
(4.1) \quad \| u \|_{L^\infty(\mathbb{H})} \leq \nu C_a/660C_b.
\]
The relevant estimates are easy to obtain, following, e.g., [12], [15], [18]. We state here the final results omitting the details of the proofs.

For \( N = 2 \) we may show that if \( u^0 \in \mathbb{H}^2 \cap \hat{H}^1 \) (such that \( \text{div} \, u^0 = 0 \) in \( \Omega \)) and if \( f \in L^\infty(\mathbb{L}^2), f_i \in L^2(\mathbb{L}^2) \), then
\[
(4.2) \quad \| u \|_{L^\infty(\mathbb{H})} \leq \exp \left( \frac{\| u^0 \|_2^2}{\nu^2 C_a^2} + \frac{\| f \|_{L^2(\mathbb{L}^2)}}{\nu^2 C_a^3} \right)
\]
\[
\times \left( \frac{\sqrt{2}}{C_a} \| u^0 \|_2 + \frac{C_s}{\nu C_a} \| u^0 \|_1 \| u^0 \|_2
\]
\[
+ \frac{1}{\nu C_a} \| f(0) \| + \frac{1}{(\nu C_a)^{3/2}} \| f_i \|_{L^2(\mathbb{L}^2)} \right)^2
\]
\[
+ \frac{1}{\nu C_a} \| f \|_{L^\infty(\mathbb{L}^2)}.
\]
where $C_*$ is a constant depending on $\Omega$ only. It is clear then that (4.1) may be satisfied for $\nu$ sufficiently large and/or $u^0, f$ small in an appropriate sense.

For $N = 3$, following, e.g., the analysis of [18, p. 303 et seq.] one may show in particular the following type of result—cf. also Remark 2.1—especially suitable to guarantee the validity of (2.43). Under the previous hypotheses on $u^0, f$, suppose that for some $\epsilon > 0$,

\[
\|u\|_{L^\infty(H)} \leq \frac{\nu C_a}{\epsilon C_b},
\]

which is (4.1) if $\epsilon = 660$. □

4.2. Instead of the third order accurate backward differentiation method used here one may also use the two-step, second order accurate backward differentiation method, which, in the case $y' = F(y)$, becomes

\[
y_{n+2} = \frac{4}{3}y_{n+1} + \frac{1}{3}y_n = \frac{2}{3}kF_{n+2}, \quad 0 \leq n \leq J - 2, \quad y^0, y^1 \text{ given}.
\]

Introducing now the second order "lag" operator $\overline{\Lambda}$ by

\[
\overline{\Lambda}y^n = 2y^{n-1} - y^{n-2}, \quad 2 \leq n \leq J,
\]

we may formulate a second order backward differentiation-Galerkin method as follows: seek $([U^n, P^n])$, $2 \leq n \leq J$ in $H_{h, h}$ satisfying

\[
(U^{n+2} - \frac{4}{3}U^{n+1} + \frac{1}{3}U^n, v) + \frac{2}{3}kB([U^{n+2}, P^{n+2}], [v, q]) + \frac{2}{3}kb(U^{n+2}, P^{n+2}, v) = \frac{2}{3}k(f^{n+2}, v), \quad 0 \leq n \leq J - 2,
\]

$\forall [v, q] \in H_{h, h}$.

The initial conditions $U^0, U^1$ are chosen as follows. First we put $U^0 = u^0$. (It is not necessary that $U^0$ be in $S^h$.) We then define two intermediate values $[U_{2/3}, P_{2/3}]$, $[U_{4/3}, P_{4/3}]$ in $H_{h, h}$, with two consecutive applications of the backward Euler method, by

\[
(U^{2/3} - u^0, v) + \frac{2}{3}kB([U^{2/3}, P^{2/3}], [v, q]) + \frac{2}{3}kb(u^0, u^0, v) = \frac{2}{3}k(f^{2/3}, v), \quad \forall [v, q] \in H_{h, h},
\]

\[
(U^{4/3} - U^{2/3}, v) + \frac{2}{3}kB([U^{4/3}, P^{4/3}], [v, q]) + \frac{2}{3}kb(u^0, u^0, v) = \frac{2}{3}k(f^{4/3}, v), \quad \forall [v, q] \in H_{h, h},
\]
and finally define

\[ U^1 = \frac{1}{2} (U^{2/3} + U^{4/3}). \]

It can be seen, using the methods of Section 3, albeit in a much more straightforward manner, that

\[ \|U^1 - u^1\| \leq c(k^2 + h'), \]

unconditionally. Using now the methods of Section 2, appropriately simplified, we can show that if \( U^0, U^1 \) are chosen as above, if \( kh^{-4/5} \leq \alpha \) for any \( \alpha > 0 \), and if a condition of the form (2.35) holds, then, for \( k \) and \( h \) sufficiently small (specifically if \( c(k^2 + h') \leq \nu, cT(\alpha^4 h^{6/5} + h^{2r-2}) \leq \nu \)), it follows that

\[ \|U^n - u^n\| \leq c(1 + T)^{1/2}(k^2 + h'), \quad 2 \leq n \leq J. \]

Again, if (2.35) is not required to hold we may obtain again the analog of (2.65), i.e., that

\[ \|U^n - u^n\| \leq cT(k^2 + h'), \quad 2 \leq n \leq J, \]

for \( k, h \) appropriately small. For the pressure we obtain now that \( |P^n - p^n|_{L^2/R^1} = O(k + k^{-1}h' + h'^{-1}), 2 \leq n \leq J. \]

4.3. For the proof of Proposition 2.1 we need a preliminary result.

**Lemma 4.1.** Let \( p \in H^1/R^1 \). Then, there exists a unique \( b \in H^2 \cap H^1 \) satisfying

\[ \begin{cases} \nu \Delta b = \text{grad } p & \text{in } \Omega, \\ b = 0 & \text{on } \partial \Omega. \end{cases} \]

Moreover, for positive constants \( C'_1, C'_2, C'_3 \), where \( C'_1 = C(\Omega)/\nu, C'_2 = C(N)\nu, C'_3 = C(\Omega)\nu \), we have

\[ \|b\|_2 \leq C'_1 \left[ \sum_{i=1}^{N} \int_{\Omega} \left( \frac{\partial p}{\partial x_i} \right)^2 \, dx \right]^{1/2} \]  

and

\[ C'_2 a(b, b)^{1/2} \leq |p|_{L^2/R^1} \leq C'_3 a(b, b)^{1/2}. \]

**Proof.** Standard elliptic existence and regularity theory shows that the solution \( b \) of (4.6) exists uniquely and satisfies (4.7). Moreover, for any real constant \( \lambda \)

\[ \nu a(b, v) = - (b, \nu \Delta b) = - (b, \text{grad } p) = - (b, \text{grad } (p + \lambda)) \]

\[ = (\text{div } b, p + \lambda) \leq |p + \lambda| |\text{div } b| \leq C(N) |p|_{L^2/R^1} a(b, b)^{1/2}, \]

from which the first inequality of (4.8) follows.

Now note that if \( \mu(\Omega) = \int_{\Omega} dx \), then

\[ |p|_{L^2/R^1} = \inf_{\lambda \in R^1} |p + \lambda| \leq \left| p - (\mu(\Omega))^{-1} \int_{\Omega} p \, dx \right| \]

\[ = \sup_{0 \neq g \in L^2} \left( \frac{p - (\mu(\Omega))^{-1} \int_{\Omega} p \, dx, g}{|g|} \right). \]
Consider the boundary value problem
\[
\begin{cases}
  -\nu \Delta \psi + \text{grad } \rho = 0 & \text{in } \Omega, \\
  \psi = 0 & \text{on } \partial \Omega, \\
  \text{div } \psi = D & \text{in } \Omega.
\end{cases}
\] (4.10)

It is known, cf. [18, Proposition 2.3, p. 35], that if \( D \in L^2 \) is such that \( \int_\Omega D dx = 0 \), then, (4.10) has a unique solution \([\psi, \rho] \in \dot{H}^1 \times L^2/R^1\). Moreover it can be seen that, for some constant \( C = C(\Omega) \),
\[
\nu \| \psi \|_1 + | \rho |_{L^2/R^1} \leq C \nu | D | .
\] (4.11)

Let now \( g \in L^2 \) and \([\psi, \rho] \) satisfy (4.10) with \( D = g - (\mu(\Omega))^{-1} \int_\Omega g dx \). There follows that
\[
\langle p - (\mu(\Omega))^{-1} \int_\Omega p dx, g \rangle = \langle p, \text{div } \psi \rangle = - \langle \psi, \text{grad } p \rangle
\]
\[
= - \langle \psi, \nu \Delta b \rangle = \nu a(\psi, b) \leq \nu a(\psi, \psi)^{1/2} a(b, b)^{1/2}
\]
\[
\leq \nu \| \psi \|_1 a(b, b)^{1/2} \leq C \nu | g | a(b, b)^{1/2},
\] for some constant \( C = C(\Omega) \); here (4.11) was used in the last inequality. (4.9) and (4.12) yield now the second inequality of (4.8). \( \square \)

**Proof of Proposition 2.1.** (2.1) follows in a straightforward manner from the Cauchy-Schwartz inequality. To prove (2.2), let \([u, p] \in H(\cdot, \cdot)\). Let then \( b \) satisfy (4.6) and \( x \in \mathcal{S}_{h} \) be such that
\[
\| b - x \|_1 \leq C \| b \|_2 .
\] (4.13)

For any \( q \in P_{h}^k/R^1 \) we have, as a consequence of (4.6), that
\[
B([u, p], [u - x, q]) = \nu a(u, u) - \nu a(u, x - b) + (u, \text{grad } p)
\]
\[
+ (u, \text{grad } (p + q)) - (x - b, \text{grad } p) + \nu a(b, b).
\]
Putting \( q = -2p \) in the above and using (1.3) we obtain, for some constant \( C = C(N) \), that
\[
B([u, p], [u - x, -2p])
\]
\[
= \nu a(u, u) - \nu a(u, x - b) + \langle \text{div } (x - b), p \rangle + \nu a(b, b)
\]
\[
\geq \nu C_a \| u \|_1^2 - \nu \| u \|_1 \| b - x \|_1 - C \| b - x \|_1 \| p \|_{L^2/R^1} + \nu a(b, b).
\] (4.14)

Now, from (4.13), (4.7), (1.7) there follows
\[
\| b - x \|_1 \leq C \nu \left( \frac{h}{\hat{h}} \right) | p |_{L^2/R^1} .
\] (4.15)

Also, from (4.8) we obtain
\[
\nu a(b, b) \geq C \nu | p |_{L^2/R^1} .
\]

In view of the above (4.14) gives, for some positive constants \( C_i \), \( i = 1, 2, 3 \) depending on \( \Omega \) only, and for any \( \varepsilon > 0 \), that
\[
B([u, p], [u - x, -2p])
\]
\[
\geq (\nu C_a - \varepsilon) \| u \|_1^2 + \left[ \frac{C_1}{\nu} - \frac{C_2}{\nu} \left( \frac{h}{\hat{h}} \right) - \frac{C_3}{\varepsilon} \left( \frac{h}{\hat{h}} \right)^2 \right] \| p \|_{L^2/R^1} .
\]
Pick now, e.g., \( \varepsilon = \sqrt{C_a} / 2 \). Then, given any positive constant \( \lambda < \tilde{C}_1 \), it is possible to choose a constant \( \beta \) so that

\[
\tilde{C}_1 - \frac{2 \tilde{C}_2}{C_a} \left( \frac{h}{\hat{h}} \right)^2 > \lambda > 0,
\]

for \( 0 < h / \hat{h} \leq \beta \). For such \( h / \hat{h} \) we conclude therefore that

\[
(4.16) \quad B([u, p], [u - \chi, -2p]) \geq C(\beta, v, \Omega)\|[u, p]\|^2.
\]

Now note, using (1.3), (4.8), (4.16) and the fact that \( h / \hat{h} \leq \beta \), that

\[
\|u - \chi\|_1 \leq \|u\|_1 + \|b\|_1 + \|b - \chi\|_1 \leq \|u\|_1 + C(\beta, v, \Omega)\|p\|_{L^2/\Omega}.
\]

We conclude then that, for some constant \( C = C(\beta, v, \Omega) \),

\[
(4.17) \quad \|[u - \chi, -2p]\| \leq C\|[u, p]\|.
\]

Hence (4.16) and (4.17) yield

\[
\sup_{[v, q] \in H_{k,h}} |B([u, p], [v, q])| \geq B([u, p], [u - \chi, -2p]) / \|[u - \chi, -2p]\| \\
\geq C_2(\beta, v, \Omega)\|[u, p]\|,
\]

which is precisely (2.2). \( \square \)

**Proof of Proposition 2.2.** We suppress the \( t \)-dependence to simplify notation. The existence and uniqueness of \([\omega, \pi]\) satisfying (2.3), and the estimates (2.4) for \( \mu = 1, j = 0 \) and (2.5) follow in a straightforward manner from the properties of the bilinear form \( B \) proved in Proposition 2.1 and the approximation properties (1.4) and (1.6). For a proof in a more abstract setting (motivated by analogous results of [1]), cf. Theorem 3.1 of an article by the first author in *Math. Comp.*, v. 29, 1975, p. 999.

To prove (2.4) for \( \mu = 0, j = 0 \), one may use the classic Aubin-Nitsche duality argument as follows. Put \( \varepsilon = u - \omega, \varepsilon = p - \pi \), and let \( \phi \in (C^\infty(\Omega))^N \). Consider the boundary value problem

\[
(4.18) \quad \begin{cases}
-\nu \Delta \psi + \text{grad } \rho = \phi & \text{in } \Omega, \\
\psi = 0 & \text{on } \partial \Omega, \\
\text{div } \psi = 0 & \text{in } \Omega,
\end{cases}
\]

which, cf. [18, Proposition 2.3, p. 35], for each integer \( m \geq -1 \), has a unique solution \( [\psi, \rho] \in H^1 \cap H^{m+2} \times H^{m+1} / R^1 \) that satisfies the estimate

\[
(4.19) \quad \|\psi\|_{m+2} + |\rho|_{H^{m+1} / R^1} \leq C_m \|\phi\|_m.
\]

Using (4.18), the symmetry of \( B \) and (2.3) yields

\[
(e, \phi) = B([\psi, \rho], [e, \varepsilon]) = B([e, \varepsilon], [\psi, \rho]) \\
= B([e, \varepsilon], [\psi, \rho] - [v, q]), \quad \forall [v, q] \in H_{k,h}.
\]

Hence, in view of (2.1), the first part of this proof and (4.19) with \( m = 0 \) yield

\[
| (e, \phi) | \leq C_1\|[e, \varepsilon]\| \inf_{[v, q] \in H_{k,h}} \|[\psi, \rho] - [v, q]\| \\
\leq C_1 (\|\psi\|_2 + |\rho|_{H^{1} / R})\|[e, \varepsilon]\| \leq C h \|\phi\|_1 \|[e, \varepsilon]\|.
\]

It follows that

\[
\|e\| \leq C h \|[e, \varepsilon]\|.
\]
from which we obtain (2.4) for \( \mu = 0, j = 0 \). The case \( j = 1 \) follows easily by noting that \([\omega, \pi]\) is the \( B \)-projection of \([u, p]\). □

4.4. The restriction of having the subspace \( S_k \) satisfy the zero boundary conditions may be alleviated, as done in [2], by using other nonstandard Galerkin methods, e.g., similar techniques to the ones used by Nitsche [16], [17] for the Dirichlet problem or by using subspaces satisfying "nearly zero" boundary conditions [17]. Following [2], for \( r \geq 2 \) we may let, e.g., \( S_k \) be a one-parameter family of subspaces of \( H^1(\Omega) \) consisting of \( N \)-tuples of polynomials of degree at most \( r - 1 \) satisfying certain approximation and inverse properties, cf. [2, Section 2] for details, and \( P_k \) be the pressure space as in Section 1. Letting again \( H_{h,h} = S_k \times P_k / R^1 \) we now use, for the space approximation, instead of \( B(\cdot, \cdot) \), the bilinear form \( B'(\cdot, \cdot) \), defined on \( H_{h,h} \times H_{h,h} \) as

\[
B'(u, p, v, q) = B(u, p, v, q) - \int_{\Omega} \left( \nu \frac{\partial v}{\partial n} + \nu \frac{\partial u}{\partial n} - \gamma h^{-1}uv \right) \, d\sigma,
\]

where \( \partial u/\partial n \) is the outward normal derivative of \( u \) on \( \partial \Omega \) and \( \gamma > 0 \) is a suitably chosen parameter. We refer the reader to [2] for the analogs of Propositions 2.1 and 2.2. The time-stepping method and its analysis proceed then in an entirely analogous manner to what was done here, yielding, e.g., the optimal \( L^2 \)-error estimate \( \| u^n - u^0 \|^2 = O(k^3 + h^3) \), \( 0 \leq n \leq J \), under similar hypotheses on \( k, h \) and \( u \). The method may be further extended to the case of nonhomogeneous boundary conditions, e.g., with \( u(x, t) \) prescribed on \( \partial \Omega \times [0, T] \) but not necessarily equal to zero; cf. [2]. □
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