Explicit Estimates for the Error Term in the Prime Number Theorem for Arithmetic Progressions

By Kevin S. McCurley

Abstract. We give explicit numerical estimates for the Chebyshev functions \( \psi(x; k, l) \) and \( \theta(x; k, l) \) for certain nonexceptional moduli \( k \). For values of \( \varepsilon \) and \( h \), a constant \( c \) is tabulated such that \( |\psi(x; k, l) - x/\varphi(k)| < \varepsilon x/\varphi(k) \), provided \( (k, l) = 1, x > \exp(c \log^2 k) \), and \( k \geq 10^6 \). The methods are similar to those used by Rosser and Schoenfeld in the case \( k = 1 \), but are based on explicit estimates of \( N(T, \chi) \) and an explicit zero-free region for Dirichlet \( L \)-functions.

1. Introduction. Let \( k \) and \( l \) be positive integers. The Chebyshev prime counting functions \( \psi(x; k, l) \) and \( \theta(x; k, l) \) are defined by

\[
\theta(x; k, l) = \sum_{p \leq x, \, p \equiv l \pmod{k}} \log p, \quad \psi(x; k, l) = \sum_{p^n \leq x, \, p \equiv 1 \pmod{k}} \log p,
\]

where the sums extend over all primes \( p \) and prime powers \( p^n \), respectively. The prime number theorem for arithmetic progressions is equivalent to the statement that

\[
\psi(x; k, l) = x/\varphi(k) + o(x), \quad x \to \infty,
\]

if \( k \) and \( l \) are fixed relatively prime integers. An alternative statement is that for any positive \( \varepsilon \) there exists \( x_0 = x_0(k, l, \varepsilon) \) such that

\[
|\psi(x; k, l) - x/\varphi(k)| < \varepsilon x/\varphi(k), \quad x \geq x_0.
\]

The purpose of this paper is to give explicit numerical estimates for \( x_0(k, l, \varepsilon) \) for some values of \( k \) and \( \varepsilon \).

The case \( k = 1 \) or 2 has been investigated in a series of papers by J. B. Rosser and L. Schoenfeld. The methods used in this paper are similar to those used by Rosser and Schoenfeld, and we shall make frequent reference to their work.

The size of the error term in the prime number theorem depends on the location of zeros of the Riemann zeta function \( \zeta(s) \). The estimates of \( \psi(x; 1, 1) \) in [10] and [11] are based on the computation of 3,502,500 zeros of \( \zeta(s) \) and a zero-free region for \( \zeta(s) \) of the type originally proved by de la Vallée Poussin. A similar situation exists in the case of the prime number theorem for arithmetic progressions, where the size of \( x_0(k, l, \varepsilon) \) depends on the location of zeros of Dirichlet \( L \)-functions formed with characters modulo \( k \). In the case of a fixed modulus \( k \) we can make use...
of computational information concerning the zeros of $L$-functions modulo $k$ in the
same way that Rosser and Schoenfeld used information concerning the zeros of $\zeta(s)$. 
In the estimation of $x_\theta(k, l, \epsilon)$ as $k$ tends to infinity, we can no longer derive
significant benefit from the mere computation of zeros, since it is no longer a finite
computational problem to compute enough zeros. In this case we can base our
estimates on the following explicit zero-free region.

Let $R = 9.645908801$ and $\hat{\zeta}_k(s) = \prod_{\chi \mod k} L(s, \chi)$.

**Theorem 1.1.** There exists at most a single zero of $\hat{\zeta}_k(s)$ in the region ($s = \sigma + it$:
$\sigma \geq 1 - 1/(R \log \max\{k, k|t|, 10\})$. The only possible zero in this region is a simple
real zero arising from an $L$-function formed with a real nonprincipal character modulo
$k$.

If $k$ is an integer for which there exists a real zero of $\hat{\zeta}_k(s)$ with $\beta > 1 - 1/(R \log k)$, then we shall refer to $k$ as an exceptional modulus. A proof of Theorem
1.1 appears in [5], as well as a further result concerning exceptional moduli.

**Table 1**

<table>
<thead>
<tr>
<th>$b$</th>
<th>$c$</th>
<th>1.00</th>
<th>0.50</th>
<th>0.20</th>
<th>0.10</th>
<th>0.05</th>
<th>0.01</th>
<th>0.001</th>
<th>0.0001</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>34.13</td>
<td>40.01</td>
<td>53.23</td>
<td>65.28</td>
<td>79.94</td>
<td>124.3</td>
<td>147.2</td>
<td>208.3</td>
<td>313.3</td>
</tr>
<tr>
<td>2</td>
<td>20.62</td>
<td>23.35</td>
<td>27.98</td>
<td>32.37</td>
<td>37.55</td>
<td>52.25</td>
<td>59.53</td>
<td>78.34</td>
<td>109.7</td>
</tr>
<tr>
<td>3</td>
<td>16.85</td>
<td>18.51</td>
<td>21.29</td>
<td>23.88</td>
<td>26.84</td>
<td>34.92</td>
<td>38.82</td>
<td>48.74</td>
<td>64.88</td>
</tr>
<tr>
<td>4</td>
<td>15.08</td>
<td>16.28</td>
<td>18.26</td>
<td>20.05</td>
<td>22.08</td>
<td>27.48</td>
<td>30.04</td>
<td>36.60</td>
<td>46.50</td>
</tr>
<tr>
<td>5</td>
<td>14.04</td>
<td>14.98</td>
<td>16.51</td>
<td>17.88</td>
<td>19.40</td>
<td>23.41</td>
<td>27.18</td>
<td>29.97</td>
<td>37.14</td>
</tr>
<tr>
<td>7</td>
<td>12.86</td>
<td>13.52</td>
<td>14.58</td>
<td>15.50</td>
<td>16.49</td>
<td>19.09</td>
<td>20.28</td>
<td>23.23</td>
<td>27.81</td>
</tr>
<tr>
<td>9</td>
<td>12.20</td>
<td>12.73</td>
<td>13.52</td>
<td>14.21</td>
<td>14.94</td>
<td>16.86</td>
<td>17.72</td>
<td>19.85</td>
<td>23.09</td>
</tr>
<tr>
<td>12</td>
<td>11.64</td>
<td>12.03</td>
<td>12.60</td>
<td>13.09</td>
<td>13.62</td>
<td>14.99</td>
<td>15.58</td>
<td>17.08</td>
<td>19.31</td>
</tr>
<tr>
<td>13</td>
<td>11.50</td>
<td>11.84</td>
<td>12.37</td>
<td>12.83</td>
<td>13.32</td>
<td>14.55</td>
<td>15.10</td>
<td>16.44</td>
<td>18.48</td>
</tr>
<tr>
<td>15</td>
<td>11.29</td>
<td>11.58</td>
<td>12.03</td>
<td>12.42</td>
<td>12.85</td>
<td>13.88</td>
<td>14.35</td>
<td>15.48</td>
<td>17.17</td>
</tr>
<tr>
<td>16</td>
<td>10.93</td>
<td>11.14</td>
<td>11.48</td>
<td>11.76</td>
<td>12.08</td>
<td>12.81</td>
<td>13.16</td>
<td>13.97</td>
<td>15.15</td>
</tr>
<tr>
<td>17</td>
<td>10.69</td>
<td>10.88</td>
<td>11.14</td>
<td>11.36</td>
<td>11.60</td>
<td>12.20</td>
<td>12.45</td>
<td>13.07</td>
<td>14.00</td>
</tr>
<tr>
<td>18</td>
<td>10.55</td>
<td>10.69</td>
<td>10.91</td>
<td>11.09</td>
<td>11.30</td>
<td>11.78</td>
<td>11.99</td>
<td>12.51</td>
<td>13.25</td>
</tr>
<tr>
<td>19</td>
<td>10.44</td>
<td>10.56</td>
<td>10.74</td>
<td>10.90</td>
<td>11.30</td>
<td>11.88</td>
<td>11.47</td>
<td>11.65</td>
<td>12.08</td>
</tr>
<tr>
<td>20</td>
<td>10.35</td>
<td>10.45</td>
<td>10.62</td>
<td>10.76</td>
<td>10.90</td>
<td>11.25</td>
<td>11.41</td>
<td>11.79</td>
<td>12.32</td>
</tr>
<tr>
<td>21</td>
<td>10.29</td>
<td>10.39</td>
<td>10.52</td>
<td>10.64</td>
<td>10.78</td>
<td>11.08</td>
<td>11.23</td>
<td>11.54</td>
<td>12.02</td>
</tr>
<tr>
<td>22</td>
<td>10.24</td>
<td>10.33</td>
<td>10.45</td>
<td>10.56</td>
<td>10.66</td>
<td>10.95</td>
<td>11.06</td>
<td>11.37</td>
<td>11.78</td>
</tr>
<tr>
<td>23</td>
<td>10.15</td>
<td>10.21</td>
<td>10.32</td>
<td>10.43</td>
<td>10.52</td>
<td>10.74</td>
<td>10.84</td>
<td>11.08</td>
<td>11.42</td>
</tr>
<tr>
<td>24</td>
<td>10.08</td>
<td>10.14</td>
<td>10.23</td>
<td>10.32</td>
<td>10.40</td>
<td>10.59</td>
<td>10.68</td>
<td>10.89</td>
<td>11.17</td>
</tr>
<tr>
<td>25</td>
<td>10.04</td>
<td>10.08</td>
<td>10.18</td>
<td>10.23</td>
<td>10.31</td>
<td>10.48</td>
<td>10.56</td>
<td>10.73</td>
<td>10.98</td>
</tr>
<tr>
<td>26</td>
<td>10.00</td>
<td>10.04</td>
<td>10.11</td>
<td>10.18</td>
<td>10.23</td>
<td>10.41</td>
<td>10.45</td>
<td>10.61</td>
<td>10.85</td>
</tr>
<tr>
<td>27</td>
<td>9.96</td>
<td>10.01</td>
<td>10.07</td>
<td>10.13</td>
<td>10.18</td>
<td>10.32</td>
<td>10.39</td>
<td>10.54</td>
<td>10.72</td>
</tr>
</tbody>
</table>
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The main result of this paper is the following:

**Theorem 1.2.** Let $k$ be a nonexceptional modulus, and let $(k, l) = 1$. For various values of $e$ and $b$, Table 1 gives values of $c$ such that

$$
\left| \psi(x; k, l) - \frac{x}{\varphi(k)} \right| < \frac{ex}{\varphi(k)} \quad \text{and} \quad \left| \theta(x; k, l) - \frac{x}{\varphi(k)} \right| < \frac{ex}{\varphi(k)},
$$

provided that $k \geq 10^b$ and $x \geq \exp(c \log^2 k)$.

For any given values of $e$ and $b$ the methods of this paper will yield a value of $c$, but the methods are limited by the requirement that $c > R$. The methods could also be used to calculate an explicit constant $A$ with the property that

$$
\varphi(k) \left| \psi(x; k, l) - \frac{x}{\varphi(k)} \right| < A \exp\left( \sqrt{\frac{\log x}{2R}} \right),
$$

provided $x > \exp(R \log^2 k)$ and $k$ is not exceptional. In the interests of brevity this will be deferred to a later paper. Later papers will also deal with the case $k = 3$ and implications of the generalized Riemann hypothesis.

2. Estimates of $N(T, \chi)$. Throughout this paper $\chi$ will be a Dirichlet character modulo $k$, and $\chi_1$ modulo $k_1$ will be the primitive character which induces $\chi$. We write $\chi_0$ for the principal character, and in this case we take $k_1 = 1$ and $\chi_1 \equiv 1$. Note that

$$
(2.1) \quad L(s, \chi) = L(s, \chi_1) \prod_{p \mid k} (1 - \chi_1(p)p^{-s}).
$$

Define $N(T, \chi) = N(T, \chi_1)$ as the number of zeros $\rho = \beta + i\gamma$ of $L(s, \chi)$ with $0 < \beta < 1$ and $|\gamma| \leq T$. The main result of this section is the following.

**Theorem 2.1.** Let $T \geq 1$ and $\chi$ be a primitive nonprincipal character modulo $k$. If $0 < \eta \leq \frac{1}{2}$, then

$$
(2.2) \quad \left| N(T, \chi) - \frac{T}{\pi} \log \frac{kT}{2\pi e} \right| < C_1 \log kT + C_2,
$$

where

$$
(2.3) \quad C_1 = \frac{1 + 2\eta}{\pi \log 2},
$$

$$
(2.4) \quad C_2 = .3058 - .268\eta + \frac{4 \log \xi(1 + \eta)}{\log 2} - \frac{2 \log \xi(2 + 2\eta)}{\log 2} + \frac{2}{\pi} \log \xi\left(\frac{3}{2} + 2\eta\right).
$$

**Proof.** The method of proof is essentially due to Backlund [2], with refinements due to Rosser [9] and the author. Assuming that $\pm T$ does not coincide with the ordinate of a zero, consider the rectangle $R$ with vertices at $\sigma_1 - iT$, $\sigma_1 + iT$, $1 - \sigma_1 + iT$, and $1 - \sigma_1 - iT$, where $\sigma_1 > 1$. Then we have

$$
(2.5) \quad N(T, \chi) = \frac{1}{2\pi} \Delta_R \arg \xi(s, \chi),
$$
where

\[(2.6) \quad \xi(s, \chi) = \left( \frac{k}{\pi} \right)^{(s + \alpha)/2} \Gamma\left( \frac{s + a}{2} \right) L(s, \chi), \quad a = (1 - \chi(-1))/2.\]

Let \( \mathcal{C} \) denote the portion of the contour in \( \sigma \geq \frac{1}{2} \). From the functional equation of \( \xi(s, \chi) \) and (2.6) we obtain

\[(2.7) \quad \Delta \arg \xi(s, \chi) = 2 \Delta \arg \xi(s, \chi)\]

\[= 2 \left[ \Delta \arg \left( \frac{k}{\pi} \right)^{(s + \alpha)/2} + \Delta \arg \Gamma\left( \frac{s + a}{2} \right) + \Delta \arg L(s, \chi) \right]\]

\[= 2T \log \frac{k}{\pi} + 4 \text{Im} \log \Gamma\left( \frac{1}{4} + \frac{a}{2} + iT \right) + 2 \Delta \arg L(s, \chi).\]

We shall apply Stirling's formula in the form

\[
\log \Gamma(z) = \left( z - \frac{1}{2} \right) \log z - z + \frac{1}{2} \log 2\pi + \frac{\theta}{6|z|},
\]

where \(|\theta| \leq 1 \) and \( \arg z \leq \pi/2 \). This error term is well known and appears in Olver [6, p. 294]. Hence

\[(2.8) \quad \text{Im} \log \Gamma\left( \frac{1}{4} + \frac{a}{2} + iT \right) = \frac{T}{2} \log \frac{T}{2e} + \frac{T}{4} \log \left[ 1 + \left( \frac{2a + 1}{2T} \right)^2 \right] + \frac{2a - 1}{4} \tan^{-1} \left[ \frac{2T}{1 + 2a} \right] + \frac{\theta}{3|1 + a + iT|}.\]

Denote the last three terms by \( f_1(T) \), \( f_2(T) \) and \( f_3(T) \). If \( a = 0 \), then \( f_1 \) and \( f_2 \) are decreasing for \( T > 1 \), so that

\[|f_1 + f_2 + f_3| \leq |f_1 + f_2| + \frac{1}{3\sqrt{1.25}} \leq \max(|f_1(1) + f_2(1)|, |f_1(\infty) + f_2(\infty)|) + .2982 < .6909.\]

If \( a = 1 \), then \( f_1 \) and \( f_2 \) are positive, \( f_1 \) is decreasing, and \( f_2 \) is increasing. The maximum value of \( f_1 + f_2 \) occurs between \( T = 1.64 \) and \( T = 1.65 \), so that

\[|f_1 + f_2 + f_3| < f_1(1.64) + f_2(1.65) + \frac{1}{3\sqrt{3.25}} < .6425.\]

It follows from (2.5), (2.7) and (2.8) that

\[(2.9) \quad N(T, \chi) = \frac{1}{\pi} \left[ T \log \frac{kT}{2\pi e} + 1.3818 \theta + \Delta \arg L(s, \chi) \right].\]

It remains to estimate \( \Delta \arg L(s, \chi) \). We divide \( \mathcal{C} \) into 3 pieces \( \mathcal{C}_1 \), \( \mathcal{C}_2 \), and \( \mathcal{C}_3 \) as follows:

\[
\mathcal{C}_1: \frac{1}{2} - iT \quad \text{to} \quad \sigma_1 - iT,
\]

\[
\mathcal{C}_2: \sigma_1 - iT \quad \text{to} \quad \sigma_1 + iT,
\]

\[
\mathcal{C}_3: \sigma_1 + iT \quad \text{to} \quad \frac{1}{2} + iT.
\]

We first estimate \( \Delta \arg L(s, \chi) \). In view of the fact that \( L(s, \chi) = \overline{L(s, \chi)} \), an upper bound for the change in argument on \( \mathcal{C}_3 \) will also serve as an upper bound on
provided the bound is valid for any primitive nonprincipal \( \chi \) modulo \( k \).

Let \( N \) be a positive integer, and define

\[
f(s) = \frac{1}{2} \left[ L(s + iT, \chi)^N + L(s - iT, \overline{\chi})^N \right].
\]

Note that

\[
f(\sigma) = \Re L(\sigma + iT, \chi)^N
\]

if \( \sigma \) is real. Suppose \( f(\sigma) \) has \( n \) real zeros in the interval \( \frac{1}{2} \leq \sigma \leq \sigma_1 \). These zeros partition the interval into \( n + 1 \) subintervals, and on each subinterval the quantity \( \arg L(\sigma + iT, \chi)^N \) can change by at most \( \pi \), since \( \Re L(\sigma + iT, \chi)^N \) is nonzero on the interior of each subinterval. It follows that

\[
|\Delta_{\chi} \arg L(s, \chi)| = \frac{1}{N} |\Delta_{\chi} \arg L(s, \chi)^N| \leq \frac{(n + 1)\pi}{N}.
\]

We now estimate \( n \) from above. Let \( 0 < \eta \leq \frac{1}{2} \), and define \( \sigma_1 = \frac{1}{2} + 2\eta \) and \( \sigma_0 = 1 + \eta \). It follows from Jensen's theorem that

\[
n \log 2 \leq \frac{1}{2\pi} \int_{-\pi/2}^{3\pi/2} \log|f(\sigma_0 + (1 + 2\eta)e^{i\theta})| d\theta - \log|f(\sigma_0)|.
\]

In order to estimate \( |f(s)| \) we appeal to a result of Rademacher [8]. He proved that if \( -\eta < \sigma \leq 1 + \eta \), then

\[
|L(s, \chi)| \leq \left( \frac{k|s + 1|}{2\pi} \right)^{(1+\eta-\sigma)/2} \zeta(1+\eta).
\]

It follows that

\[
\frac{1}{2\pi} \int_{-\pi/2}^{3\pi/2} \log|f(\sigma_0 + (1 + 2\eta)e^{i\theta})| d\theta
\]

\[
\leq \frac{-N}{2\pi} \int_{-\pi/2}^{3\pi/2} \frac{1}{2} (1 + 2\eta) \cos \theta \log \left( \frac{k(T^2 + (2 + \eta)^2 + 1 + 2\eta)}{2\pi} \right) d\theta
\]

\[
+ \frac{N}{2} \log \zeta(1 + \eta)
\]

\[
\leq \frac{N}{2\pi} (1 + 2\eta) \log(.74685 kT) + \frac{N}{2} \log \zeta(1 + \eta),
\]

since \( T \geq 1 \) and \( \eta \leq \frac{1}{2} \).

If \( \sigma > 1 + \eta \), then we use the trivial estimate

\[|f(s)| \leq \zeta(1 + \eta)^N,\]

and it follows from (2.11) and (2.12) that

\[
n \log 2 \leq \frac{N(1 + 2\eta)}{2\pi} \log(.74685 kT) + N \log \zeta(1 + \eta) - \log|f(\sigma_0)|.
\]

Now write \( L(\sigma_0 + iT, \chi) = re^{i\phi} \). We choose a sequence of \( N \)'s tending to infinity such that \( N\phi \) tends to 0 modulo \( 2\pi \). It follows that

\[
\lim_{N \to \infty} \frac{f(\sigma_0)}{|L(\sigma_0 + iT, \chi)|^N} = 1.
\]
Note that for $\sigma > 1$ we have
\[
|L(s, \chi)| = \prod_p |1 - \chi(p) p^{-s}|^{-1} \geq \prod_p \left(1 + \frac{1}{p^\sigma}\right)^{-1} = \frac{\xi(2\sigma)}{\xi(\sigma)}.
\]
Hence from (2.10), (2.13), and (2.14) we obtain
\[
|\Delta_{c_1} \arg L(s, \chi)| \leq \frac{1 + 2\eta}{2 \log 2} \log(7.4685 kT) + \frac{2\pi \log \xi(1 + \eta)}{\log 2} - \frac{\pi \log \xi(2 + 2\eta)}{\log 2}.
\]
Finally we estimate the change along $C_2$. If $\sigma > 1$, then
\[
|\arg L(s, \chi)| \leq \log L(s, \chi) \leq \log \xi(\sigma).
\]
Hence
\[
|\Delta_{c_2} \arg L(s, \chi)| \leq 2 \log \xi\left(\frac{3}{2} + 2\eta\right).
\]
The result then follows from (2.9) and (2.15).
Theorem 2.1 may be stated as well for imprimitive or principal characters. Henceforth we shall abbreviate $N(T, \chi)$ as $N(T)$, and furthermore we use
\[
\begin{align*}
F(T) &= \frac{T}{\pi} \log \frac{kT}{2\pi e}, \\
F_1(T) &= \frac{T}{\pi} \log \frac{k_1 T}{2\pi e}, \\
R(T) &= C_1 \log kT + C_2, \\
R_1(T) &= C_1 \log k_1 T + C_2.
\end{align*}
\]
**Corollary 2.2.** If $T \geq 1$ and $C_1$ and $C_2$ are as in Theorem 2.1, then
\[
|N(T) - F_1(T)| < R_1(T).
\]
**Proof.** If $\chi$ is nonprincipal this follow immediately from Theorem 2.1, since $N(T, \chi_1) = N(T, \chi)$. If $\chi = \chi_0$, the principal character, then we appeal to a result of Rosser [9], who proved that (in our notation)
\[
|N(T, \chi_0) - \frac{T}{\pi} \log \frac{T}{2\pi e}| = \begin{cases} 
3.75, & 0 < T \leq 280 \\
5.75, & 0 < T \leq 1467 \\
.274 \log T + .886 \log \log T + 4.926, & 2 \leq T.
\end{cases}
\]
If $\sigma > 1$, note that
\[
2 \log \xi(\sigma) - \log \xi(2\sigma) = \sum_p \log \left(\frac{p^\sigma + 1}{p^\sigma - 1}\right)
\]
is decreasing in $\sigma$. It follows that $C_2$ is decreasing in $\eta$, and
\[
C_2 > 5.365.
\]
If $1 \leq T \leq 280$ or $280 \leq T \leq 1467$, the result follows immediately from (2.17) and (2.18). If $T \geq 1467$, then by (2.17) and (2.18) it suffices to prove that
\[
\left(\frac{1}{\pi \log 2} - .274\right) \log T - .886 \log \log T + .439 > 0.
\]
The left side of (2.19) is increasing in $T$ for $T \geq 1467$, and is positive for $T = 1467$. 

3. Bounds for $\psi(x; k, l)$. Let $k$ and $l$ be positive integers with $(k, l) = 1$. Our method of estimation for $\psi(x; k, l)$ is based on an “explicit formula” for certain integral averages of $\psi(x; k, l)$. This is the method used by Rosser [9] in the case $k = 1$, and reduces the problem to that of estimating certain sums involving zeros of Dirichlet $L$-functions.

Before we state the explicit formula we require some notation. If $\chi$ is a Dirichlet character modulo $k$, we use $z(\chi)$ to represent the set of zeros $\rho = \beta + iy$ of $L(s, \chi)$ with $\beta \geq 0$ and $\rho \neq 0$. Since $\chi_1$ is the associated primitive character, $z(\chi_1)$ is the subset of $z(\chi)$ consisting of the zeros with $\beta > 0$. We use $b(\chi)$ for the constant term in the Laurent expansion of $L'(s, \chi)/L(s, \chi)$ about 0, $c(\chi)$ for the constant term in the expansion about $-1$, and $m(\chi)$ for the order of the zero of $L(s, \chi)$ at $s = 0$. Note that

$$0 \leq m(\chi) \leq \omega(k) \leq \frac{\log k}{\log 2},$$

where $\omega(k)$ is the number of distinct prime factors of $k$. Unless otherwise indicated, a sum over $\chi$ is to be interpreted as a sum over all characters modulo $k$.

**Lemma 3.1.** Let $\psi_1(x; k, l) = \int_{1}^{x} \psi(t; k, l) \, dt$, where $x > 1$. Then

$$\psi_1(x; k, l) = \frac{x^2}{2\varphi(k)} - \frac{1}{\varphi(k)} \sum_{\chi} \sum_{\rho \in z(\chi)} \frac{x^{\rho + 1}}{\rho(\rho + 1)} + g(x) + d_1 x + d_2 x \log x + d_3 \log x + d_4,$$

where

$$g(x) = -\frac{1}{\varphi(k)} \sum_{\chi} \sum_{a=1}^{\infty} \frac{x^{-2n+1-a}}{2n(2n-1+2a)},$$

$$a = (1 - \chi(-1))/2,$$

$$d_1 = \frac{1}{\varphi(k)} \sum_{\chi} \bar{\chi}(l)[m(\chi) - b(\chi)],$$

$$d_2 = \frac{1}{\varphi(k)} \sum_{\chi} \bar{\chi}(l)m(\chi),$$

$$d_3 = \frac{1}{\varphi(k)} \sum_{\chi(\neg 1) = -1} \bar{\chi}(l),$$

$$d_4 = \frac{1}{\varphi(k)} \sum_{\chi(\neg 1) = 1} \bar{\chi}(l) \frac{L'}{L}(-1, \chi) + \frac{1}{\varphi(k)} \sum_{\chi(\neg 1) = -1} \bar{\chi}(l)[c(\chi) + 1].$$

**Proof.** A “smoothed” Perron inversion formula gives

$$\psi_1(x; k, l) = \frac{1}{\varphi(k)} \sum_{\chi} \bar{\chi}(l) \int_{-i\infty}^{i\infty} \frac{x^{s+1}}{s(s+1)} \frac{L'(s, \chi)}{L(s, \chi)} \, ds.$$

The remainder of the proof involves an application of the residue theorem to express the contour integral as a sum of residues. The details justifying this appear in Ingham [4, pp. 68–74], and Prachar [7, pp. 224–228].
For $x > 1$, define

$$E(x) = \psi(x; k, l) - x/\varphi(k).$$

and for $m$ a positive integer, $x + mh > 1$, define

$$E_m(x, h) = \int_0^h \cdots \int_0^h E(x + y_1 + \cdots + y_m) \, dy_1 \cdots dy_m.$$

Further let

$$f(x) = \frac{1}{\varphi(k)} \sum_x \bar{x}(l) \sum_{n=1}^\infty \frac{x^{-2n+a}}{2n-a} + d_2 \log x + d_1 + d_2.$$

**Lemma 3.2.** If $|h| < (x - 1)/m$, then

$$E_m(x, h) = \frac{1}{\varphi(k)} \sum_x \bar{x}(l) \sum_{\rho \in \mathbb{Z}(x)} \frac{1}{\rho(\rho + 1) \cdots (\rho + m)} \sum_{j=0}^m (-1)^{m+j+1} \binom{m}{j} (x + jh)^{\rho + m}$$

$$+ \int_0^h \cdots \int_0^h f(x + y_1 + \cdots + y_m) \, dy_1 \cdots dy_m.$$

**Proof.** We use induction on $m$. If $m = 1$, it follows from (3.8), (3.9), and Lemma 3.1 that

$$E_1(x, h) = \int_0^h E(x + y) \, dy$$

$$= \frac{1}{\varphi(k)} \sum_x \bar{x}(l) \sum_{\rho \in \mathbb{Z}(x)} \frac{x^{\rho+1} - (x + h)^{\rho+1}}{\rho(\rho + 1)} + d_1h$$

$$+ d_2(x + h) \log(x + h) - d_2x \log x + d_3 \log(x + h)$$

$$- d_3 \log x + g(x + h) - g(x).$$

The result then follows for $m = 1$ from (3.3), (3.4), (3.5), (3.6), and (3.10). If $m > 1$, we have

$$E_m(x, h) = \int_0^h E_{m-1}(x + y_m, h) \, dy_m$$

$$= \frac{1}{\varphi(k)} \sum_x \bar{x}(l) \sum_{\rho \in \mathbb{Z}(x)} \frac{1}{\rho(\rho + 1) \cdots (\rho + m - 1)}$$

$$\times \sum_{j=0}^{m-1} (-1)^{m+j} \binom{m-1}{j} \int_0^h (x + y_m + jh)^{\rho + m - 1} \, dy_m$$

$$+ \int_0^h \cdots \int_0^h f(x + y_1 + \cdots + y_m) \, dy_1 \cdots dy_m.$$
the term-by-term integration being justified by the fact that \( \sum_{\rho \in z(x)} 1/|\rho(\rho + 1)| \) converges. The sum on \( j \) may be written as

\[
\frac{1}{\rho + m} \sum_{j=0}^{m-1} (-1)^{m+j+1} \binom{m-1}{j} (x + jh)^{\rho + m} + \frac{1}{\rho + m} \sum_{i=1}^{m} (-1)^{m+i+1} \binom{m-1}{i} (x + ih)^{\rho + m} \]

\[
= \frac{1}{\rho + m} \sum_{j=0}^{m} (-1)^{m+j+1} \binom{m}{j} (x + jh)^{\rho + m},
\]

and this completes the proof.

**Lemma 3.3.** If \( 0 < h < (x - 1)/m \), then there exists a \( z \) such that \( 0 < z < mh \) and

\[
E(x + z) \leq E_m(x, h) \frac{hm}{\varphi(k)} - \frac{z}{\varphi(k)}.
\]

If \( 0 < -h < (x - 1)/m \), then there exists a \( z \) such that \( mh < z < 0 \) and

\[
E(x + z) \geq E_m(x, h) \frac{hm}{\varphi(k)} - \frac{z}{\varphi(k)}.
\]

**Proof.** Let \( G(t) = E(x + t) + \varphi(t) \). If \( h > 0 \), then clearly there exists a \( z \) such that \( 0 < z < mh \) and

\[
G(z) \leq \frac{1}{h^m} \int_0^h \cdots \int_0^h G(y_1 + \cdots + y_m) \, dy_1 \cdots dy_m,
\]

and this proves the first part. If \( h < 0 \), then there exists a \( z \) such that \( mh < z < 0 \) and

\[
G(z) \geq \frac{1}{(-h)^m} \int_0^h \cdots \int_0^h G(y_1 + \cdots + y_m) \, dy_1 \cdots dy_m.
\]

**Lemma 3.4.** If \( 0 < \delta < (x - 1)/(mx) \), then

\[
\frac{\varphi(k) E_m(x, -\delta x)}{(-\delta)^m x^{m+1}} - \frac{m\delta}{2} \leq \frac{\varphi(k)}{x} \psi(x; k, l) - 1 \leq \frac{\varphi(k) E_m(x, \delta x)}{\delta m x^{m+1}} + \frac{m\delta}{2}.
\]

**Proof.** In Lemma 3.3 we put \( h = \delta x \), and it follows that there exists a \( z > 0 \) with

\[
\psi(x + z; k, l) \leq \frac{x}{\varphi(k)} + \frac{E_m(x, \delta x)}{(\delta x)^m} + \frac{m\delta x}{2\varphi(k)},
\]

but \( \psi(x; k, l) \leq \psi(x + z; k, l) \), so that this proves the upper bound. The lower bound is proved with \( h = -\delta x \).

This reduces the problem to the estimation of \( |E_m(x, \pm \delta x)| \), for which we require a lemma.

**Lemma 3.5.** If \( d_1 \) and \( d_2 \) are defined by (3.4) and (3.5), and \( k \) is not exceptional, then

\[
|d_1 + d_2| \leq \frac{k}{4} \log k + C_3 \log^2 k + C_4 \log k + C_5,
\]
where
\begin{align}
C_3 &= 11C_1 + 4, \\
C_4 &= 11C_2 + 2C_1 - 8, \\
C_5 &= C_1 + 2C_2 - 2.
\end{align}

**Proof.** From (3.4) and (3.5) we obtain
\[
d_1 + d_2 = -\frac{1}{\varphi(k)} \sum_x \bar{x}(l)b(x);
\]
hence
\[
|d_1 + d_2| \leq \max_x |b(x)|.
\]
If \(\chi_0\) is the principal character modulo \(k\), then
\[
\frac{L'(s, \chi_0)}{L(s, \chi_0)} = \frac{\zeta'}{\zeta}(s) + \sum_{\rho \mid k} \frac{\log p}{p^s - 1},
\]
and it follows that
\[
b(\chi_0) = \log 2\pi - \frac{1}{2} \sum_{\rho \mid k} \log p.
\]
Hence we have trivially
\[
|b(\chi_0)| \leq \log 2\pi + \frac{1}{2} \log k \leq 4 \log^2 k.
\]
and the result follows from (2.18).

If \(\chi\) is nonprincipal, then from (2.1) we obtain
\[
b(\chi) = b(\chi_1) - \frac{1}{2} \sum_{\rho \mid k} \log p + \sum_{\rho \mid k} \chi_1(p) \frac{\log p}{1 - \chi_1(p)}.
\]
If \(\chi_1(p) = 1\), note that
\[
|1 - \chi_1(p)| \geq \left| 1 - \exp \left( \frac{2\pi i}{\varphi(k)} \right) \right| \geq \frac{4}{k};
\]
hence
\[
|b(\chi)| \leq |b(\chi_1)| + \sum_{\rho \mid k} \log p \max \left\{ \frac{1}{2}, \frac{k}{4} \right\} \leq |b(\chi_1)| + \frac{k}{4} \log k.
\]
From Davenport [3, p. 85] we have
\[
\frac{L'(s, \chi_1)}{L(s, \chi_1)} = \frac{1}{2} \log \frac{\pi}{k} - \frac{1}{2} \frac{\Gamma'}{\Gamma} \left( \frac{s + a}{2} \right) + B(\chi_1) + \sum_{\rho \in z(\chi_1)} \left( \frac{1}{s - \rho} + \frac{1}{\rho} \right).
\]
If we subtract the same expression with \(s\) replaced by 2, we obtain
\[
b(\chi_1) = \frac{L'(s, \chi_1)}{L(s, \chi_1)} + a - \sum_{\rho \in z(\chi_1)} \frac{2}{\rho(2 - \rho)},
\]
and it follows from (3.15) that
\[
|b(\chi)| \leq \left| \frac{L'}{L}(2, \chi_1) \right| + 1 + \sum_{\rho \in z(\chi_1)} \frac{2}{|\rho(2 - \rho)|} + \frac{k}{4} \log k.
\]
It remains to estimate the sum on $\rho$. If $|\gamma| \leq 1$, we use the fact that

$$|\rho(2 - \rho)| \geq \beta(2 - \beta) > \frac{1}{5.5 \log k},$$

since $k$ is not exceptional. It follows from (2.16) that

(3.17) \[ \sum_{\rho \in z(X_1)} \frac{2}{|\rho(2 - \rho)|} < 11 \log k N(1) \]

< \( \left( \frac{4}{\pi} + C_1 \right) \log^2 k + 11 \left( C_2 - \frac{1}{\pi} \log 2\pi e \right) \log k. \]

If $|\gamma| > 1$, we use the estimate $|\rho(2 - \rho)| > \gamma^2$, integrate by parts, and use (2.16) to obtain

$$\sum_{\rho \in z(X_1)} \frac{2}{|\rho(2 - \rho)|} < 2 \int_{1}^{\infty} \frac{dN(t)}{t^2} < 4 \int_{1}^{\infty} \frac{N(t)}{t^3} dt$$

< \( \left( \frac{4}{\pi} + 2C_1 \right) \log k - \frac{4}{\pi} \log 2\pi + C_1 + 2C_2. \)

The lemma then follows from (3.14), (3.16), (3.17), and the fact that $|\xi'(2)/\xi(2)| < 0.57$.

**Theorem 3.6.** If $m$ is a positive integer, $x > 2$, $0 < \delta < (x - 2)/(mx)$, $H \geq 1$, and $A_m(\delta) = \delta^{-m} \sum_{j=0}^{m} (1 + j\delta)^{m+1}$, then

$$\frac{\varphi(k)}{x} \psi(x; k, l) - \frac{x}{\varphi(k)} \left< (1 + m\delta) \sum_{x} \sum_{\rho \in z(X_1) \atop |\gamma| \leq H} \frac{x^{\beta-1}}{|\rho|} + \frac{m\delta}{2} \right.$$

$$+ A_m(\delta) \sum_{x} \sum_{\rho \in z(X_1) \atop |\gamma| > H} \frac{x^{\beta-1}}{|\rho(\rho + 1) \cdots (\rho + m)|} + \epsilon_1,$$

where

$$\epsilon_1 = \frac{k}{x} \left[ \log k \log x + \frac{k}{4} \log k + C_3 \log \gamma + (C_4 + 1) \log k + C_5 + 1 \right].$$

**Proof.** From Lemma 3.2 we obtain

(3.18) \[ |E_m(x, \pm \delta x)| \leq \frac{1}{\varphi(k)} \sum_{x} \sum_{\rho \in z(X_1)} \left| \frac{\sum_{j=0}^{m} \binom{m}{j} (-1)^{m+j+1} (x + j\delta x)^{m+\rho}}{\rho(\rho + 1) \cdots (\rho + m)} \right| \]

$$+ \left| \int_{0}^{\pm \delta x} \cdots \int_{0}^{\pm \delta x} f(x + y_1 \cdots + y_m) dy_1 \cdots dy_m \right|. $$

For the zeros with $|\gamma| > H$ the summand is bounded in absolute value by

(3.19) \[ \frac{x^{\beta+m}}{|\rho(\rho + 1) \cdots (\rho + m)|} \sum_{j=0}^{m} \binom{m}{j} (1 + j\delta)^{m+1}. \]

For the zeros with $|\gamma| \leq H$, we write the summand inside the absolute values as

$$\frac{x^{\beta+m}}{\rho} \int_{0}^{\pm \delta} \cdots \int_{0}^{\pm \delta} (1 + y_1 + \cdots + y_m)^{\rho} dy_1 \cdots dy_m.$$
The integrand satisfies
\[ |(1 + y_1 + \cdots + y_m)^\rho| \leq 1 + \sum_{j=1}^m |y_j|, \]
so that the absolute value of the summand does not exceed
\[ (3.20) \quad \frac{x^{\theta + m}}{|\rho|} \int_0^\delta \cdots \int_0^\delta (1 + y_1 + \cdots + y_m) \, dy_1 \cdots dy_m = \frac{x^{\theta + m}}{|\rho|} \delta^m \left( 1 + \frac{m\delta}{2} \right). \]

If \( y > 1 \), then from (3.10) we obtain
\[ |f(y)| \leq \frac{1}{2} \sum_{n=1}^\infty \frac{y^{-n}}{n} + |d_2| \log y + |d_1 + d_2|, \]
since \( a = 0 \) for half of the characters and \( a = 1 \) for the rest. Hence for \( |y| \leq \delta x \) and \( 0 < \delta < (x - 2)/(mx) \) we have
\[ |f(x + y_1 + \cdots + y_m)| < \frac{1}{2} \log 2 + |d_2| \log 2x + |d_1 + d_2|. \]
From (3.1) and Lemma 3.5 we obtain
\[ (3.21) \quad \int_0^{\pm\delta x} \cdots \int_0^{\pm\delta x} f(x + y_1 + \cdots + y_m) \, dy_1 \cdots dy_m \]
\[ < (\delta x)^m \left[ \frac{1}{2} \log 2 + \frac{\log k}{\log 2} \log 2x + \frac{k}{4} \log k + C_3 \log^2 k + C_4 \log k + C_5 \right]. \]
The result then follows from Lemma 3.4, (3.18), (3.19), (3.20), and (3.21).

In order to simplify the statements of results, we shall use the notation \( L = \log k \) and \( H = k^n \). As in Rosser and Schoenfeld [10], we use
\[ K_n(z, y) = \frac{1}{2} \int_y^\infty u^{n-1} \exp \left[ -\frac{z}{2} \left( u + \frac{1}{u} \right) \right] \, du \]
and also
\[ \varphi_n(t) = \frac{x^{-1/R\log k} t}{i^{n+1}}. \]

**Lemma 3.7.** If \( k \) is not an exceptional modulus, \( k \geq 10 \), \( x \geq \exp(\lambda RL^2) \), and \( \lambda \geq (1 + \alpha)^2 \), then
\[ \sum_{\rho \in \pi(x) \atop |\rho| \leq H} \frac{x^{\rho-1}}{|\rho|} < \varepsilon_2 + \varepsilon_3 + \varepsilon_4, \]
where
\[ (3.22) \quad \varepsilon_2 = \frac{1}{2} x^{-1/2} \left\{ \frac{1 + 4\alpha + \alpha^2}{2\pi} L^2 + \frac{2 + \alpha}{\pi} L + \frac{R(H)}{H} + 2R(1) + C_1 \right\} \]
\[ + x^{-1} (kL + \alpha L^2), \]
\[ (3.23) \quad \varepsilon_3 = \varphi_0(H) R(H), \]
and
\[ (3.24) \quad \varepsilon_4 = \frac{\lambda L^2}{2\pi} \left\{ \lambda L^2 \left[ \Gamma \left( -2, \frac{\lambda}{1 + \alpha} L \right) - \Gamma(-2, \lambda L) \right] \right. \]
\[ - \log 2\pi \left[ \Gamma \left( -1, \frac{\lambda}{1 + \alpha} L \right) - \Gamma(-1, \lambda L) \right] \right\}. \]
Proof. Consider first the contribution from the zeros with \( \beta = 0 \). These zeros arise from the factors \( 1 - \chi_1(p)p^{-s} \) in (2.1). Let \( N_p(T) \) be the number of zeros of \( 1 - \chi_1(p)p^{-s} \) in the region \( |s| \leq T \). An elementary argument yields the estimate

\[
N_p(T) \leq \frac{T \log p}{\pi} + 2. \tag{3.25}
\]

Furthermore for each \( p \) there exists at most a single zero \( \rho \neq 0 \) within \( \pi/\log p \) of the origin, and for this zero we have \( |\rho| > 2\pi/k, \log p \). It follows from (3.25) that

\[
\sum_{\rho \in \zeta(X), \beta = 0 \atop |\gamma| \leq 1} \frac{1}{|\rho|} < \sum_{\rho \in \zeta(X), \beta = 0 \atop |\gamma| \leq 1} \frac{k_1 \log p}{2\pi} + \frac{\log p}{\pi} \left( \frac{\log p}{\pi} + 2 \right) < \frac{kL}{2\pi} + \frac{L^2}{\pi^2} + \frac{2L}{\pi}. \tag{3.26}
\]

From (3.25) we obtain

\[
\sum_{\rho \in \zeta(X), \beta = 0 \atop |\gamma| \leq 1} \frac{1}{|\rho|} = \sum_{\rho \in \zeta(X), \beta = 0 \atop |\gamma| \leq 1} \int_1^H \frac{dN_p(t)}{t} \leq \sum_{\rho \in \zeta(X), \beta = 0 \atop |\gamma| \leq 1} \left[ \frac{N_p(H)}{H} + \int_1^H \frac{N_p(t)}{t^2} dt \right] < \frac{1}{\pi} (1 + \log H) L. \tag{3.27}
\]

It follows from (3.26) that

\[
\sum_{\rho \in \zeta(X), \beta = 0 \atop |\gamma| \leq 1} \frac{1}{|\rho|} < \frac{kL}{2\pi} + \frac{3L}{\pi} + \frac{L}{\pi} \log H < kL + L \log H, \tag{3.28}
\]

since \( k \geq 10 \).

The zeros of \( L(s, \chi) \) with \( \beta > 0 \) are symmetrically located with respect to the line \( \sigma = \frac{1}{2} \). Hence

\[
\sum_{\rho \in \zeta(X), \beta > 0 \atop |\gamma| \leq 1} \frac{x^{\beta - 1}}{|\rho|} \leq \sum_{\rho \in \zeta(X), \beta > 0 \atop |\gamma| \leq 1} \frac{1}{\beta} \left( \frac{x^{\beta - 1}}{\beta} + \frac{x^{-\beta}}{1 - \beta} \right). \tag{3.29}
\]

By Theorem 1.1 and the fact that \( k \) is not exceptional we have \( \beta > (\log x)^{-1} \), so that \( x^{\beta}/\beta \) is an increasing function of \( \beta \). It follows that

\[
\sum_{\rho \in \zeta(X), \beta > 0 \atop |\gamma| \leq 1} \frac{x^{\beta - 1}}{|\rho|} < \frac{1}{2} N(1) \left( \frac{x^{-1/RL}}{1 - 1/RL} + \frac{x^{-1/2}}{\frac{1}{2}} \right) = \frac{1}{2} N(1) \varphi_0(1) \frac{RL}{RL - 1} + N(1)x^{-1/2}. \tag{3.30}
\]

For the zeros with \( 1 < |\gamma| \leq H \) Theorem 1.1 yields

\[
\sum_{\rho \in \zeta(X), \beta > 0 \atop |\gamma| \leq 1} \frac{x^{\beta - 1}}{|\rho|} < \frac{1}{2} \int_1^H \varphi_0(t) dN(t) + \frac{1}{2} \int_1^H \frac{x^{-1/2}}{t} dN(t). \tag{3.31}
\]
In the second integral we integrate by parts and apply (2.16) to obtain

\[ \int_1^H \frac{dN(t)}{t} < \frac{N(H)}{H} - N(1) + \frac{F(H) \log H}{H} - \frac{1}{2\pi} \log^2 H - \frac{R(H)}{H} + R(1) + C_1 \left(1 - \frac{1}{H}\right) \]

\[ < \frac{N(H)}{H} - N(1) + \frac{1}{2\pi} \log^2 H + F(1) \log H + R(1) + C_1. \]

Integration by parts yields

\[ \frac{1}{2} \int_1^H \varphi_0(t) \, dN(t) \]

\[ = \frac{1}{2} \int_1^H \varphi_0(t) \, dF_1(t) + \frac{1}{2} \int_1^H \varphi_0(t) \, d[N(t) - F_1(t)] \]

\[ = \frac{1}{2} \int_1^H \varphi_0(t) \, dF_1(t) + \frac{1}{2} \varphi_0(H) \left[N(H) - F_1(H)\right] \]

\[ - \frac{1}{2} \varphi_0(1) \left[N(1) - F_1(1)\right] - \frac{1}{2} \int_1^H \left[N(t) - F(t)\right] \varphi'_0(t) \, dt. \]

The condition \( \lambda > (1 + \alpha)^2 \) implies that \( \varphi'_0(t) > 0 \) for \( 1 < t < H \), and (2.16) yields

\[ -\frac{1}{2} \int_1^H \left[N(t) - F_1(t)\right] \varphi'_0(t) \, dt < \frac{1}{2} \int_1^H R(t) \varphi'_0(t) \, dt < \frac{1}{2} R(H) \int_1^H \varphi'_0(t) \, dt \]

\[ = \frac{1}{2} R(H) [\varphi_0(H) - \varphi_0(1)]. \]

It follows from (3.28), (3.29), (3.30), and (3.31) that

\[ \sum_{\rho \in \mathcal{P}(X_1)} \frac{x^{\beta-1}}{|\rho|} \]

\[ < \frac{1}{2} x^{-1/2} \left\{ \frac{N(H)}{H} + N(1) + \frac{1}{2\pi} \log^2 H + F(1) \log H + R(1) + C_1 \right\} \]

\[ + \frac{1}{2} \int_1^H \varphi_0(t) \, dF(t) + \varphi_0(H) R(H) \]

\[ + \frac{1}{2} \varphi_0(1) \left[\frac{N(1)}{RL - 1} + F(1) - R(H)\right]. \]

From (2.16) and the trivial estimate \( F(t) < (t \log kt)/\pi \) we obtain

\[ \frac{N(H)}{H} + N(1) + \frac{1}{2\pi} \log^2 H + F(1) \log H + R(1) + C_1 \]

\[ < \frac{1 + 4\alpha + \alpha^2}{2\pi} L^2 + \frac{2 + \alpha}{\pi} L + \frac{R(H)}{H} + 2R(1) + C_1. \]
Furthermore we have

\[
\frac{N(1)}{RL - 1} + F(1) - R(H) < F(1) \frac{RL}{RL - 1} + \frac{R(1)}{RL - 1} - R(1)
\]

\[
< \frac{RL^2}{\pi (RL - 1)} - C_1 \frac{RL - 2}{RL - 1} L < 0,
\]

since \( L \geq \log 10 \) and \( C_1 > 1/\pi \log 2 \). The lemma then follows from (3.27), (3.32), (3.33) and the fact that

(3.34) \[ \frac{1}{2} \int_1^\infty \varphi_0(t) \, dF(t) = \varepsilon_4. \]

**Lemma 3.8.** If \( k \geq 10, x \geq \exp(\lambda RL^2), \) and \( \lambda \leq (m + 1)(1 + \alpha)^2, \) then

\[
\sum_{\rho \in z(x)} |\rho|^\beta - 1 \frac{x^{\beta - 1}}{\rho (\rho + 1) \cdots (\rho + m)} < \varepsilon_5 + \varepsilon_6 + \varepsilon_7,
\]

where

(3.35) \[ \varepsilon_5 = \frac{x^{-1/2}}{2H^{m+1}} \left\{ \frac{H}{\pi m} (1 + \alpha) L + 2R(H) + \frac{C_1}{m + 1} \right\} + \frac{4L}{xH^m}, \]

(3.36) \[ \varepsilon_6 = k^m L \left( \frac{\lambda L}{\pi m} K_2 \left( 2\sqrt{\lambda m} L, (1 + \alpha) \sqrt{\frac{m}{\lambda}} \right) \right. \]

\[ - \sqrt{\frac{\lambda}{m}} \frac{\log 2\pi}{\pi} K_1 \left( 2\sqrt{\lambda m} L, (1 + \alpha) \sqrt{\frac{m}{\lambda}} \right) \]

\[ + C_1 k \sqrt{\frac{\lambda}{m + 1}} K_1 \left( 2\sqrt{(m + 1)\lambda} L, (1 + \alpha) \sqrt{\frac{m + 1}{\lambda}} \right) \]

and

(3.37) \[ \varepsilon_7 = R(H) \varphi_m(H). \]

**Proof.** From (3.25) and integration by parts we obtain

(3.38) \[ \sum_{\rho \in z(x)} \frac{1}{|\gamma|^{m+1}} = \sum_{\rho \mid k} \int_1^\infty \frac{dN_p(t)}{t^{m+1}} \]

\[ \leq \sum_{\rho \mid k} (m + 1) \int_1^\infty \frac{N_p(t)}{t^{m+2}} dt \leq \sum_{\rho \mid k} \left[ \frac{m + 1}{\pi m H^m} \log p + \frac{2}{H^{m+1}} \right] \]

\[ \leq \frac{L}{H^m} \left[ \frac{m + 1}{\pi m} + \frac{2}{H \log 2} \right] \leq \frac{4L}{H^m}. \]
For the zeros with $\beta > 0$ we use Theorem 1.1 and the symmetric location of the zeros with respect to the line $\sigma = \frac{1}{2}$ to obtain

\begin{equation}
\sum_{\rho \in \zeta(x_1), |\gamma| > H} \frac{x^{\beta - 1}}{\rho (\rho + 1) \cdots (\rho + m)} \leq \frac{1}{2} \int_H^\infty \varphi_m(t) \, dN(t) + \frac{1}{2} \int_H^\infty x^{-1/2} \, dN(t).
\end{equation}

If we integrate by parts in the second integral and apply (2.16), we find that

\begin{equation}
\int_H^\infty \frac{dN(t)}{t^{m+1}} < -\frac{N(H)}{H^{m+1}}
+ \frac{1}{H^{m+1}} \left( \frac{m+1}{m} F_1(H) + \frac{m+1}{\pi m^2} H + R_1(H) + \frac{C_1}{m+1} \right)
< \frac{1}{H^{m+1}} \left( \frac{1}{m} F(H) + \frac{m+1}{\pi m^2} H + 2R(H) + \frac{C_1}{m+1} \right)
< \frac{1}{H^{m+1}} \left( \frac{H}{\pi m} \log kH + 2R(H) + \frac{C_1}{m+1} \right).
\end{equation}

For the first integral we proceed as in (3.31) to obtain

\begin{equation}
\frac{1}{2} \int_H^\infty \varphi_m(t) \, dN(t) = \frac{1}{2} \int_H^\infty \varphi_m(t) \, dF_1(t) + \frac{1}{2} \varphi_m(H) \left( F_1(H) - N(H) \right)
+ \frac{1}{2} \int_H^\infty \left[ F_1(t) - N(t) \right] \varphi_m'(t) \, dt.
\end{equation}

The condition $\lambda \leq (m+1)(1+\alpha)^2$ implies that $\varphi_m'(t) < 0$ for $t > H$, so we apply (2.16) and integrate by parts again to obtain

\begin{equation}
\frac{1}{2} \int_H^\infty \varphi_m(t) \, dN(t) < \frac{1}{2} \int_H^\infty \varphi_m(t) \, dF(t) + \varphi_m(H) R(H)
+ \frac{C_1}{2} \int_H^\infty \varphi_{m+1}(t) \, dt = \varepsilon_6 + \varepsilon_7.
\end{equation}

The lemma then follows from (3.38), (3.39), and (3.40).

**Theorem 3.9.** Let $k$ be a nonexceptional modulus, $(k, l) = 1$, $k \geq k_0 > 10$, $m$ be a positive integer, $0 < \delta < (x - 2)/(m x)$, and $x \geq \exp(\lambda RL^2)$. Let $(1 + \alpha)^2 \leq \lambda \leq (m + 1)(1 + \alpha)^2$ and

\begin{equation}
L > \max \left\{ \frac{2 + 2\alpha}{\lambda - 1 - \alpha} + \frac{\log 2\pi}{1 + \alpha}, \frac{2}{\lambda - 1} + \log 2\pi \right\}.
\end{equation}

If $L > m(1 + \alpha)^2$, then let

\begin{equation}
L > \frac{2}{2\sqrt{m\lambda - m - 1}} + \frac{\log 2\pi}{1 + \alpha}.
\end{equation}
Then
\[
\frac{\varphi(k)}{x} \left| \psi(x; k, l) - \frac{x}{\varphi(k)} \right| < \left( 1 + \frac{m\delta}{2} \right) k_0 \left[ \epsilon_2(k_0) + \epsilon_3(k_0) + \epsilon_4(k_0) \right] + \frac{m\delta}{2} + \epsilon_1(k_0) + A_m(\delta) k_0 \left[ \epsilon_5(k_0) + \epsilon_6(k_0) + \epsilon_7(k_0) \right].
\]

**Proof.** We may assume that \( x = \exp(\lambda R L^2) \), since our upper bound from Theorem 3.6 is decreasing in \( x \). By Theorem 3.6 and Lemmas 3.7 and 3.8 it suffices to prove that (for fixed \( \lambda, \eta, m, \) and \( \alpha \)) \( \epsilon_i(k) \) and \( k\epsilon_i(k) \), \( i = 2, \ldots, 7 \), are decreasing in \( k \). Of these, the functions \( \epsilon_1, k\epsilon_2, \) and \( k\epsilon_5 \) are easily shown to be decreasing in \( L \).

It follows from (3.41) that \( L \exp[L(1 - \lambda/(1 + \alpha) - \alpha)] \) is decreasing in \( L \), and this suffices to prove that \( k\epsilon_3 \) and \( k\epsilon_7 \) are decreasing in \( L \).

From (3.24) we obtain
\[
2\pi k\epsilon_4(k) = \int_1^{1+\alpha} f(L, u) \, du,
\]
where
\[
f(L, u) = (L^2 u - L \log 2\pi) \exp \left( \frac{1}{u} - \lambda \right) L.
\]

Note that for \( 1 < u < 1 + \alpha \) we have
\[
(L + 2)u + \frac{\lambda \log 2\pi}{u} - \log 2\pi - \lambda L < 0,
\]
by (3.41). Hence \( k\epsilon_4 \) is decreasing in \( L \).

From (3.36) we obtain
\[
2k\epsilon_6(k) = \frac{1}{\pi} \int_{1+\alpha}^{\infty} g_1(L, u) \, du + C_1 \int_{1+\alpha}^{\infty} g_2(L, u) \, du,
\]
where
\[
g_1(L, u) = (L^2 u - L \log 2\pi) \exp \left( L \left( m + 1 - mu - \frac{\lambda}{u} \right) \right),
\]
\[
g_2(L, u) = L \exp \left( L \left( m + 2 - (m + 1)u - \frac{\lambda}{u} \right) \right).
\]

The first integrand satisfies
\[
\frac{d}{dL} g_1(L, u) < L \left( (Lu - \log 2\pi) \left( m + 1 - mu - \frac{\lambda}{u} \right) + 2u \right) \exp \left( L \left( m + 1 - mu - \frac{\lambda}{u} \right) \right) < 0,
\]
provided
\[ L > \frac{2}{\lambda/u + mu - m - 1} + \frac{\log 2\pi}{1 + \alpha}, \quad u \geq 1 + \alpha. \]
If \( 1 + \alpha < \sqrt{\lambda/m} \), this condition is met by (3.42) and if \( 1 + \alpha \geq \sqrt{\lambda/m} \), then it follows from (3.41).

The second integral in (3.44) can similarly be shown to be decreasing provided \( L > (\lambda/(1 + \alpha) + (m + 1)\alpha - 1)^{-1} \).

4. Computations. In this section we describe the methods used in the preparation of Table 1. Note that Theorem 1.2 gives estimates for \( \theta(x; k, l) \) as well as \( \psi(x; k, l) \).

By a result of Schoenfeld [11], we have
\[
0 \leq \psi(x; k, l) - \theta(x; k, l) \leq \psi(x; 1, 1) - \theta(x; 1, 1) < 1.001093x^{1/2} + 3x^{1/3}.
\]
Hence we obtain the estimate
\[
\left| \frac{\theta(x; k, l) - \frac{x}{\varphi(k)}}{\psi(x; k, l) - \frac{x}{\varphi(k)}} \right| < 1.001093x^{1/2} + 3x^{1/3} + \left| \frac{\psi(x; k, l) - \frac{x}{\varphi(k)}}{\psi(x; 1, 1) - \frac{x}{\varphi(k)}} \right|,
\]
and the extra terms are negligible for the range of \( x \) under consideration.

Estimates for the incomplete gamma function and incomplete Bessel functions may be found in [11] and [10]. Upper bounds for \( K_v(z, x) \) are provided by Lemma 4, Lemma 5, (2.30), and (2.31) of [10]. In addition, if \( x < 1 \), we can use Lemma 3 combined with Lemma 4 and the asymptotic expansions of \( K_v(z) \) (9.7.2 of [1]). A lower bound for \( K_v(z, x) \) is provided by Lemma 4 or (2.22) and (2.33) of [10], resulting in the estimate
\[
K_v(z, x) > e^{-\frac{z}{2}} \left( 1 + \frac{\sqrt{2}}{z} \left( 3 - z^2 - \frac{3}{2}z \right) \right) e^{-z^2/2} \left( z + \frac{3}{8} - \frac{3}{16z} \right) \sqrt{2} \int_{z}^{\infty} e^{-z^2} dw.
\]
If \( x < 1 \), another method for bounding \( K_v(z, x) \) from below is to use (2.10) of [10] and 9.7.2 of [1]. Other methods for estimating \( K_v(z, x) \) are available in [10] and [12], but in the interests of simplifying the computations these were not used in the preparation of Table 1.

The choices of the parameters \( m, \eta, \alpha, \) and \( \delta \) are completely at our disposal. We used \( m = 2 \) since it seemed to give the best results. Tables 2 and 3 give the values of \( \eta \) and \( \alpha \) used in the preparation of Table 1. The best values of \( \alpha \) turn out to be only slightly less than \( \sqrt{\lambda} - 1 \), and the choice \( \alpha = \sqrt{\lambda} - 1 \) would lead to results that are nearly as good. The major effect of \( \eta \) is to control the size of \( \epsilon_2 \) and \( \epsilon_7 \). For this reason, and the fact that the best \( \alpha \) is near \( \sqrt{\lambda} - 1 \), we chose \( \eta \) to minimize \( R(k^{\sqrt{\lambda} - 1}) \).

This leaves only \( \delta \) to be chosen. For \( m = 2 \), the optimal \( \delta \) is approximately that which minimizes
\[
\delta(1 + w_1 + 10w_2) + (4\delta^{-2} + 12\delta^{-1} + 18)w_2,
\]
where
\[ w_1 = ke_2 + ke_3 + ke_4, \quad w_2 = ke_5 + ke_6 + ke_7. \]

We can then find \( \delta \) by elementary calculus. If \( 1 + w_1 < 102w_2 \), a minimum exists at the positive real root of \( \delta^3 - a\delta - 2a/3 \), where \( a = 12w_2/(1 + w_1 + 10w_2) \). This leads to the choice
\[ \delta = D + a/(3D), \]
where
\[ D = \left[ \frac{a}{3} \left( 1 + \sqrt{1 - \frac{a}{3}} \right) \right]^{1/3}. \]

All computations were performed on the CDC Cyber Computer at Michigan State University, using double precision Fortran (approximately 28 significant decimal digits). We have listed in Table 1 only values of \( c \) for which we were able to find appropriate values of \( \eta \) and \( \alpha \), but Theorem 3.9 may actually yield slightly smaller values of \( c \).

### Table 2

<table>
<thead>
<tr>
<th>( b )</th>
<th>( \eta )</th>
</tr>
</thead>
<tbody>
<tr>
<td>.500</td>
<td>.500</td>
</tr>
<tr>
<td>.352</td>
<td>.342</td>
</tr>
<tr>
<td>.308</td>
<td>.301</td>
</tr>
<tr>
<td>.275</td>
<td>.269</td>
</tr>
<tr>
<td>.249</td>
<td>.244</td>
</tr>
<tr>
<td>.227</td>
<td>.223</td>
</tr>
<tr>
<td>.208</td>
<td>.206</td>
</tr>
<tr>
<td>.194</td>
<td>.191</td>
</tr>
<tr>
<td>.180</td>
<td>.177</td>
</tr>
<tr>
<td>.168</td>
<td>.166</td>
</tr>
<tr>
<td>.159</td>
<td>.157</td>
</tr>
<tr>
<td>.150</td>
<td>.148</td>
</tr>
<tr>
<td>.117</td>
<td>.116</td>
</tr>
<tr>
<td>.096</td>
<td>.095</td>
</tr>
<tr>
<td>.082</td>
<td>.082</td>
</tr>
<tr>
<td>.071</td>
<td>.071</td>
</tr>
<tr>
<td>.063</td>
<td>.063</td>
</tr>
<tr>
<td>.056</td>
<td>.056</td>
</tr>
<tr>
<td>.051</td>
<td>.051</td>
</tr>
<tr>
<td>.043</td>
<td>.043</td>
</tr>
<tr>
<td>.038</td>
<td>.038</td>
</tr>
<tr>
<td>.033</td>
<td>.033</td>
</tr>
<tr>
<td>.030</td>
<td>.030</td>
</tr>
<tr>
<td>.027</td>
<td>.027</td>
</tr>
</tbody>
</table>
The conditions (3.41) and (3.42) fail to hold for several entries of Table 1, and this required a check of all values of \( k \) up to a point where (3.41) and (3.42) were in effect.
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