Sharp Convergence Rates for Nonlinear Product Formulas*

By Eric Schechter

Abstract. Nonlinear versions of the Lie-Trotter product formula $\exp[t(A + B)] = \lim_{n \to \infty} [\exp((t/n)A)\exp((t/n)B)]^n$ and related formulas are given in this paper. The convergence rates are optimal. The results are applicable to some nonlinear partial differential equations.

0. Introduction. The Lie-Trotter product formula states that

$$(0.1) \quad \left[ \exp\left( \frac{t}{n} A \right) \exp\left( \frac{t}{n} B \right) \exp\left( \frac{t}{n} C \right) \right]^n \to e^{t(A+B+C)} \quad \text{as } n \to \infty.$$  

(The exponent $n$ indicates iterated composition.) This is a special case of a more general principle: if $T(t)$ ($t \geq 0$) is a family of operators with $T(0) = I$, and if $T'(0)$ exists in some appropriate sense, then

$$(0.2) \quad T(t/n)^n \to \exp[tT'(0)] \quad \text{as } n \to \infty.$$  

These product formulas have been studied in [3], [4], [13], [14], [16] and elsewhere. They are most familiar when $A, B, C, T'(0)$ are square matrices. But (0.1)–(0.2) and other such formulas are also valid for some nonlinear, discontinuous operators $A, B, C, T'(0)$ in an arbitrary Banach space; hence the product formulas are applicable to some nonlinear partial differential equations. Such formulas also serve as prototypal models for some approximation schemes in numerical analysis [7], [9], [11], [12], [17].

How fast are the convergences in (0.1)–(0.2)? This depends at least in part on the regularity of the operators involved: we may get faster convergence if we assume more regularity. In the best possible case, when $A, B, C$ are continuous linear operators, we get the fastest possible convergence:

$$(0.3) \quad \left[ \exp\left( \frac{t}{n} A \right) \exp\left( \frac{t}{n} B \right) \exp\left( \frac{t}{n} C \right) \right]^n - e^{t(A+B+C)} = O\left( \frac{t^2}{n} \right)$$  

as $n \to \infty$, uniformly for bounded $t$. This is, again, a special case of a more general principle: If $D$ and $T(t)$ are continuous linear operators, and if

$$\left\| (T(t) - e^{tD})/t^{\beta+1} - Q \right\| = o(1) \quad \text{as } t \downarrow 0,$$
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for some nonzero remainder \( Q \), then we have convergence at the rate

\[ T(t/n)^n - e^{tD} = O\left( t^{B+1}/n^B \right) \]

and no faster. This will be proved in 5.9.

Thus the estimate in (0.3) cannot be improved. But we can obtain faster convergence by using more complicated formulas. For instance, for continuous linear operators,

\[
\exp\left( \frac{t}{n} A \right) \exp\left( \frac{t}{n} B \right) \exp\left( \frac{t}{n} C \right) + \frac{1}{2} \exp\left( \frac{t}{n} C \right) \exp\left( \frac{t}{n} B \right) \exp\left( \frac{t}{n} A \right) \right)^2
\]

\[ - e^{t(A+B+C)} = O\left( t^2/n^2 \right), \]

and

\[
\exp\left( \frac{t}{2n} A \right) \left[ \exp\left( \frac{t}{n} B \right) \exp\left( \frac{t}{n} A \right) \right]^{n-1} \exp\left( \frac{t}{n} B \right) \exp\left( \frac{t}{2n} A \right)
\]

\[ - e^{t(A+B)} = O\left( t^2/n^2 \right). \]

These formulas were discussed in a different form in [18]. Again, the rates are best possible.

Surprisingly, the optimal rates (0.3)–(0.5), which are achieved for continuous linear operators, are also achieved for a large class of discontinuous, nonlinear operators. That is the main result of this paper.

Our results are stated in terms of an abstract class of operators in a Banach space. The setting is more general than the usual setting of numerical analysis; still, it is specific enough so that we obtain sharp convergence rates. The setting is somewhat more specialized than the usual setting of nonlinear semigroup theory. Nevertheless, the setting is still general enough so that our results are applicable to several kinds of mildly nonlinear partial differential equations with smooth coefficients. For instance, they are applicable to parabolic equations; to hyperbolic equations, during the brief interval before shocks develop; and to dispersive equations, such as the Korteweg-de Vries equation. These diverse equations have in common the property that they preserve smoothness in the spatial variables. That is, if the solution \( u(t) \) of one of these equations begins at an initial value in some appropriate Sobolev space \( W^{m,p}(\Omega) \), then \( u(t) \) will remain in that space for at least a while, and it is possible to give an upper estimate for \( ||u(t)|| \). We shall take \( m \) large, so that the solution has extra smoothness in the spatial variables; it follows that we can perform calculations with \( u'(t), u''(t), \) etc.

The theory developed here is entirely local in time. Hence it is applicable regardless of whether solutions exist globally. This is useful because the solutions of some differential equations blow up after finite time [1].

The class of operators considered in this paper is slightly more complicated and less general than the class of “\( \nu \)-generators” studied in [15], [16]. In Section 6 we shall show that the generators of the present paper are a subclass of the \( \nu \)-generators. A version of (0.1) was proved for \( \nu \)-generators in [16], but the convergence rate was not optimal. To prove the optimal rate (0.3), we need hypotheses a bit stronger than those of [15], [16].
This paper, and several other related papers, grew out of a portion of the author’s Ph.D thesis, which was written at the University of Chicago under the supervision of Jerry Bona. The author is grateful to Professors Jerry Bona, Jim Douglas, Ridgway Scott, and others for their suggestions and encouragement.

1. Nested Banach Spaces. A differential operator is usually viewed as a discontinuous operator from some Banach space $W^{m,p}(\Omega)$ into itself. But a differential operator of order $d$ may be continuous, or even Lipschitz or Fréchet differentiable, when viewed as a map from $W^{(k+1)d,p}(\Omega)$ into $W^{kd,p}(\Omega)$. Using several nested Banach spaces, $E_3 \subseteq E_2 \subseteq E_1 \subseteq E_0$, we are able to treat some differential operators as if they were continuous or even differentiable, when they act on the solution $u(t)$ of our differential equation. Naturally, this requires us to make estimates of $|u(t)|_3$, where $|||_3$ is the norm of $E_3$; some mechanisms for keeping track of these estimates will be described in 2.4 and 2.8(c).

Differentiability may seem like a very strong condition; it is nearly the same as linearity. But it is not the same as linearity, and this will be reflected in our results. Proposition 5.9 is only proved for linear operators; that result does not generalize readily to a nonlinear setting. The theory of convergence of product formulas is much more complete for linear operators; see for instance [9].

1.1. Notations and Hypotheses. Let $\mathbb{R}^+ = [0, +\infty)$. The maximum of two numbers $a, b \in \mathbb{R}^+$ will be denoted by $a \vee b$.

A bounding function is a mapping $\gamma: \mathbb{R}^2_+ \rightarrow [0, +\infty]$, nondecreasing in each argument, such that for each $r \in \mathbb{R}^+$ there exists $t > 0$ with $\gamma(t, r) < +\infty$.

Throughout this paper, we shall assume that $(E_0, |||_0), (E_1, |||_1), (E_2, |||_2), (E_3, |||_3)$ are Banach spaces. We assume $E_3 \subseteq E_2 \subseteq E_1 \subseteq E_0$ with continuous inclusions, with $|f|_{j-1} \leq |f|_j$ for all $f \in E_j$. Also we assume that $(E_3, |||_3)$ is reflexive.

Let $\mathcal{L}$ be the Banach space of all continuous linear maps $\Lambda$ from $E_1$ into $E_0$, with norm $\|\Lambda\|_{\mathcal{L}} = \sup\{|\Lambda f|_0: |f|_1 \leq 1\}$.

1.2. Remarks. Bounding functions are so named because they will be used to specify bounds on various quantities. They play a role analogous to that of the generic constant $c$ of applied mathematics, or the notations $O(\cdot)$ and $o(\cdot)$ of asymptotic analysis.

If we use additional spaces $E_4, E_5$, etc., and more complicated approximation schemes, we can obtain still faster convergence rates by methods analogous to those of this paper; but the analysis is then much more complicated. We omit the details.

Most of the arguments in this paper are quantitative. However, our requirement that $(E_3, |||_3)$ be reflexive is a qualitative, or topological, condition, and so it seems less essential to the arguments of the paper. We shall use it in 1.3, below, which is used in turn to prove 2.7(d), 2.12, 3.9, 5.1. It is not clear whether this qualitative condition can be replaced with a quantitative one. Property 1.3(a) is discussed further in [15].

1.3. Observations. Since $(E_3, |||_3)$ is reflexive, the sets $\{f \in E_3: |f|_3 \leq r\}$ are weakly compact in $E_3$. From this we easily obtain the following two results:

(a) Extend $|||_3$ to a map defined on all of $E_0$, by taking $|f|_3 = +\infty$ when $f \in E_0 \setminus E_3$. Then the mapping $|f|_3: E_0 \rightarrow [0, +\infty]$ is lower semicontinuous; i.e., the set $\{f \in E_0: |f|_3 \leq r\}$ is closed in $E_0$ for each $r \in \mathbb{R}^+$.
(b) Suppose \( u: [a, b] \rightarrow E_3 \) is bounded, and \( u \) is continuous when viewed as a map from \([a, b]\) into \( E_0 \). Then \(|u(\cdot)|_1: [a, b] \rightarrow \mathbb{R}_+ \) is lower semicontinuous and bounded, and \( u \) is continuous from \([a, b]\) to the weak topology on \( E_3 \). Hence \( u \) is strongly measurable in \( E_3 \).

1.4. *Definition.* A mapping \( W: E_2 \rightarrow E_0 \) is \( \beta \)-weakly regular if \( \beta: \mathbb{R}_+ \rightarrow \mathbb{R}_+ \) is a nondecreasing function, and for all \( f, g \in E_2 \) we have
\[
|Wf|_0 \leq \beta(|f|_2), \quad |Wf - Wg|_0 \leq |f - g|_2 \beta(|f|_2 \vee |g|_2).
\]

1.5. *Definition.* A mapping \( A: E_1 \rightarrow E_0 \) is \( \alpha \)-regular if \( \alpha: \mathbb{R}_+ \rightarrow \mathbb{R}_+ \) is a nondecreasing function, and the following conditions both hold:
(a) \( A(E_j) \subseteq E_{j-1} \) for \( j = 1, 2, 3 \), and for all \( f, g \in E_j \), we have
\[
|Af|_{j-1} \leq \alpha(|f|_j), \quad |Af - Ag|_{j-1} \leq |f - g|_j \alpha(|f|_j \vee |g|_j).
\]
(b) The mapping \( A: E_1 \rightarrow E_0 \) is Fréchet differentiable; and for all \( f, g \in E_2 \subseteq E_1 \), we have
\[
\|A'(f)\|_\varphi \leq \alpha(|f|_2), \quad \|A'(f) - A'(g)\|_\varphi \leq |f - g|_2 \alpha(|f|_2 \vee |g|_2).
\]

1.6. *Remark.* Some of the conditions in Definitions 1.4, 1.5 are redundant, in the sense that they could be omitted if we made a different choice of \( \alpha, \beta \). For instance, if \( W: E_2 \rightarrow E_0 \) satisfies
\[
|Wf - Wg|_0 \leq |f - g|_2 \beta(|f|_2 \vee |g|_2) \quad \text{for all } f, g \in E_2,
\]
where \( \beta: \mathbb{R}_+ \rightarrow \mathbb{R}_+ \) is some nondecreasing function, then it is easy to see that \( W \) is \( \tilde{\beta} \)-weakly regular, where \( \tilde{\beta}(r) = \beta(r) \vee (|W(0)|_0 + r\beta(r)) \). The redundant conditions are included as a convenience of notation; they will simplify computations later in this paper.

1.7. *Lemma.* Suppose \( A \) is \( \alpha \)-regular. Then
\[
|A(f + tg) - A(f) - tA'(f)g|_0 \leq \frac{1}{2} t^2 |g|_1 |g|_2 \alpha(|f|_2 + t|g|_2)
\]
for all \( f, g \in E_2 \) and \( t \geq 0 \); and
\[
B(f) = A'(f)A(f) \quad \text{is } (2\alpha^2)\text{-weakly regular}.
\]

*Proof.* To prove (1.8), first note that for \( 0 \leq s \leq t \) we have
\[
\|A'(f + sg) - A'(f)\|_\varphi \leq |(f + sg) - f|_2 \alpha(|f + sg|_2 \vee |f|_2) \leq t|g|_2 \alpha(|f|_2 + t|g|_2).
\]

Now compute
\[
|A(f + tg) - A(f) - tA'(f)g|_0 = \left| \int_0^t \frac{d}{ds} [A(f + sg)] - A'(f)g \right| ds \bigg|_0^t
= \left| \int_0^t \{A'(f + sg)g - A'(f)g\} \right| ds \bigg|_0^t
\leq \int_0^t \|A'(f + sg) - A'(f)\|_\varphi |g|_1 ds,
\]
and now (1.8) follows immediately. To prove (1.9), compute

\[ |Bf|_0 = |A'(f)A(f)|_0 \leq \|A'(f)\|_\infty |A(f)|_1 \leq \alpha(|f|_2)^2 \]

and

\[ |Bf -Bg|_0 = |A'(f)A(f) - A'(g)A(g)|_0 \]
\[ \leq \|A'(f)\|_\infty |A(f) - A(g)|_1 + \|A'(f) - A'(g)\|_\infty |A(g)|_1 \]
\[ \leq \alpha(|f|_2)|f - g|_2 + \alpha(|g|_2) + |f - g|_2 \alpha(|f|_2 \vee |g|_2) \alpha(|g|_2) \]
\[ \leq 2|f - g|_2 \alpha(|f|_2 \vee |g|_2)^2. \]

2. Semigroups and Semiflows. Let \( R_+ = [0, +\infty) \). By a semigroup on a set \( C \), we shall mean a family of mappings \( S(t) : C \to C \) \((t \in R_+)\), such that \( S(0) = I \) and \( S(t + s) = S(t)S(s) \). Semigroups arise naturally in the study of autonomous initial value problems. In general, if the problem

\[ u'(t) = Au(t) \quad (t \geq 0), \quad u(0) = f, \]

has a unique solution \( u : R_+ \to C \) for each \( f \in C \), then the solution is given by \( u(t) = S(t)f \) for some semigroup \( S \) determined, or generated, by \( A \). We say “in general” because we have glossed over some technicalities: the definition of “solution” varies from one paper to another according to the hypotheses on \( A \). Some particular interpretations of “solution” will be given later in this section.

We shall usually denote by \( e^{tA} \) the semigroup generated by \( A \). This notation is natural: \( e^{tA} \) is just the familiar exponential function \( \sum_{n=0}^{\infty} (tA)^n/j! \) if \( A \) is a real number, or more generally if \( A \) is a continuous linear operator in a Banach space. That infinite sum may be meaningless for discontinuous, nonlinear operators \( A \). But for many \( A \)'s, continuous or not, linear or not, \( \lim_{n \to \infty} (I - (t/n)A)^{-n} \) still exists and defines a semigroup \( e^{tA} \); see [2], [5], [6]. We shall discuss that formula further in 6.6. For motivation, keep in mind that if \( A \) is a partial differential operator, then \( (I - tA)^{-1} \) may be an integral operator, and thus it may behave much better than \( A \).

We shall use all three notations \( S(t)f, u(t), e^{tA}f \). Each has its advantages, depending on what ideas we wish to emphasize. For instance, a Lie-Trotter product formula like (0.1) can be expressed in terms of initial value problems like (2.1): the solution of

\[ u'(t) = \begin{cases} 2Au(t) & \text{when } 0 < t < 1/n, \\ 2Bu(t) & \text{when } 1/n < t < 2/n, \\ 2Au(t) & \text{when } 2/n < t < 3/n, \\ 2Bu(t) & \text{when } 3/n < t < 4/n, \\ 2Au(t) & \text{when } 4/n < t < 5/n, \\ \ldots \end{cases} \]

converges to the solution of \( u'(t) = (A + B)u(t) \) when \( n \to \infty \). This reformulation is less concise than (0.1), but it may help to explain our interest in (0.1): In some cases (2.2) may be easier to solve, or to compute numerically, or to analyze, than the equation \( u'(t) = (A + B)u(t) \). This may be the case if \( A \) and \( B \) are simple in
different ways—e.g., if one is linear and the other is continuous, or if they operate on different spatial variables.

For some applications [1], a solution of (2.1) exists not on all of \( \mathbb{R}_+ \), but merely on some proper subinterval \([0, \tau)\). Hence we shall consider semiflows (i.e., local semigroups).

2.3. Definition. We shall say that \( T \) is a semiflow on a set \( C \) if the following four conditions hold:

(a) \((t, f) \rightarrow T(t)f\) is a mapping from some domain \( D(T) \subseteq \mathbb{R}_+ \times C \), into \( C \).

(b) For each \( f \in C \), the set \( D(T(\cdot)f) = \{ t \in \mathbb{R}_+: (t, f) \in D(T) \} \) is an interval containing 0.

(c) \( T(0)f = f \) for all \( f \in C \).

(d) Let \( t, s \geq 0 \) and \( f \in C \). Then \((t + s, f) \in D(T)\) if and only if both \((s, f)\) and \((t, T(s)f)\) belong to \( D(T)\), in which case \( T(t + s)f = T(t)T(s)f \).

As with semigroups, the semiflow generated by an operator \( A \) will be denoted by \( e^{tA} \). This will be made precise in the next few paragraphs.

2.4. Notation. We now introduce a particular type of semiflow on \( \mathbb{R}_+ \) which will be needed for estimates later. Suppose that \( \psi: \mathbb{R}_+ \rightarrow \mathbb{R}_+ \) is locally Lipschitz and nondecreasing. Let \( p_0 \in \mathbb{R}_+ \). Then the initial value problem

\[
(2.5) \quad p'(t) = \psi(\psi(t)) \quad (0 \leq t < \tau), \quad p(0) = p_0,
\]

has a unique solution, for some \( \tau > 0 \). We shall denote that solution by \( p(t) = e^{\psi(t)}p_0 = \exp[\psi(\cdot)]p_0 \). Note that \( p(t) \) is a nondecreasing function of \( t \). Choose \( \tau \) as large as possible; then at least one of \( \tau, \lim_{t \uparrow \tau} p(t) \) must be \( +\infty \). If \( \tau < +\infty \), it is natural to define \( p(t) = +\infty \) for all \( t \geq \tau \). This extends the semiflow \( e^{\psi(t)} \) on \( \mathbb{R}_+ \) to a semigroup on \([0, +\infty[\). The inequality \( e^{\psi(t)}p_0 < +\infty \) will be an abbreviation for the statement that \( p_0 < +\infty \) and (2.5) has a finite solution on \([0, \tau)\) for some \( \tau > r \).

Note that \( \gamma(t, r) = e^{\psi(t)}r \) is a bounding function (defined in 1.1).

2.6. Definition. Let \( J \subseteq \mathbb{R} \) be an interval, and let \( A: E_1 \rightarrow E_0 \) be some mapping such that \( A(E_1) \subseteq E_2 \). For the purposes of this paper, a solution of \( u'(t) = Au(t) \) (\( t \in J \)) will mean a function \( u: J \rightarrow E_3 \) with these two properties:

(a) \(|u(\cdot)|_3\) is bounded on compact subintervals of \( J \).

(b) For all \( a, b \in J \), the integral \( \int_a^b Au(t) \, dt \) exists as a Bochner integral in \( E_2 \) and equals \( u(b) - u(a) \).

2.7. Remarks. The Bochner integral is introduced in [10], [19]; in [8] it is simply called the integral. It follows from condition (b) above that

(c) considered as a mapping from \( J \) into \( E_2 \), \( u \) is absolutely continuous on compact subsets of \( J \), and \( u'(t) \) exists and equals \( Au(t) \) for almost all \( t \) in \( J \).

Hence, by Observation 1.3,

(d) \( u: J \rightarrow E_3 \) is weakly continuous, hence strongly measurable; and \(|u(\cdot)|_3: J \rightarrow \mathbb{R}_+ \) is lower semicontinuous and locally bounded.

2.8. Definition. For the purposes of this paper, we shall say that a mapping \( A: E_1 \rightarrow E_0 \) is a generator of type \((\alpha, \psi, \omega)\) if:

(a) \( A \) is an \( \alpha \)-regular mapping from \( E_1 \) into \( E_0 \).

(b) \( \psi: \mathbb{R}_+ \rightarrow \mathbb{R}_+ \) and \( \omega: \mathbb{R}_+ \rightarrow \mathbb{R} \) are nondecreasing functions; \( \psi \) is locally Lipschitz, and \( \omega \) is continuous.
(c) If \( e^{\psi(t)}|f|_3 \leq +\infty \), then there exists a solution of \( u'(t) = Au(t) \) on the interval \([0, \tau]\), satisfying \( u(0) = f \) and

\[
|u(t)|_3 \leq e^{\psi(t)}|f|_3 \quad \text{for} \quad t \in [0, \tau].
\]

(d) If \( u_1, u_2 \) are solutions of \( u'(t) = Au(t) \) on some interval \([0, \tau]\), then

\[
|u_1(\tau) - u_2(\tau)|_0 \leq |u_1(0) - u_2(0)|_0 \exp \left[ \int_0^\tau \omega \left( |u_1(t)|_3 \vee |u_2(t)|_3 \right) dt \right].
\]

2.9. Remarks. The solution \( u(t) \) in 2.8(c) will be denoted by \( e^{tA}f \).

Condition 2.8(d) guarantees that the solution \( e^{tA}f \) is uniquely determined by \( f \), and depends continuously on \( f \) when \( f \) is restricted to a \( |\cdot|_3 \)-bounded set and \( t \) is kept sufficiently small. The function \( \omega \) plays a role analogous to the constant \( \omega \) which appears in much of the literature on nonlinear semigroup theory \([2], [3], [5], [6]\). But a constant will not suffice for some applications; see the examples in \([14], [15]\).

Note that \( \alpha, \psi, \omega \) are not uniquely determined by \( A \); they can easily be replaced by larger functions.

The arguments of this paper can be made to work with slightly weaker hypotheses on \( \psi \) and \( \omega \); see \([15], [16]\) for similar arguments. But that would require longer definitions and proofs, so for brevity we shall use the conditions on \( \psi \) and \( \omega \) indicated above.

Some elementary examples of generators are given below. Additional characterizations of generators are given in 3.8, 3.9, 5.1. Deeper and more complicated examples, involving nonlinear partial differential equations with smooth coefficients, can be devised using estimates similar to those in \([15]\). Such long examples will be omitted from the present paper, however.

2.10. Example. Let \( A \) be the generator of a strongly continuous, linear semigroup \( e^{tA} \) on a Banach space \((E_0, |\cdot|_0)\), satisfying \( \|e^{tA}\| \leq e^{\omega t} \) for some constant \( \omega \in \mathbb{R} \). For \( j = 1, 2, 3 \), let \( E_j = D(A^j) \), with \( |f|_j = |f|_0 + |Af|_0 + \cdots + |A^j f|_0 \). Let \( \psi(r) = \omega r \), and let \( \alpha = 1 \). Then \( A \) is a generator of type \((\alpha, \psi, \omega)\). Note that \( A'(f)g = Ag \) for all \( f, g \in E_1 \).

2.11. Another Example. Let \((E_0, |\cdot|_0) = (E_1, |\cdot|_1) = (E_2, |\cdot|_2) = (E_3, |\cdot|_3)\). Suppose \( A: E_0 \to E_0 \) is continuously Fréchet differentiable, and \( A': E_0 \to \mathcal{L} \) is Lipschitz on bounded sets; i.e.,

\[
\|A'(f) - A'(g)\|_{\mathcal{L}} \leq |f - g|_0 \varepsilon(|f|_0 \vee |g|_0) \quad (f, g \in E_0)
\]

for some nondecreasing function \( \varepsilon: \mathbb{R}_+ \to \mathbb{R}_+ \). Then \( A \) is a generator of type \((\alpha, \psi, \omega)\), if those functions are selected as follows: First define

\[
\delta(r) = \begin{cases} (1 - r)\varepsilon(1) + (r - 0)\varepsilon(2) & \text{when} \quad 0 \leq r \leq 1, \\ (2 - r)\varepsilon(2) + (r - 1)\varepsilon(3) & \text{when} \quad 1 \leq r \leq 2, \\ (3 - r)\varepsilon(3) + (r - 2)\varepsilon(4) & \text{when} \quad 2 \leq r \leq 3, \\ \ldots \end{cases}
\]

Then \( \delta \geq \varepsilon \), and \( \delta \) is nondecreasing and locally Lipschitz. Let \( \omega(r) = \|A'(0)\|_{\mathcal{L}} + r\delta(r) \) and \( \psi(r) = |A(0)|_0 + r\omega(r) \); then let \( \alpha = \varepsilon \vee \psi \vee \omega \). We compute as follows:

\[
\|A'(f)\|_{\mathcal{L}} \leq \|A'(0)\|_{\mathcal{L}} + |f - 0|_0 \varepsilon(|f|_0 \vee |0|_0) \leq \omega(|f|_0);
\]
hence
\[
|A(f) - A(g)|_0 = \left| \int_0^1 \left[ \frac{d}{dt} A(tf + (1-t)g) \right] dt \right|_0
\]
\[
= \left| \int_0^1 A'(tf + (1-t)g)(f-g) dt \right|_0
\]
\[
\leq \left| \int_0^1 A'(tf + (1-t)g) \|f-g\|_0 dt \right| \leq \omega(|f|_0 \lor |g|_0)|f-g|_0.
\]

This inequality yields condition 2.8(d), by standard methods of ordinary differential equations. Next,
\[
|A(f)|_0 \leq |A(0)|_0 + |A(f) - A(0)|_0 \leq |A(0)|_0 + |f - 0|_0 \omega(|f|_0 \lor |0|_0) = \psi(|f|_0).
\]
This inequality yields condition 2.8(c), again by standard methods. Since \(\epsilon, \psi, \omega \leq \alpha\), the above estimates also yield conditions 1.5. Thus \(A\) is a generator of type \((\alpha, \psi, \omega)\).

### 2.12. Lemma

Suppose that \(A, \alpha, \psi, \omega\) satisfy conditions 2.8(a), (b). Also suppose there exists a bounding function \(\delta\) with the following two properties:

(c') If \(f \in E_3\) and \(\tau \in \mathbb{R}_+\) satisfy \(\delta(\tau, |f|_3) < +\infty\), then there exists a solution of \(u'(t) = Au(t)\) with \(u(0) = f\) and \(|u(t)|_3 \leq e^{\psi(\epsilon)}|f|_3 \leq \delta(\tau, |f|_3)\), for all \(t \in [0, \tau]\).

(d') If \(\delta(\tau, \rho_0) < +\infty\) and if \(u_1, u_2\) are solutions of \(u'(t) = Au(t)\) on \([0, \tau]\) with \(|u_1(0)|_3, |u_2(0)|_3 \leq \rho_0\), then
\[
|u_1(\tau) - u_2(\tau)|_0 \leq |u_1(0) - u_2(0)|_0 \exp \left[ \tau \omega \left( e^{\psi(\epsilon)} \rho_0 \right) \right].
\]

Then conditions 2.8(c), (d) also hold; that is, \(A\) is a generator of type \((\alpha, \psi, \omega)\).

**Proof.** Let \(u_1, u_2\) be any two solutions of \(u'(t) = Au(t)\) on an interval \([0, \tau]\). Let \(p(t) \equiv |u_1(t)|_3 \lor |u_2(t)|_3\). Then \(p: [0, \tau] \to \mathbb{R}_+\) is bounded and lower semicontinuous, by 2.7(d). Let \(M = \sup \{ p(t): 0 \leq t \leq \tau \}\). Since \(\delta\) is a bounding function, there exists some \(h > 0\) such that \(L = \delta(h, M)\) is finite. Then \(e^{h\psi(\epsilon)}M \leq L\). By hypothesis (d'), if \(0 \leq a \leq b \leq \tau\) and \(b - a \leq h\), then
\[
\left| u_1(b) - u_2(b) \right|_0 \leq |u_1(a) - u_2(a)|_0 \exp \left[ (b-a) \omega \left( e^{(b-a)\psi(\epsilon)}p(a) \right) \right].
\]

The interval \([0, \tau]\) can be covered by finitely many such subintervals \([a, b]\). It follows that if \(u_1(a) = u_2(a)\) for some \(a \in [0, \tau]\), then \(u_1 = u_2\) on \([a, \tau]\). Thus, \(u_1\) is uniquely determined on \([a, \tau]\) by its value at \(a\).

By an application of hypothesis (c'), there exists a solution of
\[
u'(t) = Au(t) \quad (a \leq t \leq a + h), \quad u(a) = u_1(a),
\]
satisfying \(|u(a + r)|_3 \leq e^{r\psi(\epsilon)}|u(a)|_3\) for all \(r \in [0, h]\). But since \(u_1\) is uniquely determined forward in time, we must have \(u = u_1\). Again, the whole interval can be covered by finitely many subintervals of length less than or equal to \(h\). Hence
\[
|u_1(t)|_3 \leq e^{(t-a)\psi(\epsilon)}|u_1(s)|_3, \quad \text{whenever the right side is finite,}
\]
for \(0 \leq s \leq \tau\). Similarly for \(u_2\). Therefore \(p(t) \leq e^{(t-a)\psi(\epsilon)}p(s)\), whenever the right side is finite.

To prove 2.8(d), temporarily fix some integer \(n\), large enough so that \(\tau/n \leq h\). Let \(a_j = j\tau/n\) for \(j = 0, 1, 2, \ldots, n\). Apply (2.13) to the interval \([a_j-1, a_j]\); we obtain
\[
\left| u_1(a_j) - u_2(a_j) \right|_0 \leq |u_1(a_{j-1}) - u_2(a_{j-1})|_0 \exp \left[ \frac{\tau}{n} \omega \left( e^{(\tau/n)\psi(\epsilon)}p(a_{j-1}) \right) \right].
\]
for $j = 1, 2, 3, \ldots, n$. Combining these $n$ inequalities, we obtain

$$|u_1(\tau) - u_2(\tau)|_0 \leq |u_1(0) - u_2(0)|_0 \exp \left[ \frac{\tau}{n} \sum_{j=1}^{n} \omega \left( e^{(\tau/n)\psi(\cdot)} p(a_{j-1}) \right) \right]$$

$$\leq |u_1(0) - u_2(0)|_0 \exp \left[ \frac{\tau}{n} \sum_{j=0}^{n} \omega \left( e^{(\tau/n)\psi(\cdot)} p(a_j) \right) \right]$$

$$\leq |u_1(0) - u_2(0)|_0 \exp \left[ \frac{\tau}{n} \omega \left( e^{(\tau/n)\psi(\cdot)} p(a_0) \right) \right] + \int_0^\tau \omega \left( p_n(t) \right) dt],$$

where $p_n$ is the step function which takes the value $e^{(\tau/n)\psi(\cdot)} p(a_j)$ on the interval $(a_{j-1}, a_j)$. Now, observe that $e^{(\tau/n)\psi(\cdot)} p(a_0) \to p(a_0)$ as $n \to \infty$, so

$$\left( \frac{\tau}{n} \right) \omega \left( e^{(\tau/n)\psi(\cdot)} p(a_0) \right) \to 0 \quad \text{when } n \to \infty.$$

Also observe that if $t \in (a_{j-1}, a_j)$, then

$$p_n(t) = e^{(\tau/n)\psi(\cdot)} p(a_j) \leq e^{(\tau/n)\psi(\cdot)} e^{(\tau/n)\psi(\cdot)} p(t) \leq e^{(2\tau/n)\psi(\cdot)} p(t),$$

and so $\limsup_{n \to \infty} p_n(t) \leq p(t)$. Since $\omega$ is continuous and nondecreasing, we have

$$\limsup_{n \to \infty} \int_0^\tau \omega \left( p_n(t) \right) dt \leq \int_0^\tau \omega \left( p(t) \right) dt.$$

This completes the proof of 2.8(d).

To prove 2.8(c), let any $f \in E_3$ be given. Suppose that $\rho \equiv e^{t\psi(\cdot)}|f|_3$ is finite. Choose an integer $n$ large enough so that $\delta(\tau/n, \rho) < +\infty$. Using hypothesis (c'), we show by induction on $j = 0, 1, 2, \ldots, n$ that $u(t) \equiv e^{t\psi(\cdot)} f$ exists on $[0, \tau/n]$ and satisfies $|u(t)|_3 \leq e^{t\psi(\cdot)} |f|_3$, there. This completes the proof of the lemma.

### 3. Approximation Schemes

In this section we define a class of approximation schemes. In Propositions 3.8 and 3.9 and Theorem 5.1, we shall show that an operator $A$ has such a scheme $T$ if and only if $A$ is a generator, in which case $T(t/n)^n \to e^{tA}$ as $n \to \infty$.

#### 3.1. Definition

We shall say that $T$ is an approximation scheme, restrained by rates $\psi, \omega$, for the evolution generated by $A$, correct of order 2 with remainder $W$ and bounding function $\gamma$—or more simply, we shall say that $(T, W, \psi, \omega, \gamma)$—if the following five conditions hold:

(a) $A: E_1 \to E_0$ is an $\alpha$-regular mapping, for some $\alpha$; and $W: E_3 \to E_0$ is a $\beta$-weakly regular mapping, for some $\beta$.

(b) $\psi: \mathbb{R}_+ \to \mathbb{R}_+$ and $\omega: \mathbb{R}_+ \to \mathbb{R}$ are nondecreasing functions; $\psi$ is locally Lipschitz, and $\omega$ is continuous; $\gamma: \mathbb{R}_+ \to \mathbb{R}$ is a bounding function.

(c) $(t, f) \mapsto T(t)f$ is a mapping from some domain $D(T) \subseteq \mathbb{R}_+ \times E_3$, into $E_3$.

(d) If $\gamma(t, |f|_3) < +\infty$, then $e^{t\psi(\cdot)}|f|_3 \leq \gamma(t, |f|_3)$ and $(t, f) \in D(T)$, and

$$|T(t)f|_3 \leq e^{t\psi(\cdot)}|f|_3, \tag{3.2}$$

$$|T(t)f|_2 \leq t \gamma(t, |f|_3), \tag{3.3}$$

$$|T(t)f - f - tAf|_1 \leq t^2 \gamma(t, |f|_3), \tag{3.4}$$

$$|T(t)f - f - tAf - \frac{1}{2} t^2 A'(f) A(f) - \frac{1}{2} t^2 Wf|_0 \leq t^3 \gamma(t, |f|_3). \tag{3.5}$$

(e) Let $p_0 = |f|_3 \vee |g|_3$, and let $p_1 = e^{t\psi(\cdot)} p_0$. If $\gamma(t, p_0) < +\infty$, then $p_1 < +\infty$ and

$$|T(t)f - T(t)g|_0 \leq |f - g|_0 \exp \left[ t \omega(p_1) \right]. \tag{3.6}$$
We shall say that \( T \) is a scheme for \( A \) with remainder \( W \) if there exist \( \psi, \omega, \gamma \) such that \((T, W, \psi, \omega, \gamma)\) is a scheme for \( A \).

3.7. Observations. (a) For each \( T \), there is at most one \( A \) satisfying (3.4).
(b) For each \( T \) and \( A \), there is at most one \( W \) satisfying (3.5).
(c) Suppose \((T, W, \psi, \omega, \gamma)\) is a scheme for \( A \), and \( c \in \mathbb{R}_+ \). Let \( \tilde{c} = c \vee c^3 \), let \( \tilde{\gamma}(t, r) = \tilde{c}\gamma(ct, r) \), and let \( \tilde{T}(t) \equiv T(ct) \). Then \((\tilde{T}, c^2W, c\psi, c\omega, \tilde{\gamma})\) is a scheme for \( cA \).
(d) Suppose \( T_1, T_2 \) are schemes for the same operator \( A \), with remainders \( W_1, W_2 \), respectively. Then \( T(t)f = \frac{1}{2}[T_1(t)f + T_2(t)f] \) defines a scheme for \( A \) with remainder \( W_1 + W_2 \).

3.8. Proposition. Let \( A \) be a generator of type \((\alpha, \psi, \omega)\). Let \( T(t) \equiv e^{tA}. \) Then \((T, 0, \psi, \omega, \gamma)\) is a scheme for \( A \), for some bounding function \( \gamma \).

Proof. Let \( \gamma_1(t, r) = e^{\psi(t)}r \). Then whenever \( \gamma_1(t, |f|_3) < +\infty \) we have \((t, f) \in D(T) \) and \( |T(t)f|_1 \leq \gamma_1(t, |f|_3) \). Thus (3.2) is satisfied if \( \gamma \geq \gamma_1 \). Let \( \gamma_2(t, r) \equiv \alpha(\gamma_1(t, r)) \); then \( |A(e^{tA})|_2 \leq \gamma_2(t, |f|_3) \); hence

\[
|T(t)f - f|_2 = |e^{tA}f - f|_2 = \left| \int_0^t A(e^{sA}) \ ds \right|_2 \leq t\gamma_2(t, |f|_3).
\]

Thus (3.3) is satisfied if \( \gamma \geq \gamma_2 \). Next, compute

\[
|T(t)f - f - tAf|_1 = \left| \int_0^t [A(e^{sA}) - A(f)] \ ds \right|_1 \\
\leq \int_0^t |A(e^{sA}) - A(f)|_1 ds \leq \int_0^t |e^{sA}f - f|_2 \alpha(|e^{sA}|_2 \vee |f|_2) ds \\
\leq \int_0^t s\gamma_2(s, |f|_3) \alpha(\gamma(s, |f|_3)) ds \leq \frac{1}{2}t^2\gamma_2(s, |f|_3)^2.
\]

Thus (3.4) is satisfied if \( \gamma \geq \frac{1}{2}\gamma_2^2 \). Following (1.9), we have

\[
|A'(e^{tA})A(e^{tA}) - A'(f)A(f)|_0 \leq 2|e^{tA}f - f|_2 \alpha(|e^{tA}|_2 \vee |f|_2)^2 \\
\leq 2t\gamma_2(t, |f|_3)^3;
\]

hence

\[
|T(t)f - f - tAf - \frac{1}{2}t^2A'(f)A(f)|_0 \\
= \left| \int_0^t [A(e^{sA}) - A(f)] \ ds - \frac{1}{2}t^2A'(f)A(f) \right|_0 \\
= \left| \int_0^t \int_0^s \frac{d}{dr}A(e^{rA}) \ dr ds - \int_0^t \int_0^s A'(f)A(f) \ dr ds \right|_0 \\
= \left| \int_0^t \int_0^s [A'(e^{rA})A(e^{rA}) - A'(f)A(f)] \ dr ds \right|_0 \\
\leq \int_0^t \int_0^s |A'(e^{rA})A(e^{rA}) - A'(f)A(f)|_0 \ dr ds \\
\leq \frac{1}{3}t^3\gamma_2(t, |f|_3)^3.
\]
Thus (3.5) is satisfied if $\gamma \geq \frac{1}{3} \gamma_2^2$. So $T$ is a scheme for $A$ with remainder $0$ and bounding function $\gamma = \max\{\gamma_1, \gamma_2, \frac{1}{2} \gamma_2^2, \frac{1}{3} \gamma_2^3\}$.

3.9. Proposition. Let $A$ be $\alpha$-regular. Let $(T, W, \psi, \omega, \gamma)$ be a scheme for $A$. Suppose that $T$ is a semiflow on $E_3$.

Then $A$ is a generator of type $(\alpha, \psi, \omega)$, and $T(t) = e^{tA}$; hence $W = 0$.

Proof. Let any $f \in E_3$ be given. Fix some $\tau > 0$ small enough so that $\rho = \exp[\tau \psi(\cdot)] |f|_3$ is finite and $\gamma(\tau, \rho)$ is also finite. If $t, s \in [0, \tau]$, then

$$|T(t + s)f - T(s)f - tAT(s)f|_1 = |T(t)T(s)f - T(s)f - tAT(s)f|_1 \leq t^2 \gamma(\tau, \rho),$$

hence $T(\cdot)f$ is differentiable in $E_1$ from the right at $s$, with derivative $AT(s)f$. Also,

$$|T(t + s)f - T(s)f|_2 = |T(t)T(s)f - T(s)f|_2 \leq t \gamma(\tau, \rho),$$

for $t, s \in [0, \tau]$. Hence

$$|AT(t + s)f - AT(s)f|_1 \leq |T(t + s)f - T(s)f|_2 \alpha(|T(t + s)f|_2 \lor |T(s)f|_2) \leq t \gamma(\tau, \rho) \alpha(\rho),$$

so the map $s \mapsto AT(s)f$ is continuous into $E_1$. Also, if $0 < h \leq s \leq \tau$,

$$|T(s - h)f - T(s)f + hAT(s)f|_1 = |T(s - h)f - T(h)T(s - h)f + hAT(s)f|_1 \leq |T(h)T(s - h)f - T(s - h)f - hAT(s - h)f|_1 + h|AT(s-h)f - AT(s)f|_1 \leq h^2 \gamma(\tau, \rho)(1 + \alpha(\rho)),$$

so $T(\cdot)f$ is also differentiable in $E_1$ from the left at $s$, with derivative $AT(s)f$.

Thus the mapping $T(\cdot)f: [0, \tau] \to E_1$ is continuously differentiable, with derivative $(d/ds)T(s)f = AT(s)f$. Hence it satisfies this integral equation in $E_1$:

$$T(t)f = f + \int_0^t AT(s)f \, ds.$$  

Since $T(\cdot)f$ is bounded in $E_3$ and continuous in $E_0$, it is strongly measurable in $E_3$, by Observation 1.3(b). Therefore $A(T(\cdot)f): [0, \tau] \to E_2$ is bounded and strongly measurable; hence it is Bochner-integrable. Thus Eq. (3.10) holds in $E_2$.

By Lemma 2.12, it follows that $A$ is a generator of type $(\alpha, \psi, \omega)$, and $T(t) = e^{tA}$. By Observation 3.7(b) and Proposition 3.8, we have $W = 0$.


4.1. Theorem. If $T_1, T_2$ are schemes for $A_1, A_2$, respectively, then $T(t) = T_1(t)T_2(t)$ is a scheme for $A = A_1 + A_2$. More precisely: For $j = 1, 2$, suppose that $A_j$ is $\alpha_j$-regular. $W_j$ is $\beta_j$-weakly regular, and $(T_j, W_j, \psi_j, \omega_j, \gamma_j)$ is a scheme for $A_j$. Let $\alpha = \alpha_1 + \alpha_2$,

$$W(f) = W_1(f) + W_2(f) + [A_1(f)A_2(f) - A_2(f)A_1(f)],$$
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\[ \beta(r) = \beta_1(r) + \beta_2(r) + 4\alpha_1(r)\alpha_2(r), \psi = 2(\psi_1 \lor \psi_2), \text{ and } \omega = \omega_1 + \omega_2. \] Then: \( A \) is \( \alpha \)-regular, \( W \) is \( \beta \)-regular, and \( (T, W, \psi, \omega, \gamma) \) is a scheme for \( A \), where the bounding function \( \gamma \) can be chosen as follows: Let

\[ \nu \equiv \nu(t, r) \equiv t\alpha_2(r) + \exp[t\psi_2(\cdot)]r. \]

Then let

\[ \gamma(t, r) \equiv \gamma_2(t, r) \left[ 1 + \alpha_1(\nu) + \alpha_1(\nu)^2 + \frac{1}{2} \beta_2(\nu) \right] + \gamma_1(t, \nu) + \frac{1}{2} \alpha_1(\nu) \alpha_2(r)^2. \]

**Proof.** Obviously \( A \) is \( \alpha \)-regular; and \( W \) is \( \beta \)-weakly regular by an argument similar to the proof of (1.9). The verifications of (3.2) and (3.6) are easy and are omitted. To verify that \( T, A, \gamma \) satisfy (3.3), compute

\[ |T(t)f - f|_2 = |T_1(t)T_2(t)f - f|_2 \leq |T_1(t)T_2(t)f - T_2(t)f|_2 + |T_2(t)f - f|_2 \]
\[ \leq t\gamma_1(t, |T_2(t)f|_3) + t\gamma_2(t, |f|_3) \]
\[ \leq t\gamma_1(t, e^{t\psi_2(t)}|f|_3) + t\gamma_2(t, |f|_3) \leq t\gamma(t, |f|_3). \]

To verify that \( T, A, \gamma \) satisfy (3.4), we first compute

\[ |A_1T_2(t)f - A_1f|_1 \leq |T_2(t)f - f|_2 \alpha_1(|T_2(t)f|_2 \lor |f|_2) \]
\[ \leq t\gamma_2(t, |f|_3) \alpha_1(\nu(t, |f|_3)). \]

Then we use that estimate, together with the fact that \( T_j, A_j, \gamma_j \) satisfy (3.4) for \( j = 1, 2 \); we obtain

\[ |A_1T_2(t)f - A_1f - tA_1f|_1 \leq |T_2(t)f - f|_2 \alpha_1(|T_2(t)f|_2 \lor |f|_2) \]
\[ \leq t\gamma_2(t, |f|_3) \alpha_1(\nu(t, |f|_3)^2). \]

The verification of (3.5) will take longer. We perform several preliminary computations. First, following (1.9),

\[ |A_1(T_2(t)f) - A_1(f)A_1(f)|_0 \leq |T_2(t)f - f|_2 \alpha_1(|f|_2 \lor |T_2(t)f|_2) \leq 2t\gamma_2(t, |f|_3) \alpha_1(\nu(t, |f|_3))^2. \]

Second, using 1.4,

\[ |W_2(T_2(t)f) - W_2(f)|_0 \leq |T_2(t)f - f|_2 \beta_2(|T_2(t)f|_2 \lor |f|_2) \leq t\gamma_2(t, |f|_3) \beta_2(\nu(t, |f|_3)). \]

Third, using 1.5(a),

\[ |A_1(T_2(t)f) - A_1(f + tA_2(f))|_0 \leq |T_2(t)f - (f + tA_2(f))|_1 \alpha_1(|T_2(t)f|_1 \lor |f + tA_2(f)|_1) \]
\[ \leq t^2\gamma_2(t, |f|_3) \alpha_1(|T_2(t)f|_1 \lor |f|_1 + t\alpha_2(|f|_2)) \]
\[ \leq t^2\gamma_2(t, |f|_3) \alpha_1(\nu(t, |f|_3)). \]
Fourth, following (1.8),

\[|A_1(f + tA_2(f)) - A_1(f) - tA'_1(f)A_2(f)|_0 \leq \frac{1}{2}t^2|A_2(f)|^2\alpha_1(|f|_2 + t|A_2(f)|_2) \leq \frac{1}{2}t^2\alpha_2(|f|_3)^2\alpha_1(p(t,|f|_3)).\]

We now use the four estimates above, plus the fact that \(T_j, A_j, W_j, \gamma_j\) satisfy (3.5) for \(j = 1, 2\). We obtain

\[
|T(t)f - f - tAf - \frac{1}{2}t^2A'(f)A(f) - \frac{1}{2}t^2W(f)|_0 \\
= |T_1(t)T_2(t)f - f - tA_1f - tA_2f \\
- \frac{1}{2}t^2[A'_1(f) + A'_2(f)][A_1(f) + A_2(f)] \\
- \frac{1}{2}t^2[W_1f + W_2f + A'_1(f)A_2(f) - A'_2(f)A_1(f)]|_0 \\
= |T_1(t)T_2(t)f - f - tA_1f - tA_2f \\
- \frac{1}{2}t^2[W_1f + W_2f + 2A'_1(f)A_2(f) + A'_1(f)A_1(f) + A'_2(f)A_2(f)]|_0 \\
\leq |T_1(t)T_2(t)f - T_2(t)f - tA_1(T_2(t)f) \\
- \frac{1}{2}t^2A'_1(T_2(t)f)A_1(T_2(t)f) - \frac{1}{2}t^2W_2(T_2(t)f)|_0 \\
+ \frac{1}{2}t^2[A'_1(T_2(t)f)f - A'_1(f)A_1(f)]_0 \\
+ \frac{1}{2}t^2|W_2(T_2(t)f)|_0 \\
+ |T_2(t)f - f - tA_2f - \frac{1}{2}t^2A'_2(f)A_2(f) - \frac{1}{2}t^2W_1(f)|_0 \\
+ t|A_1(T_2(t)f) - A_1(f + tA_2(f))|_0 \\
+ t|A_1(f + tA_2(f)) - A_1(f) - tA'_1(f)A_2(f)|_0 \\
\leq t^3\gamma_1(t, \gamma(t,|f|_3)) + t^3\gamma_2(t, |f|_3)\alpha_1(\gamma(t,|f|_3))^2 \\
+ \frac{1}{2}t^3\gamma_2(t, |f|_3)\alpha_1(\gamma(t,|f|_3)) \\
+ t^3\gamma_2(t, |f|_3) + t^3\gamma_2(t, |f|_3)\alpha_1(\gamma(t,|f|_3)) \\
+ \frac{1}{2}t^3\alpha_2(|f|_3)^2\alpha_1(\gamma(t,|f|_3)) \\
\leq \gamma(t,|f|_3).
\]

This completes the proof of the theorem.

4.5. Corollary. For \(j = 1, 2, 3, \ldots\), suppose that \(T_j\) is a scheme for \(A_j\) with remainder \(W_j\). Then \(T(t) = T_n(t)T_{n-1}(t) \cdots T_2(t)T_1(t)\) is a scheme for \(A_1 + A_2 + \cdots + A_n\) with remainder

\[
W(f) = \sum_{1 \leq j \leq n} W_j(f) + \sum_{1 \leq j < k \leq n} \{A'_j(f)A_k(f) - A'_k(f)A_j(f)\};
\]

and

\[
\tilde{T}(t) = \frac{1}{2} \{T_1(t)T_2(t) \cdots T_{n-1}(t)T_n(t) + T_n(t)T_{n-1}(t) \cdots T_2(t)T_1(t)\}
\]

is a scheme for \(A_1 + A_2 + \cdots + A_n\) with remainder \(\sum_{j=1}^{n} W_j(f)\).

Proof. The first conclusion follows from Theorem 4.1 by induction on \(n\). The second conclusion then follows from Observation 3.7(d).
4.6. **Theorem.** Suppose $A$ is $\alpha$-regular, $W$ is $\beta$-weakly regular, and $(T, W, \psi, \omega, \gamma)$ is a scheme for $A$. Let $n$ be a positive integer, and let $U(t) = T(t/n)^n$. Then $(U, n^{-1}W, \psi, \omega, \delta)$ is a scheme for $A$, for some bounding function $\delta$; and $\delta$ can be chosen independent of $n$. In fact, we can choose $\delta$ as follows: Let

$$v \equiv v(t, r) \equiv t\alpha(r) + e^{i\phi(r)};$$

then let

$$\delta(t, r) = \left[ \gamma(t, v) + \frac{1}{2} \alpha(v)^3 \right] \exp \left[ \alpha(v) + \alpha(v)^2 + \frac{1}{2} \beta(v) \right].$$

**Proof.** Define

$$b = b(t, r) = \alpha(v) + \alpha(v)^2 + \frac{1}{2} \beta(v), \quad c = c(t, r) = \gamma(t, v) + \frac{1}{2} \alpha(v)^3.$$

Then $\delta(t, r) = e^{bc}$, and these quantities are independent of $n$.

Fix any $n$. Let $U_j(t) = T(t/n)^j$ $(j = 0, 1, 2, \ldots, n)$, with $U_0(t) = I$. We easily verify that $U_j, jn^{-1}W, jn^{-1}\omega$ satisfy (3.2) and (3.6). Also, by Observation 3.7(c), $(U_1, n^{-2}W, n^{-1}\psi, n^{-1}\omega, n^{-1}\gamma)$ is a scheme for $n^{-1}A$. We proceed by induction: for some $k \in \{0, 1, 2, \ldots, n - 1\}$, assume that $(U_k, kn^{-2}W, kn^{-1}\psi, kn^{-1}\omega, \epsilon_k)$ is a scheme for $k^{-1}nA$ with some bounding function $\epsilon_k$. (This is trivial for $k = 0$, with $\epsilon_0 = 0$.)

We shall apply Theorem 4.1, with

$$A_1 = n^{-1}A, \quad W_1 = n^{-2}W, \quad T_1 = U_1,$$

$$A_2 = kn^{-1}A, \quad W_2 = kn^{-2}W, \quad T_2 = U_k,$$

$$\alpha_1 = n^{-1}\alpha, \quad \beta_1 = n^{-2}\beta, \quad \gamma_1 = n^{-1}\gamma,$$

$$\alpha_2 = \alpha, \quad \beta_2 = kn^{-2}\beta, \quad \gamma_2 = \epsilon_k.$$

We could apply that theorem with $\beta_2 = \alpha_2$ and $\psi_2 = \psi$; but we shall instead use the slightly larger functions $\alpha_2 = \alpha$ and $\psi_2 = \psi$; these have the advantage of being independent of $k$ and $n$. Note that our definition of $\nu$ is consistent with the definition used in Theorem 4.1.

Observe that $U_{k+1}(t) = U_1(t)U_k(t)$. By Theorem 4.1, $U_{k+1}$ is a scheme for $(k + 1)n^{-1}A$, with remainder $(k + 1)n^{-2}W$, and with bounding function $\epsilon_{k+1}$ given by formulas (4.3)—(4.4). That is,

$$\epsilon_{k+1}(t, r) = \gamma_2(t, r) \left[ 1 + \alpha_1(v) + \alpha_1(v)^2 + \frac{1}{2} \beta_2(v) \right] + \gamma_1(t, v) + \frac{1}{2} \alpha_1(v) \alpha_2(r)^2$$

$$= \epsilon_k(t, r) \left[ 1 + \frac{\alpha(v)}{n} + \left( \frac{\alpha(v)}{n} \right)^2 + \frac{k \beta(v)}{2n^2} \right] + \frac{\gamma(t, v)}{n} + \frac{1}{2} \left( \frac{\alpha(v)}{n} \right) \alpha(r)^2.$$

In this fashion we recursively define bounding functions $\epsilon_1, \epsilon_2, \ldots, \epsilon_n$. From the recursion formula above it follows that $\epsilon_{k+1} \leq (1 + (b/n))\epsilon_k + (c/n)$, with $b, c$ defined as in (4.7). Solve this inequality recursively, with initial value $\epsilon_0 = 0$; we obtain

$$\epsilon_k \leq \left( 1 + \frac{b}{n} \right)^{k-1} \frac{c}{n} + \left( 1 + \frac{b}{n} \right)^{k-2} \frac{c}{n} + \cdots + \left( 1 + \frac{b}{n} \right) \frac{c}{n} + \frac{c}{n}$$

$$= \left[ \left( 1 + \frac{b}{n} \right)^k - 1 \right] \frac{c}{b}.$$
5. Convergence Rates.

5.1. Theorem. Suppose $A$ is $\alpha$-regular, $W$ is $\beta$-weakly regular, and $(T, W, \psi, \omega, \gamma)$ is a scheme for $A$.

Then $A$ is a generator of type $(\alpha, \psi, \omega)$, and $e^{tA}$ can be approximated as follows: Define $\delta$ as in Theorem 4.6, and let $\rho = e^{t\psi(|f|_3)}$. Then

\[
T \left( \frac{t}{n} \right)^n f - e^{tA} f \preceq \frac{2t^2}{n} \delta(t, \rho) e^{t\omega(\rho)},
\]

whenever $\rho < +\infty$ and $\delta(t, \rho) < +\infty$. Moreover, if $W = 0$, then

\[
T \left( \frac{t}{n} \right)^n f - e^{tA} f \preceq \frac{2t^3}{n^2} \delta(t, \rho) e^{t\omega(\rho)}.
\]

Proof. For positive integers $n$, let $U_n(t) = T(t/n)^n$. By Theorem 4.6, whenever $\delta(t, |f|_3 \vee |g|_3) < +\infty$, we have

\[
|U_n(t)f|_3 \leq e^{t\psi(|f|_3)}|f|_3,
\]

\[
|U_n(t)f - f|_2 \leq t\delta(t, |f|_3),
\]

\[
|U_n(t)f - f - tAf|_1 \leq t^2\delta(t, |f|_3),
\]

\[
|U_n(t)f - f - tAf - \frac{1}{2} t^2 A'(f) A(f) - \frac{1}{2} t^2 n^{-1} Wf|_0 \leq t^3\delta(t, |f|_3),
\]

\[
|U_n(t)f - U_n(t)g|_0 \leq |f - g|_0 \exp\left[ t\omega(e^{t\psi(|f|_3 \vee |g|_3)}) \right].
\]

Now let

\[
\lambda = \begin{cases} 1 & \text{if } W \neq 0, \\
2 & \text{if } W = 0. \end{cases}
\]

Since $|g|_0 \leq |g|_1$ for $g \in E_1$, from (5.6)–(5.7) we obtain

\[
|U_n(t)f - U_m(t)f|_0 \leq 2t^{1+\lambda} \delta(t, |f|_3)
\]

for all positive integers $m, n$. Let $\rho = \rho(t, |f|_3) = e^{t\psi(|f|_3)}|f|_3$. Then

\[
|U_n(t)f - U_k(t)f|_0 = \left| U_n \left( \frac{t}{k} \right)^k f - U_1 \left( \frac{t}{k} \right)^k f \right|_0
\]

\[
= \left| \sum_{j=1}^{k} \left[ U_n \left( \frac{t}{k} \right)^{k-j} U_1 \left( \frac{t}{k} \right) U_1 \left( \frac{t}{k} \right)^{j-1} f - U_n \left( \frac{t}{k} \right)^{k-j} U_1 \left( \frac{t}{k} \right) U_1 \left( \frac{t}{k} \right)^{j-1} \right] \right|_0
\]

\[
\leq \sum_{j=1}^{k} \left| U_n \left( \frac{t}{k} \right) U_1 \left( \frac{t}{k} \right)^{j-1} f - U_1 \left( \frac{t}{k} \right) U_1 \left( \frac{t}{k} \right)^{j-1} \right|_0
\]

\[
\cdot \exp\left( \frac{k-j}{k} t\omega(e^{(j/k)t\psi(|f|_3)}) \right)
\]

\[
\leq \sum_{j=1}^{k} 2 \left( \frac{t}{k} \right)^{1+\lambda} \delta \left( \frac{t}{k}, |U_1 \left( \frac{t}{k} \right)^{j-1} f|_3 \right) e^{t\omega(\rho)} \leq \frac{2t^{1+\lambda}}{k^\lambda} \delta(t, \rho) e^{t\omega(\rho)}.
\]

Then, for any positive integers $m, n$,

\[
|U_n(t)f - U_m(t)f|_0 \leq |U_n(t)f - U_{nm}(t)f|_0 + |U_{nm}(t)f - U_m(t)f|_0
\]

\[
\leq 2t^{1+\lambda} \left( \frac{1}{n^\lambda} + \frac{1}{m^\lambda} \right) \delta(t, \rho) e^{t\omega(\rho)}.
\]
It follows that \( \{U_n(t)f\}_{n=1}^\infty \) converges in \( E_0 \) to some limit \( S(t)f \), with convergence rate
\[
|S(t)f - U_n(t)f|_0 \leq \frac{2t^{1+\lambda}}{n^\lambda} \delta(t, \rho) e^{t\omega(\rho)},
\]
whenever \( \rho < +\infty \) and \( \delta < +\infty \).

Since \( |U_n(t)f|_3 \leq \rho \) for all \( n \), the sequence \( \{U_n(t)f\}_{n=1}^\infty \) is relatively weakly compact in the reflexive space \( E_3 \). Therefore \( S(t)f \in E_3 \), and \( U_n(t)f \to S(t)f \) weakly in \( E_3 \). Hence \( U_n(t)f \to S(t)f \) weakly also in \( E_2 \) and \( E_1 \). Taking limits, we find that all of inequalities (5.4)–(5.6) and (5.8) remain valid when \( U_n \) is replaced by \( S \); and in the limit, (5.7) yields
\[
|S(t)f - f - tAf - \frac{1}{2}t^2A'(f)A(f)|_0 \leq t^3\delta(t, |f|_3).
\]
Thus \( (S, \nu, \psi, \omega, \delta) \) is a scheme for \( A \).

When \( 0 \leq \sigma \leq \tau \), then
\[
|T(\tau)f - T(\sigma)f|_0 \leq |T(\tau)f - f - \tau Af|_1 + |T(\sigma)f - f - \sigma Af|_1 + (\tau - \sigma)|Af|_1
\leq 2\tau^2\gamma(\tau, |f|_3) + (\tau - \sigma)\alpha(|f|_3).
\]
Hence, if \( 0 \leq s \leq t \), we have
\[
|U_n(t)f - U_n(s)f|_0 = \left| T\left(\frac{t}{n}\right)^n f - T\left(\frac{s}{n}\right)^n f \right|_0
\leq \left| \sum_{j=1}^n \left( T\left(\frac{t}{n}\right)^{n-j} T\left(\frac{s}{n}\right)^{j-1} f - T\left(\frac{t}{n}\right)^{n-j} T\left(\frac{s}{n}\right)^{j-1} f \right) \right|_0
\leq e^{t\omega(\rho)} \sum_{j=1}^n \left| T\left(\frac{t}{n}\right)^{n-j} f - T\left(\frac{s}{n}\right)^{j-1} f \right|_0
\leq e^{t\omega(\rho)} \sum_{j=1}^n \left( 2\left(\frac{t}{n}\right)^2 \gamma(t, \rho) + \frac{t-s}{n} \alpha(\rho) \right)
= e^{t\omega(\rho)} \left[ 2\frac{t^2}{n} \gamma(t, \rho) + (t-s)\alpha(\rho) \right],
\]
whenever \( \gamma(t, \rho) < +\infty \). Taking limits,
\[
|S(t)f - S(s)f|_0 \leq (t-s) e^{t\omega(\rho)} \alpha(\rho),
\]
and so the mapping \( t \mapsto S(t)f \) is continuous.

Let any \( f \in E_3 \) and any positive integers \( m, n \) be given. Choose \( t > 0 \) small enough so that \( \mu = e^{(m+n)t\psi^-} |f|_3 \) is finite and also \( \delta((m+n)t, \mu) \) is finite. As \( k \to \infty \), we have the following convergences in \( E_0 \):
\[
T\left(\frac{t}{k}\right)^{m+n} f = T\left(\frac{(m+n)t}{m+n}k\right)^{m+n} f \to S((m+n)t)f,
\]
\[
T\left(\frac{t}{k}\right)^{mk} S(nt)f = T\left(\frac{mt}{mk}\right)^{mk} S(nt)f \to S(mt)S(nt)f,
\]
\[
T\left(\frac{t}{k}\right)^{nk} f = T\left(\frac{nt}{nk}\right)^{nk} f \to S(nt)f.
\]
Also,
\[
\left| T\left( \frac{t}{k} \right)^{(m+n)k} f - T\left( \frac{t}{k} \right)^{mk} S(nt)f \right|_0 \\
= \left| T\left( \frac{t}{k} \right)^{mk} T\left( \frac{t}{k} \right)^{nk} f - T\left( \frac{t}{k} \right)^{mk} S(nt)f \right|_0 \\
\leq e^{\pi t\omega(\mu)} T\left( \frac{t}{k} \right)^{nk} f - S(nt)f \to 0.
\]

Hence \( S((m + n)t)f = S(mt)S(nt)f \) for integers \( m \) and \( n \). Therefore \( S(\tau + \sigma) = S(\tau)S(\sigma) \) whenever \( \tau/\sigma \) is rational and \( \delta(\tau + \sigma, e^{(\tau + \sigma)\psi(-1)}f_{13}) \) is finite. Since both sides of this equation depend continuously on \( \tau \), we may drop the requirement that \( \tau/\sigma \) be rational. Thus \( S \) is a semiflow.

Now from Proposition 3.9 it follows that \( A \) is a generator of type \((\alpha, \psi, \omega)\), and that \( S(t) \equiv e^{tA} \). This completes the proof of Theorem 5.1.

5.9. PROPOSITION. Let \( D \) and \( T(t) (t \geq 0) \) be continuous linear operators in a Banach space \((E, |||)\). Suppose that \( \|D\| \leq \omega \) and \( \|T(t)\| \leq e^{\omega t} \) for some constant \( \omega \in \mathbb{R} \). Also suppose \( \|t^{-\beta}^{-1}[T(t) - e^{tD}] - \Omega\| \to 0 \) as \( t \downarrow 0 \), for some constant \( \beta > 0 \) and some continuous linear operator \( \Omega \) different from 0. Then
\[
T\left( \frac{t}{n} \right)^n - e^{tD} = O\left( t^{\beta+1}/n^\beta \right) \quad \text{as} \quad n \to \infty,
\]
uniformly for bounded \( t \). This rate cannot be improved if \( \|\Omega\| > 0 \). In fact, a limit
\[
P(t) = \lim_{n \to \infty} \frac{n^\beta}{t^{\beta+1}} \left[ T\left( \frac{t}{n} \right)^n - e^{tD} \right]
\]
eexists uniformly for bounded \( t \), and the remainder term \( P(t) \) is nonzero for all \( t > 0 \) sufficiently small.

Proof. Define
\[
(5.11) \quad e(t) = \sup_{0 < s < t} \left\| \frac{T(s) - e^{sD}}{s^\beta + 1} - \Omega \right\|, \quad P(t) = \frac{1}{t} \int_0^t e^{(t-s)D} \Omega e^{sD} ds.
\]
We shall show that the latter function has the properties stated in the proposition. Observe that
\[
\left\| e^{tD} - 1 \right\| = \left\| \sum_{j=1}^{\infty} \frac{(tD)^j}{j!} \right\| \leq \sum_{j=1}^{\infty} \frac{(t\omega)^j}{j!} = e^{t\omega} - 1,
\]
hence
\[
(5.12) \quad \|Q - e^{tD}Qe^{sD}\| \leq \|Q - e^{sD}Q\| + \|e^{tD}Q - e^{tD}Qe^{sD}\| \leq \|Q\| \left[ (e^{t\omega} - 1) + e^{t\omega}(e^{s\omega} - 1) \right] = \|Q\| \left[ e^{(\tau + \sigma)\omega} - 1 \right].
\]

Therefore
\[
\left\| Q - P(t) \right\| = \left\| \frac{1}{t} \int_0^t [Q - e^{(t-s)D}Qe^{sD}] ds \right\| \leq \frac{1}{t} \int_0^t \left\| Q - e^{(t-s)D}Qe^{sD} \right\| ds \leq \|Q\| (e^{t\omega} - 1).
\]
It follows that \( \|P(t)\| \geq (2 - e^{t\omega})\|Q\| \), and so \( P(t) \) is nonzero for all \( t > 0 \) sufficiently small.
From (5.11) we obtain \(\|T(t) - e^{tD}\| \leq t^{\beta+1}[\varepsilon(t) + \|Q\|].\) Use this to estimate

\[
\|T(s)^k - e^{k\omega D}\| = \left\| \sum_{j=1}^{k} T(s)^{k-j} \left[ T(s) - e^{tD} \right] e^{(j-1)sD} \right\|
\leq \sum_{j=1}^{k} \|T(s)^{k-j}\| \|T(s) - e^{tD}\| e^{(j-1)sD} \|D\|
\leq k s^{\beta+1} e^{k\omega} \left[ \varepsilon(s) + \|Q\| \right].
\]

Temporarily fix some positive integer \(n\). For \(j = 1, 2, 3, \ldots, n\), let

\[
C_j = \frac{1}{n} \exp \left( \frac{n-j}{n} tD \right) Q \exp \left( \frac{j-1}{n} tD \right) - \frac{1}{t} \int_{(j-1)\frac{t}{n}}^{j\frac{t}{n}} e^{(\tau-s)D} Q e^{sD} \, ds.
\]

Using (5.12), we estimate \(\|C_j\| \leq n^{-1} e^{t\omega} \|Q\| (e^{t\omega/n} - 1).\) Now compute

\[
\left\| \frac{n^\beta}{t^{\beta+1}} \left[ T\left( \frac{t}{n} \right)^n - e^{tD} \right] - P(t) \right\|
\leq \left\| \frac{n^\beta}{t^{\beta+1}} \sum_{j=1}^{n} T\left( \frac{t}{n} \right)^{n-j} \left[ \left( \frac{t}{n} \right)^{\beta+1} - \frac{1}{t} \sum_{j=1}^{n} \int_{(j-1)\frac{t}{n}}^{j\frac{t}{n}} e^{(\tau-s)D} Q e^{sD} \, ds \right] \right\|
\leq \left\| \frac{n^\beta}{t^{\beta+1}} \sum_{j=1}^{n} \left( T\left( \frac{t}{n} \right)^{n-j} - \left( \frac{t}{n} \right)^{\beta+1} Q \exp \left( \frac{j-1}{n} tD \right) \right) \right\|
\leq \frac{n^\beta}{t^{\beta+1}} \sum_{j=1}^{n} \left( T\left( \frac{t}{n} \right)^{n-j} - \left( \frac{t}{n} \right)^{\beta+1} Q \exp \left( \frac{j-1}{n} tD \right) \right) + \sum_{j=1}^{n} C_j
\leq \frac{n^\beta}{t^{\beta+1}} \sum_{j=1}^{n} \left( T\left( \frac{t}{n} \right)^{n-j} - \left( \frac{t}{n} \right)^{\beta+1} Q \exp \left( \frac{j-1}{n} tD \right) \right) + \sum_{j=1}^{n} \left( e^{t\omega} \varepsilon\left( \frac{t}{n} \right) \right)
\leq \frac{n^\beta}{t^{\beta+1}} \sum_{j=1}^{n} \left( T\left( \frac{t}{n} \right)^{n-j} - \left( \frac{t}{n} \right)^{\beta+1} Q \exp \left( \frac{j-1}{n} tD \right) \right) + \sum_{j=1}^{n} \frac{1}{n} e^{t\omega} \|Q\| (e^{t\omega/n} - 1)
\leq \left\{ \varepsilon\left( \frac{t}{n} \right) \left[ 1 + \frac{t^{\beta+1}}{n^\beta} \right] + \|Q\| \left[ \frac{t^{\beta+1}}{n^\beta} + (e^{t\omega} - 1) \right] \right\} e^{t\omega},
\]

which tends to 0 as \(n \to \infty\), uniformly for bounded \(t\). This completes the proof of (5.10).
5.13. Corollary. Let $A$, $B$, $C$ be generators of type $(\alpha, \psi, \omega)$. Then all the convergences (0.3)–(0.5) hold uniformly on bounded subsets of $E_3$, uniformly for sufficiently small $t$. Moreover, in general the rates of convergence in those formulas cannot be improved.

Proof. Using 3.7 and 4.5, we find that:

$T_1(t) = e^{tA}e^{tB}e^{tC}$ is a scheme for $D = A + B + C$ with a remainder $W$ which is, in general, nonzero;

$T_2(t) = \frac{1}{2}[e^{tA}e^{tB}e^{tC} + e^{tC}e^{tB}e^{tA}]$ is a scheme for $D = A + B + C$ with remainder 0;

$T_3(t) = \exp(\frac{t}{2}A)\exp(tB)\exp(\frac{t}{2}A)$ is a scheme for $A + B$ with remainder 0.

Hence (0.3)–(0.5) follow from Theorem 5.1.

To show that the rate of convergence in (0.3) cannot be improved in general, we note from (3.5) and 3.8 that

$$\left| T_1(t)f - f - tD'(f)D(f) - \frac{1}{2}t^2W(f) \right|_0 \leqslant t^3\gamma(t, |f|_3),$$

$$\left| e^{t\alpha}f - f - tD'(f)D(f) - \frac{1}{2}t^2W(f) \right|_0 \leqslant t^3\gamma(t, |f|_3),$$

for some bounding function $\gamma$. Subtracting, we obtain

$$\left| T_1(t)f - e^{t\alpha}f - \frac{1}{2}t^2W(f) \right|_0 \leqslant 2t^3\gamma(t, |f|_3).$$

For continuous linear operators, then, Proposition 5.9 is applicable, with $Q = \frac{1}{2}W$ and $\beta = 1$.

To show that the convergence rates in (0.4), (0.5) cannot be improved in general, we apply Proposition 5.9 with $\beta = 2$, again assuming $A$, $B$, $C$ are continuous linear operators. We omit the details.


6.1. Proposition. Let $A$ be a generator of type $(\alpha, \psi, \omega)$. Let $\rho > 0$. Then the restriction of $A$ to the set $\{f \in E_3 : |f|_3 \leqslant \rho\}$ is Hölder-continuous from the metric of $E_0$, into $E_0$, with exponent $1/2$.

Proof. Define $\gamma$ as in Proposition 3.8. Choose $\tau > 0$ small enough so that $\rho_1 = e^{\rho_1}$ is finite and $\gamma(\tau, \rho)$ is finite. Then if $|f|_3, |g|_3 \leqslant \rho$ and $0 < t \leqslant \tau$, we have

$$\left| e^{t\alpha}f - f - tAf \right|_0 \leqslant |e^{t\alpha}f - f - tAf|_1 \leqslant t^2\gamma(t, \rho),$$

$$\left| e^{t\alpha}g - g - tAg \right|_0 \leqslant |e^{t\alpha}g - g - tAg|_1 \leqslant t^2\gamma(t, \rho),$$

hence

$$\left| Af - Ag \right|_0 \leqslant \frac{1}{t} \left( |e^{t\alpha}f - e^{t\alpha}g|_0 + |f - g|_0 + 2t^2\gamma(t, \rho) \right)$$

$$\leqslant \frac{1}{t} (|f - g|_0(1 + e^{t\omega(\rho_1)}) + 2t\gamma(t, \rho)).$$

Now let

$$t = \sqrt{\frac{|f - g|_0}{2\rho}}; \quad \text{then} \quad t \leqslant \tau \sqrt{\frac{|f|_3 + |g|_3}{2\rho}} \leqslant \tau;$$
and also \( t > 0 \) if \( f \neq g \). Thus we can substitute this value of \( t \) into (6.2). This yields

\[
|Af - Ag|_0 \leq \sqrt{|f - g|_0} \left( \frac{\sqrt{2\rho}}{\tau} \left( 1 + e^{\tau\omega(\rho)} \right) + \frac{\tau\sqrt{2}}{\rho} \gamma(\tau, \rho) \right)
\]

whenever \( |f|_3, |g|_3 \leq \rho \), completing the proof.

6.3. **Corollary.** Let \( |\cdot| = |\cdot|_0 \) and \( \rho(\cdot) = |\cdot|_3 \). Let \( A \) be \( \alpha \)-regular, and let \( \psi, \omega \) satisfy 2.8(b). Then \( A \) is a generator of type \((\alpha, \psi, \omega)\) if and only if \( A \) is, in the sense of [15], a \( \nu \)-generator of type \((\psi, \omega)\).

**Proof.** This is immediate from the definition of \( \nu \)-generator; see [15].

6.4. **Definition.** Let \((E, |\cdot|)\) be a Banach space. Let \( B \) be a mapping from some domain \( D(B) \subseteq E \), into \( E \). We say \( B \) is **dissipative** in \((E, |\cdot|)\) if

\[
((I - \lambda B)f - (I - \lambda B)g) \geq |f - g|
\]

for all \( f, g \in D(B) \) and all \( \lambda > 0 \). Equivalently, \((I - \lambda B)\) is injective, and the resolvent \((I - \lambda B)^{-1}\) is nonexpansive, for all \( \lambda > 0 \).

Several other, equivalent definitions of dissipative can be found in the literature. See [2] for proofs of some of the equivalences.

6.5. **Corollary.** Let \( A \) be \( \alpha \)-regular. Let \( \psi, \omega \) satisfy 2.8(b). Then \( A \) is a generator of type \((\alpha, \psi, \omega)\) if and only if the following three conditions hold:

(a) For each \( r \in \mathbb{R}_+ \), the restriction of \( A \) to the set \( \{ f \in E_3 : |f|_3 \leq r \} \) is continuous from the metric of \( E_0 \), into \( E_0 \).

(b) For each \( r \in \mathbb{R}_+ \), the restriction of \( A - \omega(r)I \) to the set \( \{ f \in E_3 : |f|_3 \leq r \} \) is dissipative in the Banach space \((E_0, |\cdot|_0)\).

(c) For each \( f \in E_3 \) there exist sequences \( \{ f_n \} \) in \( E_3 \) and \( \{ \varepsilon_n \} \) in \((0, +\infty)\) such that

\[
\varepsilon_n \downarrow 0, \quad \frac{|f + \varepsilon_n A(f) - f_n|_0}{\varepsilon_n} \to 0,
\]

and

\[
\limsup_{n \to \infty} \frac{|f_n|_3 - |f|_3}{\varepsilon_n} \leq \psi(|f|_3).
\]

**Proof.** See 2.7(c) of [15].

6.6. **Further Remarks.** Crandall and Liggett [6] showed that if \( A \) is an operator in a Banach space \((E, |\cdot|)\) satisfying \( R(I - \lambda A) \supseteq D(A) \) for all \( \lambda > 0 \) sufficiently small, and if \( A - \omega I \) is dissipative for some constant \( \omega \in \mathbb{R} \), then there exists a semigroup \( e^{tA} \) defined by \( \lim_{n \to \infty} (I - (t/n)A)^{-n} \). For \( f \in D(A) \), their proof gave this convergence rate:

\[
|e^{tA}f - \left(I - \frac{t}{n}A\right)^{-n}f| \leq \frac{t|Af|}{\sqrt{n}}.
\]

A better rate can be achieved if we assume more about \( A \). It is easy to show that if \( A \) is a continuous linear operator, then

\[
\left\| e^{tA} - (I - tA)^{-1} + \frac{1}{2}t^2A^2 \right\| = O(t^3) \quad \text{as} \ t \downarrow 0.
\]
Hence, by Proposition 5.9, we have convergence at the rate
\[ e^{tA} - \left( I - \frac{t}{n} A \right)^n = O \left( \frac{t^2}{n} \right), \]
and no faster. It is also easy to show that
\[ \left\| e^{tA} - \left( I + \frac{t}{2} A \right) \left( I - \frac{t}{2} A \right)^{-1} \right\| = O(t^3) \text{ as } t \downarrow 0, \]
and hence, for continuous linear \( A \),
\[ e^{tA} - \left[ \left( I + \frac{t}{2n} A \right) \left( I - \frac{t}{2n} A \right)^{-1} \right]^n = O \left( \frac{t^3}{n^2} \right). \]
Formulas like the last one are investigated for some classes of nonlinear, discontinuous operators in a Hilbert space, in [12].
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