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Abstract. $L^2$ norm error estimates are proved for finite element approximations to the solutions of initial boundary value problems for second order hyperbolic partial differential equations with time-dependent coefficients. Optimal order rates of convergence are shown for semidiscrete and single step fully discrete schemes using specially constructed initial data. The initial data are designed so that the data used for the fully discrete equation is reasonable to compute and so that the optimal order estimates can be proved.

1. Introduction. In this paper we shall consider the approximate solution of the initial boundary value problem

$$u_{tt} = -L(t)u = \sum_{j,k=1}^{N} \frac{\partial}{\partial x_j} \left( a_{jk}(x,t) \frac{\partial u}{\partial x_k} \right) - a_0(x,t)u \quad \text{in } \Omega \times (0, \tau],$$

$$u(x,t) = 0 \quad \text{on } \partial \Omega \times (0, \tau],$$

$$u(x,0) = u^0(x) \quad \text{in } \Omega,$$

$$u_t(x,0) = h^0(x) \quad \text{in } \Omega.$$  

Here $\Omega$ is a bounded domain in $\mathbb{R}^N$ with sufficiently smooth boundary $\partial \Omega$, $a_{jk}(x,t)$ and $a_0(x,t)$ are sufficiently smooth real-valued functions, the matrix $(a_{jk})$ is symmetric and uniformly positive definite and $a_0$ is nonnegative on $\Omega$.

For $s \geq 0$, $H^s(\Omega) = H^s$ will denote the Sobolev space of real-valued functions on $\Omega$. The norm on $H^s$ is denoted by $\| \cdot \|_s$. The inner product on $L^2(\Omega) = L^2 = H^0$ is denoted by $(\cdot, \cdot)$ and the associated norm by $\| \cdot \|$. $H^1_0$ denotes the subspace of functions in $H^1$ that vanish (in the sense of trace) on $\partial \Omega$.

$L(t)$ is a smooth family of unbounded selfadjoint operators on $L^2$ with domain $D_L = H^2 \cap H^1_0$ and a smooth family of bounded operators from $H^{l+2} \cap D_L$ to $H^l$, for $l \geq 0$. $L(t) = (d/dt)^{l}L(t)$ is calculated by differentiating the coefficients of $L(t)$ with respect to time.

The solution operator $T(t): L^2 \rightarrow D_L$ of the elliptic problem $(w = Tf)$

$$Lw = f \quad \text{in } \Omega, \quad w = 0 \quad \text{on } \partial \Omega,$$

satisfies the equation

$$a(T(t)f, v) = (f, v) \quad \text{for all } v \in H^1_0.$$
for given $f \in L^2$, where $a(\cdot, \cdot)$ is the bilinear form

$$
(1.3) \quad a(\phi, \psi) = \int_{\Omega} \left( \sum_{j,k=1}^{N} a_{jk} \frac{\partial \phi}{\partial x_j} \frac{\partial \psi}{\partial x_k} + a_0 \phi \psi \right) \, dx
$$

for $\phi, \psi \in H^1$. For $l \geq 0$, $T(t)$ is a smooth family of bounded operators from $H^l$ to $H^{l+2} \cap D_L$. For $m \geq 0$, the bilinear form $a^{(m)}(\cdot, \cdot)$ is defined as

$$
(1.4) \quad a^{(m)}(\phi, \psi) = \int_{\Omega} \left( \sum_{j,k=1}^{N} \frac{\partial^m a_{jk}}{\partial t^m} \frac{\partial \phi}{\partial x_j} \frac{\partial \psi}{\partial x_k} + \frac{\partial^m a_0}{\partial t^m} \phi \psi \right) \, dx
$$

for $\phi, \psi \in H^1$.

Section 2 contains two regularity theorems for the solution of (1.1).

In Section 3, the approximate solution operator $T_h$ (defined using a Galerkin finite element method on subspaces of piecewise polynomials of degree $r - 1$) is introduced and is used to define the semidiscrete approximation $u_h(t)$. For integer $J \geq 0$, the following estimate is proved.

$$
\sup_{0 \leq t \leq \tau} \| (u^{(J)}(t) - u_h^{(J)}(t)) \| 
\leq C h^r \left( \| u^0 \|_{H^{J+1}} + \| u^0_t \|_{H^J} \right) 
+ C \sum_{j=0}^{J} \left( \| T^{1/2}_h(0)(u^{(j+1)}(0) - u_h^{(j+1)}(0)) \| + \| u^{(j)}(0) - u_h^{(j)}(0) \| \right).
$$

Here $u^{(j)}(t)$ and $u_h^{(j)}(t)$, for $j = 0, \ldots, J$, denote the $j$th time derivative of $u(t)$ and $u_h(t)$, respectively.

In Section 4, a single step fully discrete approximation $W^n_h$ to $u_h(nk)$, where $k$ denotes the discrete time step, is defined. These schemes are based on a class of methods for approximately solving stiff ordinary differential equations. Methods of order $\nu$ are considered, where $1 \leq \nu \leq 4$. The fourth order method corresponds to the 2,2 rational Padé approximation to the exponential when it is applied to equations with time-independent coefficients. Only unconditionally stable (e.g., A-stable methods) are considered. The following fully discrete error estimate is proved:

$$
\| u_h(\tau) - W^n_h \| \leq C k^\nu \sum_{j=0}^{\nu+1} \left( \| T^{1/2}_h(0)(u^{(j+1)}(0)) \| + \| u^{(j)}(0) \| \right) 
+ C \| Q_0(U_h(0) - W^0) \|_0,
$$

where $N = \tau/k$ and $\| Q_0(U_h(0) - W^0) \|_0$ measures the error in the initial data of the fully discrete problem.

In Section 5, special operators are constructed and are used to define the initial data $U_h(0)$ for the semidiscrete problem. $U_h(0)$ never has to be computed since it is close to a special choice of the initial data $W^0$ (which is reasonable to compute) for the fully discrete problem. The proofs of Theorems 5.1 and 5.2 are contained in Section 8 which appears in the supplements section of this issue.

In Section 6, the results of Sections 3, 4 and 5 are combined in order to derive the $L^2$ error estimates. The special definitions of $U_h(0)$ and $W^0$ imply appropriate bounds for the terms after the inequalities in (1.5) and (1.6). In other words, optimal
order error estimates for the initial data of the semidiscrete and fully discrete problems and bounds for time derivatives of the solution of the semidiscrete equation are obtained. Therefore, the triangle inequality and (1.5) and (1.6) imply the optimal $L^2$ estimate

\begin{equation}
\|u(\tau) - W_1^N\| \leq C( h' + k^r) \left( \|u_0\|_p + \|u_0^0\|_{p-1} \right),
\end{equation}

for a certain integer $p$.


Some of the techniques and results in this work are similar to those in Bramble and Sammon [5], Sammon [20], [21], where parabolic equations with time-dependent coefficients were analyzed. The analysis here for the hyperbolic equation (1.1) involves noncommutative skew-symmetric operators (the analogous operators in the parabolic case are selfadjoint and positive definite) and special time-dependent inner products.

Throughout this work $C$ (sometimes used with a subscript) will denote a general positive constant which is not necessarily the same in any two places.

**2. Regularity.** This section contains two regularity theorems for the solution $u$ of (1.1) in $L^2$-based Sobolev spaces. Theorem 2.1 concerns time derivatives of $u$ and Theorem 2.2 includes estimates for mixed (time and space) derivatives of $u$.

Let $C^0([0, \tau]; H)$ be the space of continuous functions from $[0, \tau]$ to the Hilbert space $H$ with the norm

\begin{equation}
\|f\|_{C^0([0, \tau]; H)} = \sup_{t \in [0, \tau]} \|f(t)\|_H < +\infty.
\end{equation}

For integer $i \geq 0$ let $u^{(i)}$ denote the $i$th time derivative of $u$. Also, define

\begin{equation}
\begin{aligned}
&u_0 = u^0, \\
u_1 = u_1^0, \quad \text{and} \\
u_i = \sum_{j=0}^{i-2} \binom{i-2-j}{j} L^{(i-2-j)}(0) u_j \quad \text{for } i \geq 2.
\end{aligned}
\end{equation}
$u_i$ is defined to correspond to the $i$th time derivative of $u$ at $t = 0$ and for $i \geq 2$ is obtained by formally differentiating the equation $u'' = -Lu$ $i - 2$ times. Note that for $i \geq 2$

\begin{equation}
(2.2) \quad \|u_i\| \leq C\left(\|u^0\|, + \|u^0_{i-1}\|\right) \quad \text{and} \quad \|u_{i-1}\|_1 \leq C\left(\|u^0\|, + \|u^0_{i-1}\|\right).
\end{equation}

**Theorem 2.1.** Let $i$ be a nonnegative integer. If

\begin{equation}
(2.3) \quad u_j \in D_L \quad \text{for} \quad j = 0, \ldots, i \quad \text{and} \quad u_{i+1} \in H^1_0,
\end{equation}

then there is a unique function $u$ such that, for $t \in [0, \tau]$, $u(t) \in H^1_0$ and

\begin{equation}
(2.4) \quad (u_{tt}, \phi) + a(u, \phi) = 0 \quad \text{for all} \quad \phi \in H^1_0,
\end{equation}

\begin{equation}
(2.5) \quad u(0) = u^0 \quad \text{in} \quad H^1_0, \quad \text{and} \quad u_t(0) = u^0_t \quad \text{in} \quad L^2.
\end{equation}

Furthermore,

\begin{equation}
(2.6) \quad \|u^{(i)}\|_{C^0([0,\tau];D_L)} + \|u^{(i+1)}\|_{C^0([0,\tau];H^1_0)} + \|u^{(i+2)}\|_{C^0([0,\tau];L^2)}
\end{equation}

\begin{equation}
\leq C\left(\|u^0\|_{i+2} + \|u^0_{i+1}\|\right)
\end{equation}

\begin{equation}
(2.7) \quad \|u^{(i+2)}\|_{C^0([0,\tau];L^2)} + \sum_{j=0}^{i+2} \|u^{(j)}\|_{C^0([0,\tau];H^1_0)} \leq C\left(\sum_{j=0}^{i+1} \|u_j\|_1 + \sum_{j=0}^{i+2} \|u_j\|\right).
\end{equation}

Let $\phi \in H^1_0$. Differentiating the equation

\begin{equation}
(2.8) \quad (u^{(2)}(t), \phi) + a(u(t), \phi) = 0
\end{equation}

$k$ times gives

\begin{equation}
(2.9) \quad (u^{(k+2)}(t), \phi) + a(u^{(k)}(t), \phi) + \sum_{j=0}^{k-1} \binom{k}{j} a^{(k-j)}(u^{(j)}(t), \phi) = 0.
\end{equation}

The remaining parts of the theorem are proved by induction on $k$. For $k = 0$ we have

\begin{equation}
(2.10) \quad (u^{(2)}(t), \phi) + a(u(t), \phi) = 0.
\end{equation}

Since $u^{(2)}(t) \in L^2$, by elliptic regularity

\begin{equation}
(2.11) \quad u(t) \in D_L \quad \text{and} \quad u^{(2)}(t) + L(t)u(t) = 0.
\end{equation}

Furthermore,

\begin{equation}
C\|u(t + h) - u(t)\|_2 \leq \|L(t + h)(u(t + h) - u(t))\|
\leq \|L(t + h)u(t + h) - L(t)u(t)\| + \|L(t)u(t) - L(t + h)u(t)\|
\leq \|u^{(2)}(t + h) - u^{(2)}(t)\| + Ch\|u(t)\|_2.
\end{equation}
Since \( u^{(2)} \in C^0([0, \tau]; L^2) \) and \( u(t) \in D_L \), it follows that \( u \in C^0([0, \tau]; D_L) \) and
\[
\|u\|_{C^0([0, \tau]; D_L)} \leq C \|u^{(2)}\|_{C^0([0, \tau]; L^2)}.
\]
Now assume
\[
\|u^{(j)}\|_{C^0([0, \tau]; D_L)} \leq C \sum_{p=0}^{j+2} \|u^{(p)}\|_{C^0([0, \tau]; L^2)} \quad \text{for } j = 0, \ldots, k - 1 \text{ and } k \leq i.
\]
Integrating by parts in (2.8) gives
\[
\left( u^{(k+2)}(t), \phi \right) + a(u^{(k)}(t), \phi) + \sum_{j=0}^{k-1} \binom{k}{j} (L^{(k-j)}u^{(j)}(t), \phi) = 0.
\]
An argument similar to the one given above for \( k = 0 \) gives
\[
u^{(k+2)}(t) + Lu^{(k)}(t) + \sum_{j=0}^{k-1} \binom{k}{j} L^{(k-j)}u^{(j)}(t) = 0
\]
and \( u^{(k)} \in C^0([0, \tau]; D_L) \). Also,
\[
\|u^{(k)}\|_{C^0([0, \tau]; D_L)} \leq C \left( \sum_{j=0}^{k+2} \|u^{(j)}\|_{C^0([0, \tau]; L^2)} \right).
\]
Combining (2.2), (2.7) and (2.9) proves the theorem.

The following technical lemma will be used in the proof of Theorem 2.2.

**Lemma 2.1.** For integers \( p \geq 1 \) and \( l \geq 0 \), the operator
\[
T^{(p)} = - \sum_{j=0}^{p-1} \binom{p}{j} TL^{(p-j)}T^{(j)}
\]
is a bounded operator from \( H^l \) to \( H^{l+2} \cap H^1 \).

**Proof.** Since
\[
\|T^{(p)}f\|_{l+2} \leq C \sum_{j=0}^{p-1} \|TL^{(p-j)}T^{(j)}\|_{l+2}
\]
\[
\leq C \sum_{j=0}^{p-1} \|L^{(p-j)}T^{(j)}f\|_l \leq C \sum_{j=0}^{p-1} \|T^{(j)}f\|_{l+2},
\]
and \( T \) is a bounded operator from \( H^l \) to \( H^{l+2} \cap H^1 \), the result follows by induction.

We can now prove

**Theorem 2.2.** For integers \( p \geq 0 \) and \( m \geq 1 \), the solution \( u \) of (1.1) satisfies the following estimates for \( t \in [0, \tau] \):
\[
u^{(p)}(t)_{2m} \leq C \sum_{j=2}^{p+2m} \|u^{(j)}(t)\|,
\]
\[
u^{(p+1)}(t)_{2m-1} \leq C \sum_{j=1}^{p+2m-1} \|u^{(j)}(t)\|_1.
\]

**Proof.** Equation (1.1) can be written \( u = -Tu_t \), so that
\[
u^{(p)} = - \sum_{j=0}^{p} \binom{p}{j} T^{(p-j)}u^{(j+2)}.
\]
Therefore,

\[(2.13) \quad \| u^{(p)} \|_{2m} \leq C \sum_{j=0}^{p} \| T^{(p-j)} u^{(j+2)} \|_{2m}. \]

Lemma 2.1 and (2.13) imply that

\[(2.14) \quad \| u^{(p)} \|_{2m} \leq C \sum_{j=0}^{p} \| u^{(j+2)} \|_{2m-2} = C \sum_{j=2}^{p+2} \| u^{(j)} \|_{2m-2}. \]

(2.11) follows from (2.14) by induction. The proof of (2.12) is similar.

Note that Theorem 2.1 and Theorem 2.2 imply that if \( u_j \in D_\ell \) for \( j = 0, 1, \ldots, p + m - 2 \) and \( u_{p+m-1} \in H_0^1 \), where \( p \geq 0 \) and \( m \geq 0 \) are integers such that \( p + m \geq 2 \), then for \( t \in [0, \tau] \)

\[(2.15) \quad \| u^{(p)}(t) \|_m \leq C \left( \| u_0^0 \|_{p+m} + \| u_0^0 \|_{p+m-1} \right). \]

3. Semidiscrete Approximations. The solution operator \( T \) of the associated elliptic boundary value problem which is defined by

\[ a(Tf, v) = (f, v) \quad \text{for all } v \in H_0^1, \text{ for given } f \in L^2, \]

satisfies

\[ TL = I \quad \text{on } D_\ell \quad \text{and} \quad LT = I \quad \text{on } L^2. \]

Let \( 0 < h < 1 \) be a parameter, and \( \{ S_h \}_{0<h<1} \) a family of finite dimensional subspaces of \( L^2 \). We shall assume that we are given a corresponding family of operators \( T_h: L^2 \to S_h \) which approximates \( T \) and has the following properties:

(i) \( T_h \) is selfadjoint, positive semidefinite on \( L^2 \), and positive definite on \( S_h \).

(ii) There is a positive integer \( r \geq 2 \), such that for integer \( j \geq 0 \), there exists a constant \( C(j) \) with

\[(3.1) \quad \| (T^{(j)} - T_h^{(j)}) f \| \leq C(j) h^s \| f \|_{s-2} \]

for all \( f \in H^{s-2} \), \( 2 \leq s \leq r \), and where \( T^{(j)} \) and \( T_h^{(j)} \) denote the \( j \)th time derivative of \( T \) and \( T_h \) respectively.

(iii) On \( S_h \) define \( L_h(t) = (T_h(t))^{-1} \) and \( L_h^{(k)}(t) = d^k L_h(t)/dt^k \). For integer \( k \geq 0 \), there exists a constant \( C = C(k) \), which is independent of \( h \), such that for \( t, s \in [0, \tau] \)

\[(3.2) \quad \| (L_h^{(k)}(t) \phi, \phi) \| \leq C(k) (L_h(s) \phi, \phi) \quad \text{for all } \phi \in S_h. \]

An example of a family of operators satisfying these assumptions is given by the following: Suppose that \( S_h \subset H_0^1 \) so that elements of \( S_h \) vanish on \( \partial \Omega \). Assume further that \( S_h \) has the approximation property

\[ \inf_{\chi \in S_h} \{ \| w - \chi \| + h \| w - \chi \|_1 \} \leq ch^s \| w \|, \quad \text{for } 1 \leq s \leq r. \]

The operators \( T_h: L^2 \to S_h \) are defined by

\[(3.3) \quad a(T_h f, \chi) = (f, \chi) \quad \text{for all } \chi \in S_h, \text{ for given } f \in L^2. \]

With \( T_h \) defined by (3.3) it follows that

\[(L_h \phi, \psi) = a(\phi, \psi) \quad \text{for all } \phi, \psi \in S_h. \]
The hyperbolic problem (1.1) can be written

\[ Tu_{tt} + u = 0, \quad u(0) = u^0, \quad u_t(0) = u_t^0. \]

The semidiscrete approximation for the solution \( u \) is defined as the mapping \( u_h : [0, \tau] \rightarrow S_h \) satisfying

\[ T_h(u_h)_{tt} + u_h = 0, \quad 0 \leq t \leq \tau, \]

\[ u_h(0) = u^0, \quad (u_h)_t(0) = u_t^0, \]

where \( u^0 \) and \( u_t^0 \) are elements of \( S_h \) which will be chosen to be close to \( u^0 \) and \( u_t^0 \).

This section contains two theorems about time derivatives of \( u_h \). Theorem 3.1 is a bound for time derivatives of \( u_h(t) \) in terms of time derivatives at \( t = 0 \). Theorem 3.2 is a bound for time derivatives of \( u(t) - u_h(t) \) in terms of its time derivatives at \( t = 0 \) and truncation error. The bounds derived for time derivatives of \( u(t) - u_h(t) \) are used with a special choice of the initial data \( u_h(0) \) and \( (u_h)_t(0) \). In Section 6, we will show how this special choice for the initial data for the semidiscrete equation fits perfectly into the analysis of the fully discrete approximation. These two theorems concerning bounds for time derivatives of \( u_h \) are proved using energy methods.

Differentiation of (3.4) yields terms containing time derivatives of \( T_h \). In order to bound these terms in the energy estimates we prove a technical lemma. Since \( T_h L_h = L_h T_h = I \) on \( S_h \), for \( k > 0 \)

\[ \frac{d^k}{dt^k}(T_h L_h) = \sum_{j=0}^{k} \binom{k}{j} T_h^{(k-j)}L_h^{(j)} = 0, \]

and

\[ \frac{d^k}{dt^k}(L_h T_h) = \sum_{j=0}^{k} \binom{k}{j} L_h^{(k-j)}T_h^{(j)} = 0. \]

Similar equations are valid (on the appropriate function spaces) if \( T_h \) and \( L_h \) are replaced by \( T \) and \( L \), respectively. Since \( T_h \) and \( L_h \) are positive definite on \( S_h \), \( T_h^{1/2} \) and \( L_h^{1/2} \) exist and are positive definite on \( S_h \). We note that (3.3) implies that \( T_h P = T_h \), where \( P \) is the orthogonal projection in \( L^2 \) from \( L^2 \) to \( S_h \).

**Lemma 3.1.** Let \( k \geq 0 \) be an integer and \( s, t \in [0, \tau] \). Then for all \( \phi \in S_h \), there exists a constant \( C \) which is independent of \( h \) such that

\[ \| T_h^{1/2}(s)L_h^{(k)}(t)T_h^{1/2}(s)\phi \| \leq C\|\phi\| \]

and

\[ \| L_h^{1/2}(s)T_h^{(k)}(t)L_h^{1/2}(s)\phi \| \leq C\|\phi\|. \]

**Proof.** \( L_h^{(k)}(t) \) is symmetric and we begin the proof by showing that \( T_h^{(k)}(t) \) is symmetric. Since \( L_h(t)T_h(t) = I \) and \( T_h(t)L_h(t) = I \),

\[ T_h^{(k)}(t) = -\sum_{j=0}^{k-1} \binom{k}{j} T_h(t)L_h^{(k-j)}(t)T_h^{(j)}(t) \]

and

\[ T_h^{(k)}(t) = -\sum_{i=1}^{k} \binom{k}{i} T_h^{(k-i)}(t)L_h^{(i)}(t)T_h(t). \]
Therefore,

\[ (T^{(k)}(t))^* = -\sum_{j=0}^{k-1} \binom{k}{j} (T^{(j)}(t))^* L_h^{(k-j)}(t) T_h(t) \]

\[ = -\sum_{i=1}^{k} \binom{k}{k-i} (T_h^{(k-i)}(t))^* L_h^{(i)}(t) T_h(t). \]

By induction these formulae imply that \( T_h^{(k)}(t) \) is symmetric.

Now, if \( A \) is a symmetric operator on a finite dimensional subspace of \( L^2 \) (e.g., \( S_h \)), then

\[ \| A \| = \sup_{\phi \neq 0} \frac{\| A\phi \|}{\| \phi \|} = \sup_{\phi \neq 0} \frac{|\langle A\phi, \phi \rangle|}{\langle \phi, \phi \rangle}. \]

Since the operators in (3.7) and (3.8) are symmetric, (3.7) and (3.8) are equivalent to

\[ \left| \left( T_h^{1/2}(s) L_h^{(k)}(t) T_h^{1/2}(s) \phi, \phi \right) \right| \leq C(\phi, \phi) \]

and

\[ \left| \left( L_h^{1/2}(s) T_h^{(k)}(t) L_h^{1/2}(s) \phi, \phi \right) \right| \leq C(\phi, \phi) \]

for all \( \phi \in S_h \).

From (3.2),

\[ \left| \left( L_h^{(k)}(t) \psi, \psi \right) \right| \leq C \left( L_h(s) \psi, \psi \right) \]

for all \( \psi \in S_h \).

(3.12) follows with the choice \( \psi = T_h^{1/2}(s) \phi \).

(3.13) is proved by induction on \( k \), starting with \( k = 0 \). From (3.12) we know that

\[ \left( T_h^{1/2}(t) L_h(s) T_h^{1/2}(t) \phi, \phi \right) \leq C(\phi, \phi). \]

Let \( A = T_h^{1/2}(t) L_h(s) T_h^{1/2}(t) \). Now

\[ (A\phi, \phi) \leq C(\phi, \phi), \]

where \( A \) is selfadjoint and positive definite. With \( \psi = A^{1/2} \phi \) (3.14) becomes

\[ (\psi, \psi) \leq C(A^{-1} \psi, \psi). \]

Since \( A^{-1} = L_h^{1/2}(t) T_h(s) L_h^{1/2}(t) \),

\[ (\psi, \psi) \leq C \left( L_h^{1/2}(t) T_h(s) L_h^{1/2}(t) \psi, \psi \right). \]

With \( \phi = T_h^{1/2}(s) L_h^{1/2}(t) \psi \), (3.15) implies that

\[ \left( T_h^{1/2}(t) L_h^{1/2}(s) \phi, T_h^{1/2}(t) L_h^{1/2}(s) \phi \right) \leq C(\phi, \phi) \]

or

\[ \left( L_h^{1/2}(s) T_h(t) L_h^{1/2}(s) \phi, \phi \right) \leq C(\phi, \phi). \]

Now assume (3.13) for \( k \leq n \). From (3.9)

\[ T_h^{(n+1)}(t) = -\sum_{j=0}^{n} \binom{n+1}{j} T_h(t) L_h^{(n+1-j)}(t) T_h^{(j)}(t) \]

so that

\[ L_h^{1/2}(s) T_h^{(n+1)}(t) L_h^{1/2}(s) \]

\[ = -\sum_{j=0}^{n} \binom{n+1}{j} \left( L_h^{1/2}(s) T_h(t) L_h^{1/2}(s) \right)^{(n+1-j)}(T_h^{(j)}(t) L_h^{1/2}(s)). \]
Since the operators in parentheses are bounded (independent of $h$), (3.13) follows and the proof of the lemma is completed.

Note that Eq. (3.13) implies that for any $t$ and $s \in [0, \tau]$ and any integer $k \geq 0$

(3.16) $\| (T_h^k)(t) \psi, \psi \| \leq C(k)(T_h(s) \psi, \psi)$ for all $\psi \in S_h$.

(3.16) is analogous to the assumption (3.2) for $L_h^k(t)$ and will be used in several estimates.

We now use energy methods to bound time derivatives of $u_h(t)$ by the derivatives at $t = 0$.

**Theorem 3.1.** If $J$ is a positive integer, then the $J$th time derivative $u_h^{(J)}$ satisfies

(3.17) $T_h u_h^{(J+2)} + u_h^{(J)} + \sum_{j=0}^{J-1} \binom{J}{j} T_h^{(J-j)} u_h^{(j+2)} = 0$

and for $J \geq 0$

(3.18) $\| T_h u_h^{(J+1)} \| + \| u_h^{(J)} \| \leq C \left( \sum_{j=0}^{J} \| u_h^{(j)}(0) \|^2 + \sum_{j=1}^{J+1} T_h u_h^{(j)}(0), u_h^{(j)}(0) \right)$

**Proof.** (3.17) is the $J$th time derivative of (3.4). We prove (3.18) by induction on $J$. The case $J = 0$ follows by multiplying (3.4) by $u_h^{(1)}$ and integrating in the space variables. This procedure yields

$$\frac{1}{2} \frac{d}{dt} \left( T_h u_h^{(1)}, u_h^{(1)} \right) - \frac{1}{2} \left( T_h^{(1)} u_h^{(1)}, u_h^{(1)} \right) + \frac{1}{2} \frac{d}{dt} \| u_h \|^2 = 0.$$ 

Integrating from 0 to $t$ gives

$$\left( T_h u_h^{(1)}, u_h^{(1)} \right) + \| u_h \|^2 = \left( T_h u_h^{(1)}, u_h^{(1)} \right)(0) + \| u_h(0) \|^2 + \int_0^t \left( T_h u_h^{(1)}, u_h^{(1)} \right)(s) \, ds.$$

(3.16) and Gronwall’s lemma complete the proof for $J = 0$.

Now, we assume (3.18) for $J \leq n - 1$. Multiplying (3.17) by $u_h^{(n+1)}$ (with $J = n$ in (3.17)) and integrating in the space variables gives

(3.19) $\left( T_h u_h^{(n+2)}, u_h^{(n+1)} \right) + \sum_{j=0}^{n-1} \binom{n}{j} \left( T_h^{(n-j)} u_h^{(j+2)}, u_h^{(n+1)} \right) = 0$.

Using the identities

$$\left( T_h u_h^{(n+2)}, u_h^{(n+1)} \right) = \frac{1}{2} \frac{d}{dt} \left( T_h u_h^{(n+1)}, u_h^{(n+1)} \right) - \frac{1}{2} \left( T_h^{(1)} u_h^{(n+1)}, u_h^{(n+1)} \right),$$

$$\left( u_h^{(n)}, u_h^{(n+1)} \right) = \frac{1}{2} \frac{d}{dt} \| u_h^{(n)} \|^2,$$

and

$$\left( T_h^{(n-j)} u_h^{(j+2)}, u_h^{(n+1)} \right) = \left( L_h^{1/2} T_h^{(n-j)} L_h^{1/2} T_h^{1/2} u_h^{(j+2)}, T_h^{1/2} u_h^{(n+1)} \right),$$
in (3.19) and integrating from 0 to t gives

\[
\begin{align*}
(3.20) \quad \frac{1}{2} (T_h u_h^{(n+1)}, u_h^{(n+1)})(t) & - \frac{1}{2} (T_h u_h^{(n+1)}, u_h^{(n+1)})(0) \\
+ \frac{1}{2} \|u_h^{(n)}(t)\|^2 & - \frac{1}{2} \|u_h^{(n)}(0)\|^2 \\
= \left(\frac{1}{2} - n\right) \int_0^t (T_{h(1)} u_h^{(n+1)}, u_h^{(n+1)})(s) \, ds \\
- \sum_{j=0}^{n-2} \left( n \right) \int_0^t \left( L_h^{1/2} T_h^{(n-j)} L_h^{1/2} T_h^{1/2} u_h^{(j+2)}, T_h^{1/2} u_h^{(n+1)} \right) \, ds.
\end{align*}
\]

By Lemma 3.1 and (3.16)

\[
\begin{align*}
&\left| (T_{h(1)} u_h^{(n+1)}, u_h^{(n+1)}) \right| \leq C(T_h u_h^{(n+1)}, u_h^{(n+1)}) \\
&\text{and}
\end{align*}
\]

\[
\begin{align*}
&\left| (L_h^{1/2} T_h^{(n-j)} L_h^{1/2} T_h^{1/2} u_h^{(j+2)}, T_h^{1/2} u_h^{(n+1)}) \right| \\
&\leq C\|T_h^{1/2} u_h^{(j+2)}\| \|T_h^{1/2} u_h^{(n+1)}\| \\
&\leq C((T_h u_h^{(n+2)}, u_h^{(j+2)}) + (T_h u_h^{(n+1)}, u_h^{(n+1)})).
\end{align*}
\]

Using these two inequalities in (3.20) yields

\[
\begin{align*}
(3.21) \quad (T_h u_h^{(n+1)}, u_h^{(n+1)})(t) + \|u_h^{(n)}(t)\|^2 & - (T_h u_h^{(n+1)}, u_h^{(n+1)})(0) + \|u_h^{(n)}(0)\|^2 \\
&+ C \int_0^t (T_h u_h^{(n+1)}, u_h^{(n+1)}) \, ds + C \int_0^t \sum_{j=0}^{n-2} (T_h u_h^{(j+2)}, u_h^{(j+2)}) \, ds.
\end{align*}
\]

By the induction hypothesis

\[
\begin{align*}
\sum_{j=0}^{n-2} (T_h u_h^{(j+2)}, u_h^{(j+2)}) & \leq C \left( \sum_{j=0}^{n-1} \|u_h^{(j)}(0)\|^2 + \sum_{j=1}^n (T_h u_h^{(j)}, u_h^{(j)})(0) \right).
\end{align*}
\]

This estimate and Gronwall's lemma in (3.21) show that for any \(t \in [0, \tau]\)

\[
(3.22) \quad (T_h u_h^{(n+1)}, u_h^{(n+1)})(t) + \|u_h^{(n)}(t)\|^2 \leq C \left( \sum_{j=1}^{n+1} (T_h u_h^{(j)}, u_h^{(j)})(0) + \sum_{j=0}^n \|u_h^{(j)}(0)\|^2 \right).
\]

This proves the theorem.

The next theorem is a bound for time derivatives of \(u(t) - u_h(t)\) in \(L^2\). Let \(e(t) = u(t) - u_h(t)\) and, for positive integer \(J\), \(e^{(J)}(t) = u^{(J)}(t) - u^{(J)}(t)\). Subtracting \(T_h(u_h)_{tt} = u_h = 0\) from \(T u_{tt} = u\) gives the following error equation.

\[
(3.22) \quad T_h e^{(2)} + e = (T_h - T) u_{tt} = \rho.
\]

**Theorem 3.2.** Let \(J\) be a positive integer. The solution \(e\) of (3.22) satisfies

\[
(3.23) \quad T_h e^{(J+2)} + e^{(J)} + \sum_{j=0}^{J-1} \left( \frac{J}{j} \right) T_h^{(J-j)} e^{(j+2)} = \rho^{(J)}
\]
and for \( t \in [0, \tau] \) and \( J \geq 0 \)

\[
(T_h e^{(J+1)}, e^{(J+1)})(t) + \|e^{(J)}(t)\|^2 \\
\leq C \left( \sum_{j=1}^{J+1} (T_h e^{(j)}, e^{(j)})(0) + \sum_{j=0}^{J} \|e^{(j)}(0)\|^2 \\
+ \sup_{0 \leq s' \leq t} \left( \sum_{j=0}^{J} \|\rho^{(j)}(s')\|^2 + \sum_{j=1}^{J+1} \int_{0}^{s'} \|\rho^{(j)}\|^2 \, ds \right) \right).
\]

(3.24)

Furthermore, for \( 2 \leq s \leq r \),

\[
(T_h e^{(J+1)}, e^{(J+1)})(t) + \|e^{(J)}(t)\|^2 \\
\leq C \left( \sum_{j=1}^{J+1} (T_h e^{(j)}, e^{(j)})(0) + \sum_{j=0}^{J} \|e^{(j)}(0)\|^2 \\
+ h^{2s} \left( \|u^0\|_{J+s+1} + \|u^0_r\|_{J+s+2} \right)^2 \right).
\]

(3.25)

**Proof.** The proof is similar to the proof of Theorem 3.1. Here \( e \) replaces \( u_h \) in Theorem 3.1 and \( \rho \) replaces \( 0 \) on the right-hand side. (3.23) follows by differentiating (3.22) \( J \) times. With \( T_h^{(j)} = T_h^{(j)}P \) and \( T_h^{1/2} = T_h^{1/2}P \), where \( P \) is the \( L^2 \) orthogonal projection onto \( S_h \), the same estimates for \( T_h^{(j)} \) that were used in the proof of Theorem 3.1 prove that

\[
(T_h e^{(j+1)}, e^{(j+1)})(t) + \|e^{(j)}(t)\|^2 \\
\leq (T_h e^{(j+1)}, e^{(j+1)})(0) + \|e^{(j)}(0)\|^2 \\
+ C \left( \int_{0}^{t} (T_h e^{(j+1)}, e^{(j+1)}) \, ds + \int_{0}^{t} \sum_{j=0}^{J-2} (T_h e^{(j+2)}, e^{(j+2)}) \, ds \right) \\
+ 2 \int_{0}^{t} (\rho^{(j)}, e^{(j+1)}) \, ds.
\]

(3.26)

Since

\[
(\rho^{(j)}, e^{(j+1)}) = \frac{d}{dt} (\rho^{(j)}, e^{(j)}) - (\rho^{(j+1)}, e^{(j)}),
\]

it follows that

\[
\int_{0}^{t} (\rho^{(j)}, e^{(j+1)}) \, ds = (\rho^{(j)}, e^{(j)})(t) - (\rho^{(j)}, e^{(j)})(0) - \int_{0}^{t} (\rho^{(j+1)}, e^{(j)}) \, ds
\]

and

\[
2 \int_{0}^{t} (\rho^{(j)}, e^{(j+1)}) \, ds \leq 2 \|\rho^{(j)}(t)\|^2 + \frac{1}{2} \|e^{(j)}(t)\|^2 \\
+ \|\rho^{(j)}(0)\|^2 + \|e^{(j)}(0)\|^2 + \int_{0}^{t} \|\rho^{(j+1)}\|^2 \, ds \\
+ \int_{0}^{t} \|e^{(j)}\|^2 \, ds.
\]

(3.27)
(3.24) is proved by induction. For \( J = 0 \) (3.26) and (3.27) give
\[
(T_h e^{(1)}, e^{(1)}) + \|e\|^2 \leq \left( T_h e^{(1)}, e^{(1)} \right)(0) + \|e(0)\|^2
+ C \int_0^t \left( T_h e^{(1)}, e^{(1)} \right) ds + \int_0^t \|e\|^2 ds
+ 2\|\rho(t)\|^2 + \|\rho(0)\|^2 + \|e(t)\|^2 + \|e(0)\|^2 + \int_0^t \rho^{(1)}|^2 ds.
\]
Subtracting \( \frac{1}{2}\|e(t)\|^2 \) from both sides and Gronwall’s lemma give (3.24) with \( J = 0 \).
Now we assume (3.24) for \( J \leq n - 1 \) and use (3.27) in (3.26) (with \( J = n \) in (3.26) and (3.27)) to obtain
\[
(T_h e^{(n+1)}, e^{(n+1)})(t) + \|e^{(n)}(t)\|^2 \\
\leq \left( T_h e^{(n+1)}, e^{(n+1)} \right)(0) + \|e^{(n)}(0)\|^2 \\
+ C \sum_{j=0}^n \left( T_h e^{(j)}, e^{(j)} \right)(0) + \sum_{j=0}^{n-1} \|e^{(j)}(0)\|^2 \\
+ \frac{1}{2} \|\rho^{(n)}(t)\|^2 + \|\rho^{(n)}(0)\|^2 + \frac{1}{2} \|e^{(n)}(t)\|^2 + \|e^{(n)}(0)\|^2 \\
+ \int_0^t \|\rho^{(n+1)}\|^2 ds + C \int_0^t \left( T_h e^{(n+1)}, e^{(n+1)} \right) ds + \int_0^t \|e^{(n)}\|^2 ds.
\]
Subtracting \( \frac{1}{2}\|e^{(n)}(t)\|^2 \) from both sides of (3.28) and using Gronwall’s lemma gives
\[
(T_h e^{(n+1)}, e^{(n+1)})(t) + \|e^{(n)}(t)\|^2 \\
\leq C \left( \sum_{j=0}^{n+1} \left( T_h e^{(j)}, e^{(j)} \right)(0) + \|e^{(j)}(0)\|^2 \\
+ \sup_{0 \leq s' \leq t} \left( \sum_{j=0}^n \|\rho^{(j)}(s')\|^2 + \sum_{j=1}^{n+1} \int_0^{s'} \|\rho^{(j)}\|^2 d\sigma \right) \right)
\]
and this is (3.24) with \( J = n \).
To complete the proof of the theorem we show that (3.25) follows from (3.24). This requires estimating the terms
\[
\sum_{j=0}^J \|\rho^{(j)}(s')\|^2 + \sum_{j=1}^{J+1} \int_0^{s'} \|\rho^{(j)}(\sigma)\|^2 d\sigma.
\]
When the terms \( \rho^{(j)} \) appearing in (3.29) are estimated using Leibniz’s rule and the triangle inequality, the resulting terms which require the most regularity on \( u \) are
\[
\| (T_h - T) u^{(J+2)}(s') \|^2 \quad \text{and} \quad \int_0^{s'} \| (T_h - T) u^{(J+3)}(\sigma) \|^2 d\sigma.
\]
From (3.1)
\[
\| (T_h - T) u^{(J+2)}(s') \| \leq Ch^4 \| u^{(J+2)}(s') \|_{s-2}
\]
and 
\[
\int_0^t \|(T_h - T) u^{(J+3)}(\sigma)\|^2 d\sigma \leq C h^{2s} \int_0^t \|u^{(J+3)}(\sigma)\|_{s-2}^2 d\sigma
\]
and from (2.15) it follows that for \(0 \leq s' \leq t \leq \tau\),
\[
\|u^{(J+2)}(s')\|_{s-2} \leq C \left( \|u^0\|_{J+s+1} + \|u'_0\|_{J+s} \right),
\]
\[
\int_0^t \|u^{(J+3)}(\sigma)\|_{s-2}^2 d\sigma \leq C \left( \|u^0\|_{J+s+1} + \|u'_0\|_{J+s} \right)^2.
\]
All other terms which are produced by using Leibniz's rule in (3.29) are bounded by \(Ch^{2s}(\|u^0\|_{J+s+1} + \|u'_0\|_{J+s})^2\) and therefore
\[
\sup_{0 \leq s' \leq t} \left( \sum_{j=0}^{J+1} \|\rho^{(J)}(s')\|^2 + \sum_{j=1}^{J+1} \int_0^t \|\rho^{(j)}\|^2 d\sigma \right) \leq Ch^{2s}(\|u^0\|_{J+s+1} + \|u'_0\|_{J+s})^2.
\]
This proves (3.25) and completes the proof of the theorem.

Special initial data will be required so that the terms
\[
\sum_{j=1}^{J+1} \left( T_h e^{(J)}(0) + \sum_{j=0}^J e^{(J)}(0) \right)^2
\]
can be bounded by \(h^{2s}\). The initial data will be chosen so that fully discrete error estimates can be proved also (see Section 4). The special initial data is the subject of Section 5 and is motivated by work in Sammon [20] and [21].

4. Single Step Fully Discrete Approximations. In this section discretization of (3.4) in the time variable is analyzed. (3.4) is a system of ordinary differential equations and a class of single step methods is applied to these ordinary differential equations. For the single step methods the interval \([0, \tau]\) is divided into \(N\) equal subintervals of length \(k\) and \(t_n = nk\) for \(n = 0, 1, \ldots, N\). For any smooth function \(y(t)\) the methods (which are called Obrechkoff methods (see Lambert [16])) are defined by the formula
\[
y_{n+1} - y_n = k(-q_1y'_{n+1} + p_1y'_{n}) + k^2(-q_2y''_{n+1} + p_2y''_{n}),
\]
where \(y_m, y'_m, \text{ and } y''_m\), for \(m = 0, 1, \ldots, N\), approximate \(y(t_m), dy(t_m)/dt\) and \(d^2y(t_m)/dt^2\), respectively, and \(p_i, q_i\), for \(i = 1, 2\), are given constants. The function \(A[y]\) defined by
\[
A[y] = y(t + k) - y(t) + k(q_1y'(t + k) - p_1y'(t)) + k^2(q_2y''(t + k) - p_2y''(t))
\]
is associated with (4.1). \(A[y]\) is the truncation error of the single step methods and will be used to define the order of a given method.

**Definition 4.1.** A method given by (4.1) is of order \(v > 0\), if \(A[t^j] = 0\) for \(j = 0, 1, \ldots, v\), and \(A[t^{v+1}] \neq 0\).

**Definition 4.2.** The stability region \(R\) associated with a method given by (4.1) is defined as \(R = \{ k\lambda: \text{where } \lambda \text{ is any complex number and } k \text{ any positive number such that when the method is applied to } y' = \lambda y \text{ with } y(x_0) = y_0 \text{ given and with constant step size } k, \text{ the sequence } \{ y_n \}_{n=1}^N \text{ satisfies } |y_n| \leq |y_0|\}.\)
For the methods given by (4.1), 1 ≤ v ≤ 4. We will assume that q_2 = p_2 = 0 in (4.1) when v = 1. Also, in this work we will assume that the stability region R contains the imaginary axis, i.e., the methods are unconditionally stable. The latter assumption implies that the rational function
\[ r(x) = \frac{1 + p_1 x + p_2 x^2}{1 + q_1 x + q_2 x^2} \]
satisfies |r(\mu)| ≤ 1 for any purely imaginary number \( \mu \). This implies that 1 + q_1 x + q_2 x^2 has no zeros on the imaginary axis.

Examples of methods satisfying the above assumptions are given in the following table.

<table>
<thead>
<tr>
<th>Corresponding Rational Approximation to Exponential</th>
<th>( v )</th>
<th>( q_1 )</th>
<th>( q_2 )</th>
<th>( p_1 )</th>
<th>( p_2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Backward Euler</td>
<td>1</td>
<td>-1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Crank-Nicolson</td>
<td>2</td>
<td>-\frac{1}{2}</td>
<td>0</td>
<td>\frac{1}{2}</td>
<td>0</td>
</tr>
<tr>
<td>Calahan*</td>
<td>3</td>
<td>-2\lambda</td>
<td>\lambda^2</td>
<td>1 - 2\lambda</td>
<td>\lambda^2 - 2\lambda + \frac{1}{2}</td>
</tr>
<tr>
<td>Padé</td>
<td>2</td>
<td>0</td>
<td>\frac{1}{2}</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Padé</td>
<td>3</td>
<td>-\frac{2}{3}</td>
<td>\frac{1}{6}</td>
<td>\frac{1}{2}</td>
<td>0</td>
</tr>
<tr>
<td>Padé</td>
<td>4</td>
<td>-\frac{1}{2}</td>
<td>\frac{1}{2}</td>
<td>\frac{1}{2}</td>
<td>\frac{1}{2}</td>
</tr>
</tbody>
</table>

*\( \lambda = \frac{1}{2}(1 + 1/\sqrt{3}) \).

The definitions given above for order and stability are used in the theory of numerical methods for ordinary differential equations (see Lambert [16]). In the case of linear second order hyperbolic partial differential equations with time-independent coefficients, these definitions reduce to the ones used by Baker and Bramble [2], where the single step methods (4.1) define rational approximations to the exponential.

The following lemma is an analysis of the truncation error (4.2).

**Lemma 4.1.** If the single step method (4.1) has order \( v \) and \( y(t) \) is a function with \( v + 1 \) time derivatives then

\[
\mathcal{A}[y] = \int_t^{t+k} \frac{(t + k - s)^v}{v!} y^{(v+1)}(s) \, ds
\]

\[+ q_1 k \int_t^{t+k} \frac{(t + k - s)^{v-1}}{(v-1)!} y^{(v+1)}(s) \, ds
\]

\[+ q_2 k^2 \int_t^{t+k} \frac{(t + k - s)^{v-2}}{(v-2)!} y^{(v+1)}(s) \, ds.
\]

**Proof.** (4.3) follows from (4.2) by expanding the terms which contain \( t + k \) in a Taylor series about \( t \) and using the fact that \( \mathcal{A}[t^j] = 0 \) for \( j = 0, \ldots, v \). If \( v = 1 \), the last term in (4.3) does not appear.

The two polynomials \( p(x) = 1 + p_1 x + p_2 x^2 \) and \( q(x) = 1 + q_1 x + q_2 x^2 \) are associated with the single step methods. Note that \( p(x)/q(x) \) is the rational approximation to the exponential which was analyzed for linear parabolic partial differential equations with time-independent coefficients in Baker, Bramble, and
Thomée [3] and for second order linear hyperbolic partial differential equations with time-independent coefficients in Baker and Bramble [2]. We denote the degree of \( q(x) \) and the degree of \( p(x) \) by \( \deg q \) and \( \deg p \), respectively.

In this section in addition to properties (i), (ii), and (iii) (see Section 3) of the approximate solution operator \( T_h \), if \( \deg q = 2 \), we will assume the following inverse property on \( S_h \):

(iv) \( (L_h \phi, \phi)^{1/2} \leq Ch^{-1}||\phi|| \).

We note that (iv) implies that

\[
\|L_h \phi\| \leq C h^{-2} \|\phi\|, \\
\|L_h^{(i)}(s) T_h(t) \phi\| \leq C \|\phi\|, \\
\|T_h(t) L_h^{(i)}(s) \phi\| \leq C \|\phi\|,
\]

for integer \( l \geq 0 \), for \( s, t \in [0, \tau] \), and for all \( \phi \in S_h \). See Sammon [20] and [21] and Section 7 for more details on these estimates.

(3.4) can be written as a first order system of ordinary differential equations so that the single step methods (4.1) can be used to discretize the ordinary differential equations.

With

\[
U_h = \begin{pmatrix} u_h \\ (u_h)_t \end{pmatrix} \quad \text{and} \quad \mathcal{L}_h = \begin{pmatrix} 0 & I \\ -L_h & 0 \end{pmatrix},
\]

(3.4) becomes

\[
(U_h)_t = \mathcal{L}_h U_h, \quad 0 \leq t \leq \tau, \quad U_h(0) = \begin{pmatrix} u^0 \\ u_t^0 \end{pmatrix}.
\]

We now think of \( y_k \) in (4.1) as approximating \( U_h(t_k) \) for \( k = 0, \ldots, N \), and \( y'_k \) approximating \( U_h^{(1)}(t_k) \), etc. (4.1) requires the second time derivative of \( U_h \) which is obtained by differentiating (4.7),

\[
(U_h)_t = \mathcal{L}_h U_h, \quad (U_h)_{tt} = (\mathcal{L}_h^2 + \mathcal{L}_h^{(1)}) U_h.
\]

The following notation will be used so that the equation which is derived from formally substituting (4.8) into (4.1) can be written in a convenient form.

For \( j = 0, \ldots, N \),

\[
Q_j = I + q_1 k \mathcal{L}_h(t_j) + q_2 k^2 \mathcal{L}_h^2(t_j), \quad \tilde{Q}_j = Q_j + q_2 k^2 \mathcal{L}_h^{(1)}(t_j),
\]

\[
P_j = I + p_1 k \mathcal{L}_h(t_j) + p_2 k^2 \mathcal{L}_h^2(t_j) \quad \text{and} \quad \tilde{P}_j = P_j + p_2 k^2 \mathcal{L}_h^{(1)}(t_j).
\]

For integer \( i \geq 0 \),

\[
L_j^{(i)} = L_h^{(i)}(t_j), \quad T_j^{(i)} = T_h^{(i)}(t_j),
\]

\[
\mathcal{L}_j^{(i)} = \mathcal{L}_h^{(i)}(t_j) \quad \text{and} \quad \mathcal{F}_j^{(i)} = (\mathcal{L}_h^{-1})^{(i)}(t_j).
\]

Note that \( \mathcal{L}_h \) is a linear operator from \( S_h \times S_h \) to \( S_h \times S_h \) and

\[
\mathcal{F}_h = (\mathcal{L}_h)^{-1} = \begin{pmatrix} 0 & -T_h \\ I & 0 \end{pmatrix}.
\]
The fully discrete approximation to (1.1) is defined as \( \{ W_n \}_{n=0}^N \subset S_h \times S_h \) which satisfies
\[
Q_{n+1} W_{n+1} = \tilde{P}_n W_n,
\]
where \( W^0 \) is given in \( S_h \times S_h \). We will show that \( Q_{n+1} \) is invertible, if \( k \) is small enough, so that \( W^n \) for \( n \geq 1 \) is well-defined. We will also derive error estimates for
\[
W^n = \begin{pmatrix} u_h(t_n) \\ (u_h)_t(t_n) \end{pmatrix}.
\]
These error estimates will be used together with the semidiscrete error estimates and the triangle inequality to estimate \( \| u(t_n) - W^n \| \), where \( W^n \) is the first component of \( W^n \). This entire analysis will be done in a special inner product on \( S_h \times S_h \) which will be denoted by
\[
((\Phi, \psi))_n = (\phi_1, \bar{\psi}_1) + (T_h(t_n) \phi_2, \bar{\psi}_2)
\]
where
\[
\Phi = \begin{pmatrix} \phi_1 \\ \phi_2 \end{pmatrix} \text{ and } \psi = \begin{pmatrix} \psi_1 \\ \psi_2 \end{pmatrix}
\]
can be complex-valued functions and \( \bar{\psi}_1 \) and \( \bar{\psi}_2 \) denote the complex conjugate of \( \psi_1 \) and \( \psi_2 \), respectively. The corresponding norm is denoted by
\[
\| \Phi \|_n = ((\Phi, \Phi))_n^{1/2}
\]
for \( n = 0, 1, \ldots, N \).

Note that from (3.16) it follows that the norms \( \| \cdot \|_m \) and \( \| \cdot \|_n \) are equivalent for any integers \( m \) and \( n \) between 0 and \( N \).

The following lemma proves that \( Q_n \) is invertible.

**Lemma 4.2.** For any nonzero complex number \( \alpha \) and for all \( \Phi \in S_h \times S_h \)
\[
\frac{|\text{Re} \alpha|}{|\alpha|} \| \Phi \|_n \leq \| (I + \alpha k \mathcal{L}_n) \Phi \|_n
\]
and
\[
|\text{Re} \alpha| \| k \mathcal{L}_n \Phi \|_n \leq \| (I + \alpha k \mathcal{L}_n) \Phi \|_n,
\]
where \( \text{Re} \alpha \) denotes the real part of \( \alpha \). If \( q(x) = 1 + \alpha x \), then
\[
\frac{|\text{Re} \alpha|}{|\alpha|} \| \Phi \|_n \leq \| Q_n \Phi \|_n
\]
and
\[
|\text{Re} \alpha| \| k \mathcal{L}_n \Phi \|_n \leq \| Q_n \Phi \|_n,
\]
and if \( q(x) = (1 + \alpha_1 x)(1 + \alpha_2 x) \), then
\[
\frac{|\text{Re} \alpha_1|}{|\alpha_1|} \frac{|\text{Re} \alpha_2|}{|\alpha_2|} \| \Phi \|_n \leq \| Q_n \Phi \|_n,
\]
and
\[
\frac{|\text{Re} \alpha_1|}{|\alpha_1|} \frac{|\text{Re} \alpha_2|}{|\alpha_2|} \| k \mathcal{L}_n \Phi \|_n \leq \| Q_n \Phi \|_n,
\]
and
\[
|\text{Re} \alpha_1| \frac{|\text{Re} \alpha_2|}{|\alpha_2|} \| k^2 \mathcal{L}_n^2 \Phi \|_n \leq \| Q_n \Phi \|_n.
\]
Proof. (4.14)-(4.17) and (4.18) are applications of (4.12) and (4.13). It suffices to prove (4.12) and (4.13).

Let \( \{\phi_j\}_{j=-m}^{m} \) and \( \{\lambda_j\}_{j=-m}^{m} \) be the orthonormal eigenfunctions and eigenvalues of \( L_n \). \( L_n = \begin{pmatrix} 0 & I \\ \gamma_n J_n & 0 \end{pmatrix} \) has orthonormal eigenfunctions

\[
\Phi_{\pm j} = \frac{1}{\sqrt{2}} \begin{pmatrix} \phi_j \\ \pm i\sqrt{\lambda_j} \phi_j \end{pmatrix}
\]

(which are a complete set) and eigenvalues \( \pm i\sqrt{\lambda_j} \), for \( j = 1, \ldots, m \). With \( \Phi = \sum_{j=-m}^{m} C_j \Phi_j \),

\[
(I + \alpha k L_n) \Phi = \sum_{j=-m}^{m} C_j (1 + \alpha k (\text{sgn } j) i\sqrt{\lambda_j}) \Phi_j,
\]

where \( \text{sgn } j \) is the sign of \( j \). We have

\[
\| (I + \alpha k L_n) \Phi \|_n^2 = \sum_{j=-m}^{m} |C_j|^2 |1 + \alpha k (\text{sgn } j) i\sqrt{\lambda_j}|^2
\]

and

\[
\| (I + \alpha k L_n) \Phi \|_n^2 = \sum_{j=-m}^{m} |k i\sqrt{\lambda_j}|^2 |C_j|^2 |1 + \alpha k (\text{sgn } j) i\sqrt{\lambda_j}|^2.
\]

Let \( x = k i\sqrt{\lambda_j} \text{sgn } j \). Since the functions \( f_1(x) = |1 + a i x|^2 \) and \( f_2(x) = (1 + a i x)^2/x^2 \) satisfy \( f_1(x) > |\text{Re } a|^2/|a|^2 \) and \( f_2(x) > |\text{Re } a|^2 \) for all real \( x \), it follows from (4.19) and (4.20) that

\[
\| (I + \alpha k L_n) \Phi \|_n^2 \geq \sum_{j=-m}^{m} |C_j|^2 \frac{|\text{Re } a|^2}{|a|^2}
\]

and

\[
\| (I + \alpha k L_n) \Phi \|_n^2 \geq \sum_{j=-m}^{m} |k i\sqrt{\lambda_j}|^2 |C_j|^2 |\text{Re } a|^2.
\]

These estimates give (4.12) and (4.13) and complete the proof of the lemma.

The next lemma proves that if \( k \) is small enough then \( \tilde{Q}_n \) is invertible (when \( q(x) \) is quadratic).

**Lemma 4.3.** If \( k \) is sufficiently small and \( q_2 \neq 0 \), then for all \( \Phi \in S_h \times S_h \),

\[
C_1 \| Q_n \Phi \|_n \leq \| \tilde{Q}_n \Phi \|_n \leq C_2 \| Q_n \Phi \|_n,
\]

where \( C_1 \) and \( C_2 \) are independent of the step lengths \( h \) and \( k \).

**Proof.**

\[
\| (\tilde{Q}_n - Q_n) \Phi \|_n = \| k^2 L_n^{(1)} \Phi \|_n.
\]

It is easy to see that

\[
k L_n^{(1)} T_n \psi = k \begin{pmatrix} 0 \\ L_n^{(1)} T_n \psi_2 \end{pmatrix}
\]

and

\[
\| L_n^{(1)} T_n \psi \|_n^2 = \| T_n^{1/2} L_n^{(1)} T_n \psi_2 \|_n^2 = \| T_n^{1/2} L_n^{(1)} T_n^{1/2} T_n^{1/2} \psi_2 \|_n^2.
\]
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From this identity and Lemma 3.1,
\[ \left\| \mathbf{L}^{(1)}_n \mathbf{J}_n \psi \right\|_n^2 \leq C(T_n^{1/2} \psi_2, T_n^{1/2} \psi_2) = C(T_n \psi_2, \psi_2). \]
Therefore, \( k \left\| \mathbf{L}^{(1)}_n \mathbf{J}_n \psi \right\|_n \leq Ck \left\| \psi \right\|_n \). Substituting \( \Phi = \mathbf{J}_n \psi \) gives \( k \left\| \mathbf{L}^{(1)}_n \Phi \right\|_n \leq Ck \left\| \mathbf{L}_n \Phi \right\|_n \). From this estimate, (4.22) and Lemma 4.2 (from the stability assumption \( q(x) \) has no roots on the imaginary axis) we have
\[ \left\| (\mathbf{Q}_n - Q_n) \Phi \right\|_n \leq Ck \left\| Q_n \Phi \right\|_n. \]
The triangle inequality gives
\[ (1 - Ck) \left\| Q_n \Phi \right\|_n \leq \left\| Q_n \Phi \right\|_n \leq (1 + Ck) \left\| Q_n \Phi \right\|_n. \]
This estimate gives (4.21) for sufficiently small \( k \) and completes the proof.

The fully discrete scheme defined by (4.9) is well-defined since \( \mathbf{Q}_{n+1} \) and \( \mathbf{Q}_{n+1} \) are invertible. We now analyze the error \( \left\| U_h(t_n) - W^n \right\|_n \) by studying the following error equation. Define \( E^n = U_h(t_n) - W^n \) for \( n = 0, 1, \ldots, N \). By manipulation of (4.9) we have
\begin{align*}
Q_{n+1} E^{n+1} &= P_{n+1} E^n + (P_n - P_{n+1}) E^n \\
&\quad + (P_n - P_n) E^n + (Q_{n+1} - \mathbf{Q}_{n+1}) E^{n+1} \\
&\quad + Q_{n+1} U_h(t_{n+1}) - P_n U_h(t_n).
\end{align*}
The next four lemmas bound terms in (4.23).

**Lemma 4.4.**
\[ \left\| P_{n+1} E^n \right\|_{n+1} \leq (1 + Ck) \left\| Q_n E^n \right\|_n. \]

**Proof.** \( P_{n+1} E^n = Q_{n+1}^{-1} P_{n+1} Q_{n+1} E^n \) and, with \( \psi = Q_{n+1} E^n = \sum_{j=-m}^{m} C_j \Phi_j \),
\[ \left\| Q_{n+1}^{-1} P_{n+1} \psi \right\|_n = \sum_{j=-m}^{m} \left| C_j \right|^2 p((\text{sgn } j) i \tilde{\lambda}_{j,l})^2 q((\text{sgn } j) i \tilde{\lambda}_{j,l})^2, \]
where \( \{ \Phi_j \}_{j=-m}^{m} \) are the eigenfunctions and \( \{(\text{sgn } j) i \tilde{\lambda}_{j,l} \}_{j=-m}^{m} \) are the eigenvalues of \( \mathbf{L}_{n+1} \), which were introduced in the proof of Lemma 4.2. From the stability assumption, it follows that if \( \text{Re } \mu = 0 \), then \( |p(\mu)/q(\mu)| \leq 1 \). Hence, the stability assumption and (4.25) imply that \( \left\| Q_{n+1}^{-1} P_{n+1} \psi \right\|_{n+1} \leq \left\| \psi \right\|_{n+1}^2 \). Substituting \( \psi = Q_{n+1} E^n \) gives
\[ \left\| P_{n+1} E^n \right\|_{n+1} \leq \left\| Q_{n+1} E^n \right\|_{n+1}^2. \]
(4.24) follows from (4.26) and the following lemma.

**Lemma 4.5.** For any \( \Phi \in S_h \times S_h \),
\[ \left\| \Phi \right\|_{n+1} \leq (1 + Ck) \left\| \Phi \right\|_n, \]
\[ \left\| (P_n - P_{n+1}) E^n \right\|_{n+1} \leq Ck \left\| Q_n E^n \right\|_n \]
and
\[ \left\| (Q_n - Q_{n+1}) E^n \right\|_{n+1} \leq Ck \left\| Q_n E^n \right\|_n. \]
Proof. To prove (4.27) note that since
\[\|\Phi\|^2_{n+1} = (((1, \phi_1) + (T_{n+1}\phi_2, \phi_2)), \quad \text{and} \quad \|\Phi\|^2_n = (((1, \phi_1) + (T_n\phi_2, \phi_2)),
\]
\[\|\Phi\|^2_{n+1} - \|\Phi\|^2_n = ((T_{n+1} - T_n)\phi_2, \phi_2).
\]
\[= \int_{t_n}^{t_{n+1}} (L_{n+1}^{1/2}T_n^{(1)}(s)L_{n+1}^{1/2}T_n^{1/2}\phi_2, T_n^{1/2}\phi_2) \, ds.
\]
So by Lemma 3.1,
\[\|\Phi\|^2_{n+1} \leq \|\Phi\|^2_n + Ck(T_n\phi_2, \phi_2) \leq (1 + Ck)\|\Phi\|^2_n
\]
and
\[\|\Phi\|^n_{n+1} \leq (1 + Ck)^{1/2}\|\Phi\|^n_n \leq (1 + Ck/2)\|\Phi\|^n_n.
\]
This proves (4.27). To prove (4.28) and (4.29) we first show that
\[\|k(\mathcal{L}_{n+1} - \mathcal{L}_n)\Phi\|^n_{n+1} \leq Ck\|Q_n\Phi\|_n
\]
and
\[\|k^2(\mathcal{L}_{n+1}^2 - \mathcal{L}_n^2)\Phi\|^n_{n+1} \leq Ck\|Q_n\Phi\|_n.
\]
Note that
\[\mathcal{L}_{n+1} - \mathcal{L}_n = \int_{t_n}^{t_{n+1}} \mathcal{L}_n^{(1)}(s) \, ds \quad \text{and} \quad \mathcal{L}_{n+1}^2 - \mathcal{L}_n^2 = \int_{t_n}^{t_{n+1}} \begin{pmatrix} -L_h^{(1)}(s) & 0 \\ 0 & -L_h^{(1)}(s) \end{pmatrix} \, ds.
\]
Therefore,
\[\|(\mathcal{L}_{n+1} - \mathcal{L}_n)\Phi\|^n_{n+1} \leq \int_{t_n}^{t_{n+1}} \left\|\mathcal{L}_n^{(1)}(s)\mathcal{L}_n\Phi\right\|^n_{n+1} \, ds
\]
and
\[\|(\mathcal{L}_{n+1}^2 - \mathcal{L}_n^2)\Phi\|^n_{n+1} \leq \int_{t_n}^{t_{n+1}} \left\|\begin{pmatrix} -L_h^{(1)}(s) & 0 \\ 0 & -L_h^{(1)}(s) \end{pmatrix} \mathcal{L}_n^2\Phi\right\|^n_{n+1} \, ds.
\]
Since
\[\|\mathcal{L}_n^{(1)}(s)\mathcal{T}_n\mathcal{V}\|^n_{n+1} = \|T_{n+1}^{1/2}L_h^{(1)}(s)\mathcal{T}_n\mathcal{V}_2\| \leq C\|T_{n+1}^{1/2}\mathcal{V}_2\|
\]
and
\[\left\|\begin{pmatrix} -L_h^{(1)}(s) & 0 \\ 0 & -L_h^{(1)}(s) \end{pmatrix} \mathcal{T}_n^2\mathcal{V}\right\|^n_{n+1} \leq \left\|L_h^{(1)}(s)\mathcal{T}_n\mathcal{V}_1\right\|^2 + \|T_{n+1}^{1/2}L_h^{(1)}(s)\mathcal{T}_n\mathcal{V}_2\|^2
\]
\[\leq C\left(\|\mathcal{V}_1\|^2 + \|T_{n+1}^{1/2}\mathcal{V}_2\|^2\right),
\]
it follows that
\[\|k(\mathcal{L}_{n+1} - \mathcal{L}_n)\Phi\|^n_{n+1} \leq Ck\|\mathcal{L}_n\Phi\|_n
\]
and
\[\|k^2(\mathcal{L}_{n+1}^2 - \mathcal{L}_n^2)\Phi\|^n_{n+1} \leq Ck^2\|\mathcal{L}_n^2\Phi\|_n.
\]
These two inequalities used together with (4.27) and Lemma 4.2 imply (4.30) and (4.31). Substitution of \( \Phi = E^n \) in (4.30) and (4.31) and the triangle inequality give (4.28) and (4.29).

**Lemma 4.6.**

\[
\|(\tilde{P}_n - P_n)E^n\|_{n+1} \leq Ck\|Q_nE^n\|_n,
\]

and

\[
\|(Q_{n+1} - \tilde{Q}_{n+1})E^{n+1}\|_{n+1} \leq Ck\|Q_{n+1}E^{n+1}\|_{n+1}.
\]

**Proof.** The proof is the same as the one given in Lemma 4.3. If \( p(x) \) is quadratic, then

\[
\|(\tilde{P}_n - P_n)E^n\|_{n+1} = \|p_2k^2\mathcal{L}_n^{(1)}E^n\|_{n+1} \leq Ck\|\mathcal{L}_n^{(1)}\mathcal{T}_{\infty}\mathcal{L}_nE^n\|_n
\]

\[
\leq Ck\|Q_nE^n\|_n,
\]

where we have used (4.27) and the proof of Lemma 4.3. (4.35) follows from almost exactly the same argument.

**Lemma 4.7.** The "truncation error"

\[
\|\tilde{Q}_{n+1}U_h(t_{n+1}) - \tilde{P}_nU_h(t_n)\|_{n+1} \leq Ck^r\int_{t_n}^{t_{n+1}} \|U_h^{(r+1)}(s)\|_{n+1} ds.
\]

**Proof.** By definition

\[
\tilde{Q}_{n+1}U_h(t_{n+1}) - \tilde{P}_nU_h(t_n)
= U_h(t_{n+1}) + q_1kU_h^{(1)}(t_{n+1}) + q_2k^2U_h^{(2)}(t_{n+1})
- U_h(t_{n}) - p_1kU_h^{(1)}(t_{n}) - p_2k^2U_h^{(2)}(t_{n}).
\]

The inequality (4.36) follows from this equality and Lemma 4.1.

The next theorem uses Lemmas 4.4, 4.5, 4.6 and 4.7 to estimate the terms appearing in the error equation (4.23). The fully discrete error estimate is the result.

**Theorem 4.1.** The error \( E^n = U_h(t_n) - W^n \) satisfies the estimate

\[
\|Q_{n+1}E^{n+1}\|_{n+1}^2
\leq (1 + Ck)\|Q_nE^n\|_{n+1}^2 + Ck^{2^r-1}\left(\int_{t_n}^{t_{n+1}} \|U_h^{(r+1)}(s)\|_{n+1} ds\right)^2,
\]

for \( n = 0, 1, \ldots, N - 1 \), and

\[
\|Q_NE^N\|_N \leq C\|Q_0E^0\|_0 + Ck^r\left(\sum_{j=0}^{r+1} \|U_h^{(j)}(0)\|_0\right).
\]

**Proof.** To prove (4.37) we take the \((\cdot, \cdot)_{n+1}\) inner product of (4.23) with \( Q_{n+1}E^{n+1} \) and use Lemmas 4.4, 4.5, 4.6, and 4.7 to estimate the terms appearing after the equality in (4.23). These terms are estimated as follows:

\[
(\left(P_{n+1}E^n, Q_{n+1}E^{n+1}\right))_{n+1} \leq \|P_{n+1}E^n\|_{n+1}\|Q_{n+1}E^{n+1}\|_{n+1}
\leq \frac{1}{2}\|P_{n+1}E^n\|_{n+1}^2 + \frac{1}{2}\|Q_{n+1}E^{n+1}\|_{n+1}^2.
\]
Using Lemma 4.4, it follows that

\[ ((P_{n+1}E^n, Q_{n+1}E^{n+1}))_{n+1} \leq \frac{1}{2} (1 + Ck) \| Q_n E^n \|_n^2 + \frac{1}{2} \| Q_{n+1} E^{n+1} \|_{n+1}^2. \]

(2)

\[ (\langle (P_n - P_{n+1})E^n, Q_{n+1}E^{n+1} \rangle)_{n+1} \leq \| (P_n - P_{n+1})E^n \|_{n+1} \| Q_{n+1} E^{n+1} \|_{n+1}. \]

Using (4.28) in Lemma 4.5 gives

\[ ((P_n - P_{n+1})E^n, Q_{n+1}E^{n+1}))_{n+1} \leq Ck \| Q_n E^n \|_n \| Q_{n+1} E^{n+1} \|_{n+1} \]

(4.40)

\[ \leq \frac{C}{2} k \left( \| Q_n E^n \|_n^2 + \| Q_{n+1} E^{n+1} \|_{n+1}^2 \right). \]

(3) From Lemma (4.6)

\[ (((\mathcal{P}_n - P_n)E^n, Q_{n+1}E^{n+1}))_{n+1} \leq Ck \| Q_n E^n \|_n \| Q_{n+1} E^{n+1} \|_{n+1} \]

and

\[ (((Q_n - Q_{n+1})E^{n+1}, Q_{n+1}E^{n+1}))_{n+1} \leq Ck \| Q_{n+1} E^{n+1} \|_{n+1}^2. \]

(4) From Lemma (4.7)

\[ (((\tilde{\mathcal{Q}}_{n+1} U_h(t_{n+1}) - \tilde{\mathcal{P}}_n U_h(t_n), Q_{n+1}E^{n+1}))_{n+1} \leq Ck \| Q_{n+1} E^{n+1} \|_{n+1}^2 \]

(4.43)

\[ \leq C \left( k^v \int_{t_n}^{t_{n+1}} \| U_h^{(v+1)}(s) \|_{n+1} ds \right) \| Q_{n+1} E^{n+1} \|_{n+1} \]

\[ \leq Ck^{2v-1} \left( \int_{t_n}^{t_{n+1}} \| U_h^{(v+1)}(s) \|_{n+1} ds \right)^2 + Ck \| Q_{n+1} E^{n+1} \|_{n+1}^2. \]

Using the estimates (4.39)–(4.42) and (4.43), gives

\[ \| Q_{n+1} E^{n+1} \|_{n+1}^2 \leq \frac{1}{2} (1 + Ck) \| Q_n E^n \|_n^2 + \frac{1}{2} \| Q_{n+1} E^{n+1} \|_{n+1}^2 + C_1 k \| Q_n E^n \|_n^2 + C_2 k \| Q_{n+1} E^{n+1} \|_{n+1}^2 \]

\[ + C_3 k^{2v-1} \left( \int_{t_n}^{t_{n+1}} \| U_h^{(v+1)}(s) \|_{n+1} ds \right)^2. \]

Subtracting the terms containing \( \| Q_{n+1} E^{n+1} \|_{n+1}^2 \) on the right-hand side gives

\[ \left( \frac{1}{2} - C_2 k \right) \| Q_{n+1} E^{n+1} \|_{n+1}^2 \leq \left( \frac{1}{2} + \left( \frac{C}{2} + C_1 \right) k \right) \| Q_n E^n \|_n^2 \]

\[ + C_3 k^{2v-1} \left( \int_{t_n}^{t_{n+1}} \| U_h^{(v+1)}(s) \|_{n+1} ds \right)^2. \]

If \( k \) is small enough, dividing by \( \left( \frac{1}{2} - C_2 k \right) \) and bounding the constants produces (4.37).
To prove (4.38), we start with (4.37). From Theorem 3.1 it follows that
\[
\left( T_h u_h^{(p+2)}(s), u_h^{(p+2)}(s) \right) + \left\| u_h^{(p+1)}(s) \right\|^2 \leq C \left( \sum_{j=0}^{p+1} \left\| u_h^{(j)}(0) \right\|^2 + \sum_{j=1}^{p+2} \left( T_h u_h^{(j)}, u_h^{(j)} \right)(0) \right)
\]
\[
\leq C \sum_{j=0}^{p+1} \left\| U_h^{(j)}(0) \right\|^2.
\]
It follows that
\[
\left( \int_{t_n}^{t_{n+1}} \left\| U^{(p+1)}(s) \right\|_{n+1} \, ds \right)^2 \leq Ck^2 \sum_{j=0}^{p+1} \left\| U_h^{(j)}(0) \right\|^2.
\]
So (4.37) becomes
\[
\left\| Q_{n+1} E^{n+1} \right\|_{n+1}^2 \leq \left( 1 + Ck \right) \left\| Q_n E^n \right\|_n^2 + Ck^2 \sum_{j=0}^{p+1} \left\| U_h^{(j)}(0) \right\|_0^2.
\]
Since \(1 + Ck \leq e^{Ck}\), the above estimate gives
\[
\left\| Q_{n+1} E^{n+1} \right\|_{n+1}^2 - e^{Ck} \left\| Q_n E^n \right\|_n^2 \leq Ck^2 \sum_{j=0}^{p+1} \left\| U_h^{(j)}(0) \right\|_0^2.
\]
Multiplying by \(e^{-Ck}\) yields
\[
e^{-Ck} \left\| Q_{n+1} E^{n+1} \right\|_{n+1}^2 - e^{-Ck} \left\| Q_n E^n \right\|_n^2 \leq C \left( k e^{-Ck} \right) \left( k^2 \right)^{p+1} \sum_{j=0}^{p+1} \left\| U_h^{(j)}(0) \right\|_0^2.
\]
Summing from \(n = 0\) to \(N - 1\) gives
\[
e^{-Ck} \left\| Q_N E^N \right\|_N^2 - e^{-Ck} \left\| Q_0 E^0 \right\|_0^2 \leq Ck^2 \sum_{j=0}^{p+1} \left\| U_h^{(j)}(0) \right\|_0^2
\]
or
\[
\left\| Q_N E^N \right\|_N^2 \leq e^{Ck} \left\| Q_0 E^0 \right\|_0^2 + C \left( e^{Ck} \right) \left( k^2 \right)^{p+1} \sum_{j=0}^{p+1} \left\| U_h^{(j)}(0) \right\|_0^2.
\]
Taking the square root and defining new constants produces (4.38). This completes the proof of the theorem.

Theorem 4.1 and Lemma 4.2 imply that
\[
\left\| E^N \right\|_N \leq C \left\| Q_0 E^0 \right\|_0 + Ck^2 \left( \sum_{j=0}^{p+1} \left\| U_h^{(j)}(0) \right\|_0 \right).
\]
Since \(\left\| u_h(t_N) - W_1^N \right\| \leq \left\| E^N \right\|_N\), it follows that
\[
\left\| u_h(t_N) - W_1^N \right\| \leq C \left\| Q_0 E^0 \right\|_0 + Ck^2 \left( \sum_{j=0}^{p+1} \left\| U_h^{(j)}(0) \right\|_0 \right).
\]
(4.44) and Theorem 3.2 (\(U(t) = (u_h(t))\)) imply that
\[
\left\| u(t_N) - W_1^N \right\| \leq C \left( \left\| U(0) - U_h(0) \right\|_0 + h^2 \left( \left\| u_0 \right\|_{s+1} + \left\| u_0^0 \right\|_s \right) + \left\| Q_0 \left( U_h(0) - W^0 \right) \right\|_0 + k^2 \sum_{j=0}^{p+1} \left\| U_h^{(j)}(0) \right\|_0 \right).
\]
for $2 \leq s \leq r$. It remains to be shown that three of the four terms on the right-hand side of (4.45) can be bounded in an appropriate way so that (4.45) is an optimal error estimate. Optimal is defined as the type of estimate derived in Baker and Bramble [2], where the case of time-independent coefficients was considered. Bounding the terms in (4.45) requires special choices for $U_h(0)$ and $W^0$ so that (4.45) will be an optimal estimate. The construction of functions which we will use for $U_h(0)$ and $W^0$ is the subject of the next section.

5. Construction of Initial Data $U_h(0)$. In this section operators on $L^2 \times L^2$ are constructed out of $\mathcal{L}^{(j)}$ and $\mathcal{F}^{(j)}$ and operators on $S_h \times S_h$ out of $\mathcal{L}_h^{(j)}$ and $\mathcal{F}_h^{(j)}$. These operators are analogous to operators used for parabolic equations with time-dependent coefficients by Sammon in [20] and [21]. They will be used to define special initial data for the semidiscrete problem as in the parabolic case. In Section 6, we will show that with a special choice for $W^0$ the fully discrete scheme defined by (4.9) is not changed by the special initial data for the semidiscrete problem. Specifically, the fully discrete scheme (4.9) and $W^0$ do not depend on the parameter $\alpha$ which will be introduced below in order to construct the operators mentioned above.

With $U = (u, u_t)$, the hyperbolic problem (1.1) can be written as the first order system

$$
\frac{d}{dt} U_t = \mathcal{L} U, \quad U(0) = \begin{pmatrix} u_0 \\ u_t^0 \end{pmatrix},
$$

where $\mathcal{L} = \begin{pmatrix} 0 & L \\ -L^T & 0 \end{pmatrix}$. $\mathcal{L}$ is an unbounded operator on $L^2 \times L^2$ with domain $D_\mathcal{L} = D_L \times L^2$. Also, with $\hat{U} \equiv e^{-\alpha t} U$, it follows that

$$
U_t = \alpha e^{\alpha t} \hat{U} + e^{\alpha t} \hat{U}_t
$$

and, using (5.1), that

$$
\frac{d}{dt} \hat{U}_t = (\mathcal{L} - \alpha I) \hat{U}, \quad \hat{U}(0) = U(0) = \begin{pmatrix} u_0^0 \\ u_t^0 \end{pmatrix}.
$$

Differentiation of (5.2) $m$ times gives

$$
\hat{U}^{(m+1)} = \hat{A}_{m+1} \hat{U},
$$

where $\hat{A}_0 \equiv I$, for $0 \leq j \leq m$,

$$
\hat{A}_{j+1} = \sum_{i=0}^{j} \binom{j}{i} \mathcal{L}^{(j-i)} \hat{A}_i,
$$

and $\mathcal{L}^{(j-i)}$ is the $(j-i)$ time derivative of $\hat{L} = \mathcal{L} - \alpha I$. $\hat{A}_{m+1}$ is an unbounded operator with domain $D(\hat{A}_{m+1}) = \{ V \in L^2 \times L^2 \text{ such that } \hat{A}_j V \in D_\mathcal{L} \text{ for } j = 0, \ldots, m \}$.

For $0 \leq j \leq m + 1$ the $j$th time derivative of $\hat{L} = (\hat{L})^{-1}$ is denoted by $\hat{F}^{(j)}$. We will show that if $\alpha$ is large enough then $\hat{A}_{m+1}$ is invertible and that $\hat{A}_{m+1}$ has properties which are similar to the properties of $(\mathcal{L})^{m+1}$. (Note that if the coefficients of $L$ are independent of $t$ then $\hat{A}_{m+1} = (\mathcal{L})^{m+1}$.)

**THEOREM 5.1.** Let $\hat{E}_1 = \hat{L}$, $\hat{E}_2 = \hat{L}(I - \hat{F}^{(1)})$, and for $m \geq 2$

$$
\hat{E}_{m+1} = \hat{L} \left( I - m \hat{F}^{(1)} \right) - \sum_{l=0}^{m-2} \binom{m}{l} \hat{F}^{(m-l)} \hat{E}_{l+2} \cdots \hat{E}_{l+1}^{-1}
$$
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(where $\hat{E}_l^{-1}$ is the inverse of $\hat{E}_l$). $\hat{E}_l$ is an unbounded operator on $L^2 \times L^2$ with domain $D_{\hat{E}_l}$. The following conditions are satisfied for integers $l \geq 0$ and $m \geq 1$:

1. $\hat{E}_1, \ldots , \hat{E}_m : (H^{l+2} \cap H^1_0) \times H^{l+1} \to H^{l+1} \times H^l$ exist and are bounded.
2. $\hat{E}_m^{-1}, \ldots , \hat{E}_m^{-1} : H^{l+1} \times H^l \to (H^{l+2} \cap H^1_0) \times H^{l+1}$ exist and are bounded.
3. $\hat{A}_m = \hat{A}_m \cdots \hat{A}_1$ on $D(\hat{A}_m)$.

The next result is an analogue of Theorem 5.1 for operators on $S_h \times S_h$ which approximate the operators $\hat{E}_1, \ldots , \hat{E}_m$ and $\hat{A}_m$. Analogous to (5.3), the derivatives of $\hat{U}_h^{(1)} = \hat{L}_h \hat{U}_h$ can be written

$$(5.6) \quad \hat{U}_h^{(m+1)} = \hat{A}_{m+1,h} \hat{U}_h$$

where $\hat{A}_{0,h} = I$, for $0 \leq j \leq m$,

$$\hat{A}_{j+1,h} = \sum_{i=0}^{j} \binom{j}{i} \hat{L}_h^{(j-i)} \hat{A}_{i,h},$$

and $\hat{L}_h^{(j-i)}$ is the $(j-i)$ time derivative of $\hat{L}_h = \hat{L}_h - \alpha I$. For $1 \leq j \leq m + 1$ the $j$th time derivative of $\hat{F}_h \equiv (\hat{L}_h)^{-1}$ is denoted by $\hat{F}_h^{(j)}$.

**Theorem 5.2.** For $\alpha$ sufficiently large the operators $\hat{E}_{1,h} = \hat{L}_h$, $\hat{E}_{2,h} = \hat{L}_h(I - \hat{F}_h^{(1)})$ and, for $m \geq 2$,

$$\hat{E}_{m+1,h} = \hat{L}_h \left( I - m \hat{F}_h^{(1)} - \sum_{l=0}^{m-2} \binom{m-1}{l} \hat{F}_h^{(m-l)} \hat{E}_{l+2,h} \cdots \hat{E}_{m,h} \right)$$

are invertible on $S_h \times S_h$; for $m \geq 1$ and $2 \leq s \leq r$,

$$\hat{A}_{m,h} = \hat{E}_{m,h} \cdots \hat{E}_{1,h}$$

on $S_h \times S_h$ and for $F = (f_1) \in H^{s-2} \times H^{s-2}$

$$(5.8) \quad \left\| \left( \hat{E}_{m,h}^{-1} - \hat{E}_{m,h}^{-1} \right) F \right\|_0 \leq C(\alpha) h^s \left( \|f_1\|_{L^2} + \|f_2\|_{L^2} \right),$$

where $\hat{E}_{m,h}$ are extended to $L^2 \times L^2$ by the formula $\hat{E}_{m,h}^{-1} \equiv \hat{E}_{m,h}^{-1}(P \cdot P)$ (where $P$ is the $L^2$ orthogonal projection onto $S_h$).

**Remark.** The seminorm $\|\cdot\|_0$ used in (5.9) can be replaced by the seminorm

$$\left( \|\phi_1\|^2 + (T_h(t) \phi_2, \phi_2) \right)^{1/2}$$

and for any $t \in [0, \tau]$ since these seminorms are equivalent (see (3.16)). We use $\|\cdot\|_0$ since the operators $\hat{E}_1, \ldots , \hat{E}_m$ and $\hat{E}_{1,h}, \ldots , \hat{E}_{m,h}$ will only be used at $t = 0$ to construct the special initial data for the semidiscrete problem.

The proofs of Theorems 5.1 and 5.2 are in Section 8 which appears in the supplements section of this issue.

**6. $L^2$ Error Estimates.** In this section we combine the error estimates of Section 3 and Section 4 using a special choice for $U_h(0)$ which is based on the operators constructed in Section 5. In Sections 2, 3, and 4 the following three equations were defined and error estimates were derived which did not include estimates for the initial data.

The hyperbolic equation:

$$(6.1) \quad U_t = \mathcal{L} U, \quad t \in [0, \tau], \quad U(0) = \left( \begin{array} {c} u_0 \\ u_t \end{array} \right).$$
The semidiscrete equation:

\[(6.2) \quad (U_h)_t = \mathcal{L}_h U_h, \quad t \in [0, \tau], \quad (U_h)(0) = \hat{A}_{m,h}^{-1}(0) \hat{A}_m(0) \begin{pmatrix} u_0 \\ u_r^0 \end{pmatrix}. \]

The fully discrete equation:

\[(6.3) \quad \tilde{Q}_{n+1} W^{n+1} = \tilde{P}_n W^n, \quad n = 0, 1, \ldots, N - 1, \]

\[W^n = \tilde{Q}_0^{n+1} \begin{pmatrix} P \\ 0 \end{pmatrix} \left( I + q_1 k \mathcal{L}(0) + q_2 k^2 (\mathcal{L}^2(0) + \mathcal{L}^{(1)}(0)) \right) \begin{pmatrix} u_0 \\ u_r^0 \end{pmatrix}, \]

where \(m\) is an integer greater than or equal to \(\nu + 1\) and \(P\) is the \(L^2\) orthogonal projection onto \(S_h\).

The functions \(u_j\) defined by

\[u_0 = u_0^0, \quad u_1 = u_1^0, \quad u_j = -\sum_{k=0}^{j-2} \binom{j-2}{k} L^{(j-2-k)}(0) u_k \quad \text{for} \quad j \geq 2, \]

were introduced in Section 2 where assumptions on \(u_j\) implied existence of time derivatives of \(u\). These assumptions were that \(u_j \in D_L = H^2 \cap H^1_0\). The three lemmas in this section contain estimates for the error in the initial data for the semidiscrete equation and for the fully discrete equation, as well as a bound for the time derivatives of the solution of the semidiscrete equation. The following lemma contains the error estimate for the initial data for the semidiscrete equation.

**Lemma 6.1.** If \(u_j \in D_L\) for \(j = 0, \ldots, m + s - 3\) and \(u_{m+s-2} \in H^1\), then for \(2 \leq s \leq r\) and \(j = 0, \ldots, m - 1,\)

\[(6.4) \quad \|U^{(j)}(0) - U_h^{(j)}(0)\|_0 \leq C h^s \left( \|u^0\|_{m+s-1} + \|u_0^0\|_{m+s-2} \right). \]

**Proof.** Since \(\hat{U} = e^{-\alpha t} U\) and \(\hat{U}_h = e^{-\alpha t} U_h\), \(\hat{U}(0) = U(0), \hat{U}_h(0) = U_h(0)\) and

\[U^{(j)}(0) - U_h^{(j)}(0) = \sum_{i=0}^{j} \binom{j}{i} (\alpha)^{j-i} (\hat{U}_h^{(i)}(0) - \hat{U}_h^{(i)}(0)). \]

Therefore,

\[\|U^{(j)}(0) - U_h^{(j)}(0)\|_0 \leq C \sum_{i=0}^{j} \|\hat{U}_h^{(i)}(0) - \hat{U}_h^{(i)}(0)\|_0. \]

Using (5.3),

\[\hat{U}_h^{(i)}(0) = \hat{A}_{l,h}(0) \hat{U}_h(0) = \hat{A}_{l,h}(0) \hat{A}_{m,h}^{-1}(0) \hat{A}_m(0) \begin{pmatrix} u_0^0 \\ u_r^0 \end{pmatrix} \]

and from (5.6) and (6.2)

\[\hat{U}_h^{(i)}(0) = \hat{A}_{l,h}(0) \hat{U}_h(0) = \hat{A}_{l,h}(0) \hat{A}_{m,h}^{-1}(0) \hat{A}_m(0) \begin{pmatrix} u_0^0 \\ u_r^0 \end{pmatrix}. \]

Theorems 5.1 and 5.2 imply that

\[(6.5) \quad \hat{U}^{(i)}(0) - \hat{U}_h^{(i)}(0) = (\hat{A}_{l,h}(0) \hat{A}_m^{-1}(0) - \hat{A}_{l,h}(0) \hat{A}_{m,h}^{-1}(0) \hat{A}_m(0) \begin{pmatrix} u_0^0 \\ u_r^0 \end{pmatrix}) \]

\[= (\hat{E}_{i+1} \cdots \hat{E}_m^{-1} - \hat{E}_{i+1}^{-1} \cdots \hat{E}_{m,h}^{-1})(0) \hat{A}_m(0) \begin{pmatrix} u_0^0 \\ u_r^0 \end{pmatrix}. \]
Since
\[ \hat{E}_{l+1}^{-1} \cdots \hat{E}_{m-1}^{-1} = \sum_{i=l+1}^{m} \hat{E}_{i+1, h}^{-1} \cdots \hat{E}_{i-1, h}^{-1} (\hat{E}_{i-1, h}^{-1} - \hat{E}_{i, h}^{-1}) \hat{E}_{i+1}^{-1} \cdots \hat{E}_{m}^{-1} \]
and
\[ \hat{A}_m(0) \begin{pmatrix} u^0 \\ u^0_t \end{pmatrix} = \hat{U}^{(m)}(0) = \sum_{l=0}^{m} \begin{pmatrix} m \\ l \end{pmatrix} (-\alpha)^{m-l} U^{(l)}(0) = \sum_{l=0}^{m} \begin{pmatrix} m \\ l \end{pmatrix} (-\alpha)^{m-l} \begin{pmatrix} u_l \\ u_{l+1} \end{pmatrix}, \]
it follows from Theorems 5.1 and 5.2 that
\[ \| U^{(j)}(0) - U_h^{(j)}(0) \|_0 \leq C h^s \sum_{l=0}^{m} (\| u_l \|_{s-2} + \| u_{l+1} \|_{s-2}). \]
(6.4) follows from this inequality because from (2.15)
\[ \sum_{l=0}^{m} (\| u_l \|_{s-2} + \| u_{l+1} \|_{s-2}) \leq C (\| u^0 \|_{m+s-1} + \| u^0_t \|_{m+s-2}). \]
The next lemma contains a bound for the time derivatives at \( t = 0 \) of the solution of the semidiscrete equation.

**Lemma 6.2.** If \( u_j \in D_L \) for \( j = 0, \ldots, m - 1 \) and \( u_m \in H_0^1 \), then for \( j = 0, \ldots, m \),
\[ \| U_h^{(j)}(0) \|_0 \leq C (\| u^0 \|_{m+1} + \| u^0_t \|_m). \]

**Proof.** Since \( U_h = e^{\alpha t} \hat{U}_h \),
\[ U_h^{(j)}(0) = \sum_{l=0}^{j} \begin{pmatrix} j \\ l \end{pmatrix} \alpha^{(j-l)} \hat{U}_h^{(l)}(0). \]
Also, from (5.6) and (6.2)
\[ \hat{U}_h^{(l)}(0) = \hat{A}_{l, h}(0) \hat{U}_h(0) = \hat{A}_{l, h}(0) \hat{A}_{m, h}^{-1}(0) \hat{A}_m(0) \begin{pmatrix} u^0 \\ u^0_t \end{pmatrix}. \]
Using Theorem 5.2
\[ \hat{U}_h^{(l)}(0) = (\hat{E}_{l+1, h}^{-1} \cdots \hat{E}_{m, h}^{-1})(0) \hat{A}_m(0) \begin{pmatrix} u^0 \\ u^0_t \end{pmatrix}. \]
(8.36) implies that
\[ \| \hat{U}_h^{(l)}(0) \|_0 \leq C \| \hat{A}_m(0) \begin{pmatrix} u^0 \\ u^0_t \end{pmatrix} \|_0 \]
and (6.6) follows from this estimate.

The following lemma is the error estimate for the initial data for the fully discrete equation.

**Lemma 6.3.** If \( u_j \in D_L \) for \( j = 0, \ldots, m + s - 3 \) and \( u_{m+s-2} \in H_0^1 \), then for \( 2 \leq s \leq r \),
\[ \| Q_0 (U_h(0) - W^0) \|_0 \leq C h^s (\| u^0 \|_{m+s-1} + \| u^0_t \|_{m+s-2}). \]
Proof. By definition
\[ \tilde{Q}_0 W^0 = \left( \begin{array}{c} P \\ 0 \end{array} \right) \left( I + q_1 k \mathcal{L}(0) + q_2 k^2 (\mathcal{L}^2(0) + \mathcal{L}^{(1)}(0)) \right) \left( \begin{array}{c} u^0 \\ u^0_t \end{array} \right) \]
and
\[ \tilde{Q}_0 U_h(0) = (I + q_1 k \mathcal{L}_0 + q_2 k^2 (\mathcal{L}^2_0 + \mathcal{L}^{(1)}_0)) U_h(0). \]
Hence
\[ \tilde{Q}_0 (W^0 - U_h(0)) \]
\[ = \left( \begin{array}{c} P \\ 0 \end{array} \right) \left( I + q_1 k (\mathcal{L}(0) - \alpha I) + q_2 k^2 ((\mathcal{L}(0) - \alpha I)^2 + \mathcal{L}^{(1)}(0)) \right) \left( \begin{array}{c} u^0 \\ u^0_t \end{array} \right) 
- \left( I + q_1 k (\mathcal{L}_0 - \alpha I) + q_2 k^2 ((\mathcal{L}_0 - \alpha I)^2 + \mathcal{L}^{(1)}_0) \right) U_h(0) \]
\[ = \left( \begin{array}{c} P \\ 0 \end{array} \right) \left( -q_1 k \alpha I + q_2 k^2 (-2 \alpha \mathcal{L}(0) + \alpha^2 I) \right) \left( \begin{array}{c} u^0 \\ u^0_t \end{array} \right) 
+ (-q_1 k \alpha I + q_2 k^2 (-2 \alpha \mathcal{L}_0 + \alpha^2 I)) U_h(0) \]
\[ = \left( \begin{array}{c} P \\ 0 \end{array} \right) \left( 1 + q_1 k \alpha + q_2 k^2 \alpha^2 \right) I + q_1 k \mathcal{L}(0) \]
\[ + q_2 k^2 (\mathcal{L}^2(0) + \mathcal{L}^{(1)}(0)) \left( \begin{array}{c} u^0 \\ u^0_t \end{array} \right) 
- ((1 + q_1 k \alpha + q_2 k^2 \alpha^2) I + q_1 k \mathcal{L}_0 + q_2 k^2 (\mathcal{L}^2_0 + \mathcal{L}^{(1)}_0)) U_h(0) \]
\[ = \left( \begin{array}{c} P \\ 0 \end{array} \right) \left( 1 + q_1 k \alpha + q_2 k^2 \alpha^2 \right) I + q_1 k \mathcal{L}(0) \]
\[ + q_2 k^2 (\mathcal{L}^2(0) + \mathcal{L}^{(1)}(0)) \left( \begin{array}{c} u^0 \\ u^0_t \end{array} \right) 
- ((1 + q_1 k \alpha + q_2 k^2 \alpha^2) I + q_1 k \mathcal{L}_0 + q_2 k^2 (\mathcal{L}^2_0 + \mathcal{L}^{(1)}_0)) U_h(0) \]
\[ = \left( \begin{array}{c} P \\ 0 \end{array} \right) \left( 1 + q_1 k \alpha + q_2 k^2 \alpha^2 \right) I + q_1 k \mathcal{L}(0) \]
\[ + q_2 k^2 (\mathcal{L}^2(0) + \mathcal{L}^{(1)}(0)) \left( \begin{array}{c} u^0 \\ u^0_t \end{array} \right) 
- ((1 + q_1 k \alpha + q_2 k^2 \alpha^2) I + q_1 k \mathcal{L}_0 + q_2 k^2 (\mathcal{L}^2_0 + \mathcal{L}^{(1)}_0)) U_h(0). \]

Therefore,
\[ \tilde{Q}_0 (W^0 - U_h(0)) = (1 + q_1 k \alpha + q_2 k^2 \alpha^2) \left[ \left( \begin{array}{c} P \\ 0 \end{array} \right) \left( \begin{array}{c} u^0 \\ u^0_t \end{array} \right) - U_h(0) \right] \]
\[ + (q_1 k + 2q_2 k^2 \alpha) \left[ \left( \begin{array}{c} P \\ 0 \end{array} \right) \mathcal{L}(0) \left( \begin{array}{c} u^0 \\ u^0_t \end{array} \right) - \mathcal{L}_0 U_h(0) \right] \]
\[ + q_2 k^2 \left[ \left( \begin{array}{c} P \\ 0 \end{array} \right) \left( \mathcal{L}^2(0) + \mathcal{L}^{(1)}(0) \right) \left( \begin{array}{c} u^0 \\ u^0_t \end{array} \right) - (\mathcal{L}^2 + \mathcal{L}^{(1)}_0) U_h(0) \right]. \]

Since \( U_h(0) = \hat{U}_h(0) \),
\[ \tilde{Q}_0 (W^0 - U_h(0)) \]
\[ = \left( \begin{array}{c} P \\ 0 \end{array} \right) \left[ (1 + q_1 k \alpha + q_2 k^2 \alpha^2) (\hat{U}(0) - \hat{U}_h(0)) \right. \]
\[ + (q_1 k + 2q_2 k^2 \alpha) (\hat{U}^{(1)}(0) - \hat{U}_h^{(1)}(0)) + q_2 k^2 (\hat{U}^{(2)}(0) - \hat{U}_h^{(2)}(0)) \right]. \]
From (6.5) in the proof of Lemma 6.1 it follows that

$$\|Q_0(W^0 - U_h(0))\|_0 \leq Ch^s(\|u^0\|_{m+s-1} + \|u^0_t\|_{m+s-2}).$$

This completes the proof of the lemma.

The next theorem combines the estimates in Lemmas 6.1, 6.2 and 6.3 with the semidiscrete error estimates (Theorem 3.2) and the fully discrete error estimate (Theorem 4.1).

**Theorem 6.1.** Let $m$ be an integer such that $m \geq r + 1$ and $\tau = Nk$. If $u_i \in D_i$ for $i = 0, \ldots, m + s - 3$ and $u_{m+s-2} \in H^1_0$, then for $2 \leq s \leq r$ and $j = 0, 1, \ldots, m - 2$,

$$\|U(t_N) - U_h(t_N)\|_N \leq Ch^s(\|u^0\|_{m+s-1} + \|u^0_t\|_{m+s-2}),$$

(6.8)

$$\|Q_N(U_h(t_N) - W^N)\|_N \leq C(h^s + k^r)(\|u^0\|_{m+s-1} + \|u^0_t\|_{m+s-2}),$$

(6.9)

$$\|U_h(t_N) - W^N\|_N \leq C(h^s + k^r)(\|u^0\|_{m+s-1} + \|u^0_t\|_{m+s-2}),$$

(6.10)

and

$$\|u(t_N) - W^N\| + \|T_h^{1/2}(u_t(t_N) - W^N)\|$$

$$\leq C(h^s + k^r)(\|u^0\|_{m+s-1} + \|u^0_t\|_{m+s-2}).$$

(6.11)

**Proof.** (6.8) follows from (3.25) in Theorem 3.2 ($J = m - 2$) and Lemma 6.1. (6.9) follows from (4.38) in Theorem 4.1 and Lemmas 6.2 and 6.3. (6.10) follows from (6.9) and (4.16) (or (4.14) if $q_2 = 0$) in Lemma 4.2. (6.8), (6.10) and the triangle inequality imply (6.11). This completes the proof.

(6.11) shows that the error $u(t_N) - W^N$ is optimal in $L^2$. $W^N$, $n = 0, 1, \ldots, N$, is the first component of the solution $W^N \in S_h \times S_h$ of (6.3).

7. Examples of the Approximate Solution Operator $T_h$ for the Dirichlet Problem.

These examples and more references are given in Bramble, Schatz, Thomée and Wahlbin [6].

(1) The “Standard” Galerkin Method. This is the example mentioned in Section 3. Here $S_h \subset H^1_0$ and is assumed to satisfy the approximation property

$$\inf_{\chi \in S_h} \{\|w - \chi\| + h\|w - \chi\|_1\} \leq Ch^s\|w\|_s \quad \text{for } 1 \leq s \leq r.$$

The operators $T_h: L^2 \rightarrow S_h$ are defined by

$$a(T_h f, \chi) = (f, \chi) \quad \text{for } \chi \in S_h.$$

(2) Two Methods of Nitsche. The methods use the bilinear form

$$B_h(\phi, \psi) = a(\phi, \psi) - \langle \phi, \frac{\partial \psi}{\partial n} \rangle - \langle \frac{\partial \phi}{\partial n}, \psi \rangle + \beta h^{-1}\langle \phi, \psi \rangle,$$

where $\langle \cdot, \cdot \rangle$ denotes the inner product in $L^2(\partial \Omega)$, $\partial / \partial n$ the conormal derivative on $\partial \Omega$ and $\beta$ a positive constant. The functions in $S_h$ are not required to vanish on $\partial \Omega$.

If $S_h \subset H^1$ with the restrictions to $\partial \Omega$ in $H^1(\partial \Omega)$, and if $S_h$ satisfies

$$\inf_{\chi \in S_h} \{\|w - \chi\| + h\|w - \chi\|_1 + h^{1/2}\|w - \chi\|_{L^2(\partial \Omega)} + h^{3/2}\|w - \chi\|_{H^1(\partial \Omega)}\} \leq Ch^s\|w\|_s,$$

$$2 \leq s \leq r,$$
and an “inverse” assumption
\[ \| \frac{\partial \chi}{\partial v} \|_{L^2(\partial \Omega)} \leq Ch^{-1/2}\| \chi \|_{H^1} \quad \text{for} \ \chi \in S_h, \]
then it can be shown that \( B_h \) is positive definite on \( S_h \) for \( \beta \) sufficiently large. The operators \( T_h: L^2 \to S_h \) are defined by
\[ B_h(T_h f, \chi) = (f, \chi) \quad \text{for} \ \chi \in S_h. \]

If in addition to the above assumptions,
\[ \| \chi \|_{L^2(\partial \Omega)} \leq C_0h^{1/2}\| \chi \|_1 \quad \text{for} \ \chi \in S_h, \]
where \( C_0 \) is sufficiently small, then \( B_h \) is positive definite on \( S_h \) even with \( \beta = 0 \).

(3) The Lagrange Multiplier Method of Babuška. Let \( \{ T_h \} \) be a family of subspaces of \( H^1 \) which satisfies
\[ \inf \{ \| w - \chi \| + h\| w - \chi \|_1 \} \leq Ch^s\| w \|_s \quad \text{for} \ 1 \leq s \leq r, \]
and let \( \{ T_h' \} \) be a family of subspaces of \( H^1(\partial \Omega) \) such that
\[ \inf \{ h^{-1/2}\| w' - \chi' \|_{H^{1/2}(\partial \Omega)} + h^{1/2}\| w' - \chi' \|_{H^{1/2}(\partial \Omega)} \} \leq Ch^s\| w' \|_{H^s(\partial \Omega)} \quad \text{for} \ \frac{1}{2} \leq s \leq r - \frac{1}{2}. \]

Assume also the inverse property
\[ \| \chi' \|_{H^s(\partial \Omega)} \leq Ch^{-1}\| \chi' \|_{L^2(\partial \Omega)} \quad \text{for} \ \chi' \in T_h'. \]
With \( \delta \) sufficiently small the family \( \{ S_h \} \) is defined by
\[ S_h = \{ \chi \in T_h, (\chi, \chi') = 0 \ \text{for all} \ \chi' \in T_h' \}. \]
It can be shown that the bilinear form \( a(\cdot, \cdot) \) is positive definite on \( S_h \). \( T_h: L^2 \to S_h \) is defined by
\[ a(T_h f, \chi) = (f, \chi) \quad \text{for} \ \chi \in S_h. \]

These methods satisfy the following three properties:
(i) \( T_h \) is selfadjoint, positive semidefinite on \( L^2 \), and positive definite on \( S_h \).
(ii) If \( j \) is an integer which is greater than or equal to 0, then there exists a constant \( C(j) \) such that
\[ \| (T_j f - T_{j-1} f) \| \leq C(j)h^s\| f \|_{s-2} \quad \text{for} \ 2 \leq s \leq r. \]
(iii) Define \( L_h \) to be \( T_h^{-1} \) on \( S_h \). If \( j \) is a nonnegative integer, then there exists a constant \( C(j) \) which is independent of \( h \) such that for \( s, t \in [0, \tau] \)
\[ \| (L_h^{(j)}(t) \phi, \phi) \| \leq C(j)(L_h(s) \phi, \phi) \quad \text{for all} \ \phi \in S_h. \]
The proof of (i) is given in Section 8 of Bramble, Schatz, Thomée and Wahlbin [6]. The proof of property (ii) is in Theorem 5.1 of Sammon [21].

The following lemma contains a proof of (ii) for the “standard” Galerkin method.

**Lemma 7.1.** For \( f \in L^2 \), let \( T_h f \) be defined by the “standard” Galerkin method, i.e., \( S_h \in H^1 \) and
(7.1) \[ a(T_h f, \chi) = (f, \chi) \quad \text{for all} \ \chi \in S_h. \]
Then, for $2 \leq s \leq r$,

$$
\|(T^{(j)} - T_h^{(j)}) f\|_1 \leq C(j) h^{s-1} \|f\|_{s-2},
$$

and

$$
\|(T^{(j)} - T_h^{(j)}) f\| \leq C(j) h^s \|f\|_{s-2}.
$$

Proof. The proof is by induction on $j$. The estimates $\|T(T - T_h)f\|_1 \leq Ch^{s-1} \|f\|_{s-2}$ and $\|(T - T_h)f\| \leq Ch^s \|f\|_{s-2}$ are well known. Let $e = (T_h - T)f$ and $e^{(j)} = (T_h^{(j)} - T^{(j)}) f$. It follows from (7.1) that $a(e, \chi) = 0$ for all $\chi \in S_h$. Therefore,

$$
\sum_{j=0}^m \binom{m}{j} a^{(m-j)}(e^{(j)}, \chi) = 0 \quad \text{for all } \chi \in S_h.
$$

Since

$$
\|e^{(m)}\|_1^2 \leq Ca(e^{(m)}, e^{(m)})
$$

$$
= C \left( a(e^{(m)}, e^{(m)} - \chi) + \sum_{j=0}^{m-1} \binom{m}{j} \left[ a^{(m-j)}(e^{(j)}, e^{(m)} - \chi) - a^{(m-j)}(e^{(j)}, e^{(m)}) \right] \right),
$$

$$
\leq \frac{1}{2} \|e^{(m)}\|_1^2 + C \left( \sum_{j=0}^{m-1} \|e^{(j)}\|_1^2 + \|e^{(m)} - \chi\|_1^2 \right)
$$

for any $\chi \in S_h$, it follows by induction and the approximation property that

$$
\|e^{(m)}\|_1 \leq C(m) h^{s-1} \|f\|_{s-2}.
$$

This is (7.2). To prove (7.3) note that for any $\phi \in L^2$ and $\chi \in S_h$,

$$
(e^{(m)}, \phi) = (e^{(m)}, L\Phi) = a(e^{(m)}, T\Phi)
$$

$$
= \sum_{j=0}^m \binom{m}{j} a^{(m-j)}(e^{(j)}, T\Phi - \chi) - \sum_{j=0}^{m-1} \binom{m}{j} (e^{(j)}, L^{(m-j)}T\Phi)
$$

$$
\leq C \left( \sum_{j=0}^m \|e^{(j)}\|_1 \right) \inf_{\chi \in S_h} \|T\Phi - \chi\|_1 + C \sum_{j=0}^{m-1} \|e^{(j)}\|_1 \|T\Phi\|_2
$$

(7.3) follows by induction using (7.2) and the approximation property.

The next lemma applies to any method for which $T_h$ is symmetric and which satisfies (ii) and an inverse property.

**Lemma 7.2.** If $T_h$ is symmetric and satisfies (ii) and the inverse property

(iv) $(L_h\phi, \phi)^{1/2} \leq Ch^{-1} \|\phi\|$ for all $\phi \in S_h$,

then for $s, t \in [0, \tau]$ and integers $l, m \geq 0$,

$$
\|L_h^{(l)}(s) T_h^{(m)}(t) \phi\| \leq C(l, m) \|\phi\|
$$

and

$$
\|T_h^{(l)}(t) L_h^{(m)}(s) \phi\| \leq C(l, m) \|\phi\|,
$$

where $C(l, m)$ is independent of $h$. 
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Proof. It follows from (iv) that \( \| L_h \psi \| \leq C h^{-2} \| \psi \| \) for all \( \psi \in S_h \). Since
\[
L_h(s) T_h^{(m)}(t) = L_h(s) T_h^{(m)}(t) - P L(s) T^{(m)}(t) + P L(s) T^{(m)}(t)
\]
\[
= L_h(s) P(T_h^{(m)}(t) - T^{(m)}(t)) + L_h(s) P(T(s) - T_h(s)) L(s) T^{(m)}(t)
\]
\[
+ P L(s) T^{(m)}(t),
\]
property (ii) (with \( s = 2 \)), property (iv) and the triangle inequality imply that
\[
\tag{7.6} \| L_h(s) T_h^{(m)}(t) \| \psi \| \leq C \| \phi \| \quad \text{for all} \quad \phi \in S_h.
\]
This is (7.4) with \( l = 0 \).

Also, since
\[
\| T_h^{(l)}(t) L_h(s) \phi \| = \sup_{\psi \in \mathbb{L}^2} \frac{(T_h^{(l)}(t) L_h(s) \phi, \psi)}{\| \psi \|} = \sup_{\psi \in \mathbb{L}^2} \frac{(\phi, L_h(s) T_h^{(l)}(t) \psi)}{\| \psi \|},
\]
it follows from (7.6) that
\[
\tag{7.7} \| T_h^{(l)}(t) L_h(s) \phi \| \leq C \| \phi \| \quad \text{for all} \quad \phi \in S_h.
\]
This is (7.5) with \( m = 0 \). The remaining parts of the lemma are proved using (7.6) and (7.7). For example, since
\[
L_h^{(l)}(s) T_h(t) = -(L_h(s) T_h^{(l)}(s))(L_h(s) T_h(t))
\]
and
\[
L_h^{(m)}(s) T_h(t) = - \sum_{j=1}^{m} \binom{m}{j} (L_h^{m-j}(s) T_h(t))(L_h(t) T_h^{(j)}(s))(L_h(s) T_h(t)),
\]
it follows by induction on \( m \) (using (7.6) and (7.7)) that
\[
\tag{7.8} \| L_h^{(m)}(s) T_h^{(m)}(t) \| \leq C \| \phi \| \quad \text{for all} \quad \phi \in S_h.
\]
Similarly, the estimate
\[
\tag{7.9} \| T_h(t) L_h^{(m)}(s) \phi \| \leq C \| \phi \| \quad \text{for all} \quad \phi \in S_h,
\]
can be proved. Finally, the identities
\[
L_h^{(l)}(s) T_h^{(m)}(t) = (L_h^{(l)}(s) T_h(t))(L_h(t) T_h^{(m)}(t))
\]
and
\[
T_h^{(l)}(t) L_h^{(m)}(s) = (T_h^{(l)}(t) L_h(s))(T_h(s) L_h^{(m)}(s))
\]
used with (7.6), (7.7), (7.8) and (7.9) complete the proof of the lemma.
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