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Abstract. Galerkin fully discrete approximations for parabolic equations with time-dependent coefficients are analyzed. The schemes are based on implicit Runge-Kutta methods, and are coupled with preconditioned iterative methods to approximately solve the resulting systems of linear equations. It is shown that for certain classes of Runge-Kutta methods, the fully discrete equations exhibit parallel features that can be exploited to reduce the final execution time to that of a low-order method.

1. Introduction. In this paper we shall analyze fully discrete Galerkin type approximations to solutions of the following initial-boundary value problem: Let \( \Omega \) be a bounded domain in \( \mathbb{R}^N \) with smooth boundary \( \partial \Omega \). A real-valued function \( u \) is sought, satisfying

\[
\begin{align*}
  &\sum_{i,j=1}^{N} \frac{\partial}{\partial x_i} \left( l_{ij}(x,t) \frac{\partial u}{\partial x_j} \right) - l_0(x,t) u = f(x,t) \quad \text{in } \Omega \times (0,t^*], \\
  &u(x,t) = 0 \quad \text{on } \partial \Omega \times [0,t^*], \\
  &u(x,0) = u^0(x) \quad \text{in } \Omega;
\end{align*}
\]

\( \{l_{ij}\} \) is symmetric, uniformly positive definite, and \( l_0 \geq 0 \) on \( \overline{\Omega} \times [0,t^*] \). In order to guarantee the convergence results below, we shall assume that \( l_{ij} \), \( l_0 \) are sufficiently smooth, and \( u^0 \) is sufficiently smooth and compatible so that \( u \) has the required regularity.

In [11], Crouzeix analyzed fully discrete approximations to \( u \) that are based on Runge-Kutta methods. His methods require, however, the solution of linear systems with different coefficient matrices at each time step. We shall call this the base scheme. An efficient procedure applied by Douglas, Dupont and Ewing [13] to a Crank-Nicolson discretization of a quasi-linear parabolic equation, consists in using preconditioned iterative methods with a preconditioner that does not change at every step, to approximately solve the underlying base scheme. In [5] Bramble and Sammon used similar iterative methods in their analysis of higher-order (3rd and 4th) single-step fully discrete approximations.

These iterative methods require the stability and consistency estimates to hold in a special norm induced by the preconditioning operator or equivalents thereof. We obtain stability and convergence results for the base scheme in such an appropriate
norm without requiring stronger regularity assumptions on $u$. We construct and analyze preconditioned iterative methods to approximately solve the linear systems that are efficient and preserve the order of convergence of the schemes. We specifically consider two such schemes. For the first, at every step, using extrapolation of previous values, we obtain an initial approximation which is within the global order of accuracy of the method, which is then refined an additional $O(k)$ by a preconditioned iterative method. This scheme requires $O(\ln k^{-1})$ iterations per step, where $k$ is the step size.

Our second scheme requires the use of Runge-Kutta methods which are dissipative in a certain sense. For these schemes, it can be shown that the average work per step is independent of $k$. This is achieved by using initial approximations which are within the local order of accuracy of the method. This scheme is similar to Algorithm 2 of Bramble and Sammon [5]. See also [13].

Furthermore, we show that for a specific class of Runge-Kutta methods, the system relating the intermediate values decouples, whereas all these values can be solved simultaneously, i.e., in parallel. One such family of methods is given by the (real) collocation methods whose corresponding rational functions have distinct real poles. In [4] it is shown that this family of (arbitrarily high-order) methods has the required $A_0$-stability property, provided the poles are chosen between 0 and $-2$. For such methods, the rate of convergence is $q + 1$, where $q$ is the number of intermediate values.

Two additional points worth mentioning are that under certain conditions the fully discrete approximations exhibit decay (as does $u(t)$); moreover, no use is made of inverse assumptions.

The paper is organized as follows: In Section two we set the notation and list the spatial approximation results to be used. Section three is devoted to the description of the Runge-Kutta methods and their required properties. In Section four we prove stability and convergence of the base scheme. In Section five, we construct and analyze two variants of the base scheme obtained by approximately solving the linear systems by a preconditioned iterative method. We also show that if the rational function corresponding to the Runge-Kutta method has distinct poles, then both variants exhibit parallel features.

2. Notation and Preliminaries. For $m \geq 0$ integer, let $H^m$ denote the Sobolev space of real-valued functions defined on $\Omega$. For $m = 0$, let $(\cdot, \cdot)$ and $\| \cdot \|$ denote the inner product and norm on $L^2 = H^0$. Also, let $H^1_0$ denote the subspace of $H^1$ consisting of functions that vanish on $\partial \Omega$ in the sense of trace.

We assume that $\{L(t)\}_{0 \leq t < t^*}$ is a smooth family of selfadjoint, bounded operators from $H^{l+2} \cap H^0$ onto $H^l$, for $l \geq 0$. Time derivatives $L^{(j)}(t)$ of $L(t)$ are obtained by differentiating its coefficients with respect to $t$. For $0 \leq t \leq t^*$, let $T(t): L^2 \to H^2 \cap H^1_0$ be the solution operator of the problem $L\phi = f$ in $\Omega$, $\phi = 0$ on $\partial \Omega$, with $f$ in $L^2$. $\{T(t)\}_{0 \leq t \leq t^*}$ is a smooth family of bounded operators from $H^l$ into $H^{l+2} \cap H^1_0$, with time derivatives $T^{(j)}(t)$.

We shall assume that $u^0 \in H^\mu$ for some $\mu$ to be specified later, and that $u^0$ is compatible so that (cf. [14], [17]), for $0 \leq t \leq t^*$, $u^{(j)}(t) \in H^{\mu-2j}$ and $\|u^{(j)}(t)\|_l \leq c(j, l)\|u^0\|_{\mu}$, for $l \geq 0$, $j \geq 0$ such that $l + 2j \leq \mu$. 
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For \( r \geq 2 \), let \( \{ S_h \}_{h > 0} \) denote a family of finite-dimensional subspaces of \( L^2 \) and assume that there holds, for \( v \in H^l \cap H^0_0 \),

\[
\| P_0 v - v \| \leq c h^l \| v \|, \quad 2 \leq l \leq r,
\]

where \( P_0 \) is the \( L^2 \)-orthogonal projection operator onto \( S_h \). We assume that there exists a seminorm \( \| \cdot \|_j \) on \( S_h + ( H^2 \cap H^0_0 ) \) which is actually a norm on \( S_h \). We assume that there exists a smooth family \( \{ T_h(t) \}: L^2 \to S_h \) of approximating operators with the following properties:

(i) For each \( t \in [0, t^*] \), \( T_h(t) \) is selfadjoint, positive semidefinite on \( L^2 \) and positive definite on \( S_h \).

(ii) There exist constants \( c(j) \) independent of \( h \) such that

\[
\| (T_h^{(j)}(t) - T_h^{(j)}(s)) f \| + h \| (T_h^{(j)}(t) - T_h^{(j)}(s)) f \|_l \leq c(j) h^{l-2},
\]

\( j \geq 0, 2 \leq l \leq r, f \in H^{l-2}, 0 \leq s \leq t \leq t^* \).

(iii) Denote the inverse of \( T_h(t) \) on \( S_h \) by \( L_h(t) \).

\{ \{ L_h(t) \} \} is a smooth family of symmetric, positive definite operators on \( S_h \) with

\[
\| L_h^{(j)}(t) \phi, \psi \| \leq c(j) \| \phi, \psi \|, \quad j \geq 0, 0 \leq t \leq t^*, \phi, \psi \in S_h.
\]

Galerkin methods giving rise to operators \( T_h(t) \) satisfying the above assumptions include the standard Galerkin method, two methods of Nitsche and the Lagrange multiplier method of Babuška. For the verification of these properties, see [17].

The following two inequalities are direct consequences of (2.3) and (2.4) (cf. [3]),

\[
\| T_h^{1/2}(t) L_h^{(j)}(s) T_h^{1/2}(t) \| \leq c(j), \quad j \geq 0, s, t \in [0, t^*],
\]

\[
\| L_h^{1/2}(t) T_h^{1/2}(s) \| + \| T_h^{1/2}(s) L_h^{1/2}(t) \| \leq c, \quad s, t \in [0, t^*].
\]

Note that \( \| \cdot \| \) is used here to denote the \( L^2 \) operator norm restricted to \( S_h \).

For \( 0 \leq t \leq t^* \), let \( w(t) = P_E(t) u(t) \) denote the “elliptic projection” of \( u(t) \), the solution of (1.1), where \( P_E(t) \) denotes the operator \( T_h(t) L(t): H^2 \cap H^0_0 \to S_h \). With \( \eta(t) = w(t) - u(t) \), a suitable extension of Proposition 2.1 of [5] gives

\[
\| \eta^{(j)}(t) \| + h \| \eta^{(j)}(t) \|_l \leq c h^l \| u^0 \|_{l+2}, \quad j \geq 0, 2 \leq l \leq r, s, t \in [0, t^*].
\]

Note that the case \( j = 0 \) follows directly from (2.2).

Let \( k = t^*/n^* \) be the time step size with \( n^* \) a positive integer. With \( L_h^{(n)} \) denoting \( L_h(t^n) = L_h(nk) \), \( 0 \leq n \leq n^* \), for \( c > 0 \) we define the family of norms on \( S_h \)

\[
\| \phi \|_c^n = \| \phi \|^2 + c \| (kL_h^{(n)})^{1/2} \phi \|^2, \quad \phi \in S_h.
\]

It follows from (2.6) that these norms are equivalent. For \( c_1, c_2 > 0 \),

\[
d_1(c_1, c_2) \| \phi \|_{c_2,m} \leq \| \phi \|_{c_1,n} \leq d_2(c_1, c_2) \| \phi \|_{c_2,m}, \quad 0 \leq n, m \leq n^*.
\]

3. The Fully Discrete Approximations. In this paper, we shall consider Implicit Runge-Kutta methods, IRK for short. These methods are characterized by a set of
Given an approximation $U_h^n$ to $u(nk)$, where $u$ is the solution of (1.1), we define $U_h^{n+1}$ in the following way:

\[
U_h^{n+1} = U_h^n - k \sum_{i=1}^{q} b_i L_h(t^{n,i}) U_h^{n,i},
\]

where

\[
U_h^{n,i} = U_h^n - k \sum_{j=1}^{q} a_{ij} L_h(t^{n,i}) U_h^{n,j}, \quad i = 1, \ldots, q,
\]

and

\[
U_h^0 = (I + k\lambda L_h(0))^{-1} P_0 (I + k\lambda L(0)) u^0.
\]

Here $t^{n,i} = t^n + k\tau_j$, $j = 1, \ldots, q$, and $\lambda$ is a positive constant to be appropriately chosen below.

If the array $A$, $(A)_{ij} = a_{ij}$, is invertible, as will be the case with all the IRK methods considered in this paper, then (3.1) can be written in the form

\[
U_h^{n+1} = (1 - b^T A^{-1} e) U_h^n + b^T A^{-1} \tilde{U}_h^n,
\]

where $b, e \in \mathbb{R}^q$ are given by $b = (b_1, b_2, \ldots, b_q)$ and $e = (1, 1, \ldots, 1)$; and $\tilde{U}_h^n \in \mathcal{S}_h$ is given by $\tilde{U}_h^n = (U_h^{n,1}, \ldots, U_h^{n,q})$.

To every IRK method, there corresponds the rational function $r(z) = 1 - zb^T (I + zA)^{-1} e$, representing the map $y^{n+1} = r(k\lambda) y^n$ obtained by applying the method to the ODE $y' = -\lambda y$. Often it is more convenient to characterize the stability and accuracy properties of the IRK method in terms of $r(z)$.

We shall consider IRK methods which yield (unconditionally) stable and accurate approximations to $u$. Specifically, we consider methods for which

\[
|r(z)| \leq 1, \quad z \geq 0.
\]

Note that (3.4) implies that

\[
1 \geq r(z) \geq -1 + \delta \quad \text{for some } \delta \geq 0 \text{ and all } z \geq 0.
\]

It is well known that $\|u(t)\|$ is a decreasing function of $t$. It would be preferable then to use methods which transmit this property to the approximations. For such a purpose, the following property is crucial:

\[
\sup_{z \geq 0 \gamma > 0} |r(z)| < 1.
\]

Note that since $r(0) = 1$, if (3.6) holds, then $\delta > 0$.

We shall also consider IRK methods possessing the so-called Algebraic Stability property (cf. [7], [9], [12])

\[
\begin{cases}
    b_i \geq 0, \\
    a_{ij} b_i + a_{ji} b_j - b_i b_j \quad \text{positive semidefinite}.
\end{cases}
\]
This concept of stability is not only stronger than that of (3.4) but also encompasses that of $B$-stability (cf. [12]).

We shall require these methods to satisfy the following two consistency conditions: Let $\nu \geq 1$ and $p \geq 2$ be the largest integers for which there hold

\begin{align}
(3.8) & \quad b^T T^l e = \frac{1}{l + 1}, \quad 0 \leq l \leq \nu - 1, \\
(3.9) & \quad A T^l e = \frac{1}{l + 1} T^{l+1} e, \quad 0 \leq l \leq p - 2,
\end{align}

where $T$ is the diagonal matrix $T = \text{diag}(\tau_1, \ldots, \tau_q)$.

In general, $\nu \leq 2q$ and $p \leq q + 1$. It also follows from (3.8) and (3.9) that

\begin{equation}
(3.10) \quad e^{-z} - r(z) = O(z^\alpha), \quad \alpha \geq 2 \text{ for } |z| \text{ small.}
\end{equation}

The following are examples of IRK methods:

(i) Backward Euler

\[
\begin{array}{c|c}
1 & 1 \\
\hline
1 & 1
\end{array}, \quad \nu = 1, \quad p = 2
\]

satisfies (3.7), (3.6) and (3.5) with $\delta = 1$.

(ii) Crank-Nicolson

\[
\begin{array}{c|c}
1/2 & 1/2 \\
\hline
1 & 1/2
\end{array}, \quad \nu = 2, \quad p = 2
\]

satisfies (3.7), (3.5) (with $\delta = 0$) but not (3.6).

(iii) Calahan

\[
\begin{array}{ccc|ccc}
\beta & 0 & \beta & \beta & 1 - 2\beta & \beta \\
1 - 2\beta & \beta & 1 - \beta & 1/2 & 1/2
\end{array}, \quad \beta = \frac{1}{2} \left(1 + \frac{1}{\sqrt{3}}\right), \quad \nu = 3, \quad p = 2
\]

satisfies (3.7) and (3.6).

In the sequel, we shall prove $O(k^{\min(\nu, p)} + h^r)$ rate of convergence estimates for the approximations generated by (3.1)–(3.3) with IRK methods satisfying (3.4), (3.8) and (3.9). We would thus like to work with methods for which $p$ attains its upper bound $q + 1$. In this respect, the class of (real) Implicit Runge-Kutta Collocation methods (IRKC) is particularly interesting (cf., e.g., [4]). Arbitrarily high-order ($\nu = p \geq 2$) and stable (in the sense of (3.6)) IRKC methods can be generated as follows: For $q \geq 1$ and $\{\gamma_i\}_{i=1}^q$ real, let

\[
Q(z) = \prod_{i=1}^q (1 + \gamma_i z) = \sum_{j=0}^q s_j z^j,
\]

where $\{s_j\}_{j=0}^q$ are the "symmetric polynomials" in $\gamma_1, \gamma_2, \ldots, \gamma_q$,

\[
s_0 = 1, \quad s_j = \sum_{i_1 < \cdots < i_j} \gamma_{i_1} \cdots \gamma_{i_j}.
\]

We next define the polynomial $N(t) = \sum_{j=0}^q (-1)^j s_j t^{q-j}/(q - j)!$, and let

\begin{equation}
(3.11) \quad P(z) = \sum_{j=0}^q (-1)^{q-j} N^{(j)}(1) z^{q-j}, \quad r(z) = P(z)/Q(z).
\end{equation}
Further, assume that the following holds,

\[(3.12) \quad \int_0^1 N(t) \, dt = 0.\]

We have

**Lemma 3.1** [4]. For any \( q \geq 1 \), let \( r(z) \) be given by (3.11) and suppose that (3.12) holds. Then

(i) If \( r_i > 0 \), \( i = 1, \ldots, q \), then \( N(t) \) has \( q \) distinct positive roots \( \tau_1, \ldots, \tau_q \).

(ii) The IRKC method given by \( A = TVV^{-1} \), \( b^TV = e^TZ \), where \( Z = \text{diag}(1, \frac{1}{2}, \ldots, 1/q) \) and \( V \) is the Vandermonde matrix \( V_{ij} = \tau_i^{j-1} \), satisfies (3.8) and (3.9) with \( v = p = q + 1 \).

(iii) If \( r_i > \frac{1}{2} \), then (3.4) holds, and (3.6) holds for \( q \geq 3 \). For \( q = 1 \) or \( q = 2 \), (3.6) holds provided \( r_i > \frac{1}{2} \), \( i = 1, \ldots, q \). In fact, the coefficients of \( P(z) \) and \( Q(z) \) satisfy

\[
\frac{|P_i|}{Q_i} < 1 \quad \text{for } i = 1, \ldots, q, \quad q \geq 1 \text{ if } r_i > \frac{1}{2}; \quad \text{and}
\]

\[
\frac{|P_q|}{Q_q} < 1 \quad \text{for } q \geq 3 \text{ if } r_q > \frac{1}{2} \text{ and}
\]

\[
\frac{|P_q|}{Q_q} < 1 \quad \text{for } q = 1 \text{ or } 2 \text{ if } r_q > \frac{1}{2}. \quad \square
\]

If \( r_1, \ldots, r_q \) are all chosen equal to a common value \( r \), then condition (3.12) becomes equivalent to having \( r \) satisfy \( L^1_q(1/r) = 0 \), where \( L^1_q(x) \) is the Laguerre polynomial of index 1 and degree \( q \). We thus retrieve as a special case a class of "restricted" rational functions used in [2] and [15], among others.

It is also known that for IRKC methods, \( r_1, \ldots, r_q \) are the eigenvalues of \( A \). Thus, if the \( r_i \)'s are distinct (in addition to satisfying the conditions of stability and consistency), then we can write \( A = S^{-1}AS \), where \( A = \text{diag}(r_1, \ldots, r_q) \). In Section 5 we shall show that in this case the equations (3.2) decouple, leading to \( q \) independent equations that may be handled simultaneously.

We end this section by exhibiting a family of 2-stage third-order IRKC methods \( v = p = 3 \). Let \( r_1, r_2 \) be two free parameters. The relation (3.12) in this case reduces to

\[(3.14) \quad \frac{1}{6} - \frac{1}{3}(r_1 + r_2) + r_1r_2 = 0 \]

and gives \( v = p = 3 \). Furthermore, a straightforward computation gives \( \tau_1 = r_1 + r_2 + \sqrt{r_1^2 + r_2^2} \), \( \tau_2 = r_1 + r_2 - \sqrt{r_1^2 + r_2^2} \).

\[
A = \frac{1}{\tau_2 - \tau_1} \begin{bmatrix} \tau_1\tau_2 - \frac{1}{2}\tau_1^2 & -\frac{1}{2}\tau_1^2 \\ \frac{1}{2}\tau_2^2 & \tau_1\tau_2 - \frac{1}{2}\tau_2^2 \end{bmatrix}, \quad b = \frac{1}{\tau_2 - \tau_1} \begin{bmatrix} \tau_2 - \frac{1}{2} \\ -\tau_1 + \frac{1}{2} \end{bmatrix}.
\]

It can be shown that for \( r_1, r_2 \geq \frac{1}{2} \), this family of methods satisfies (3.7), and (3.6) if, in addition, \( r_1, r_2 > \frac{1}{2} \). In a similar manner, arbitrarily high-order \( v = p = q + 1 \) IRKC methods can be constructed satisfying (3.6). However, it is known that for \( v \geq 2 \), (3.7)-(3.9) imply that \( v = 2q - 1 \) or \( 2q \) (cf., e.g., Theorem 1 in [6]). Thus, for this class of methods, (3.7) cannot hold for \( q \geq 3 \).
4. Stability and Convergence of the Base Scheme. Letting $\mathcal{L}_h^n: \mathcal{S}_h \to \mathcal{S}_h$ denote the operator $\text{diag}\{L_h^{n,1}, \ldots, L_h^{n,q}\}$, with $L_h^{n,i} \equiv L_h(t_n^{n,i})$, we can write (3.2) and (3.1) as

\begin{equation}
(I + kA\mathcal{L}_h^n)\dot{U}_h^n = eU_h^n,
\end{equation}

\begin{equation}
U_h^{n+1} = \mathcal{R}_h^nU_h^n = \left\{ I - kb^T\mathcal{L}_h^n(I + kA\mathcal{L}_h^n)^{-1}e \right\} t/A^n.
\end{equation}

Here $A\mathcal{L}_h^n$ is understood in the sense of composition of operators on $\mathcal{S}_h$, with $A$ viewed as an operator on $(L^2)^q$. Similarly, we define $\mathcal{L}_h^n = \text{diag}\{L_h^n, \ldots, L_h^n\}$. Let us also mention that, in the sequel, $\| \cdot \|$ will also denote the norm \( \|\phi_1\|^2 + \cdots + \|\phi_q\|^2 \)^{1/2}, with $(\phi_1, \ldots, \phi_q) \in \mathcal{S}_h$, as well as the corresponding operator norm.

We now briefly describe the results of this section. In Proposition 4.1, we establish the invertibility of the operator $(I + kA\mathcal{L}_h^n)$ and obtain estimates on norms of various associated operators, provided the eigenvalues of $A$ satisfy $\text{Re} \lambda \geq 0$ and $\lambda \neq 0$. This condition will be assumed throughout the paper; in fact, we shall assume in Section 5 that the eigenvalues of $A$ are positive, real. The proof is a simplification of that of Crouzeix. We give it here for the sake of completeness. In Theorem 4.1, we obtain a stability estimate for the operator $\mathcal{R}_h^n$ in the $\| \cdot \|$-norm, for IRK methods satisfying (3.4) or (3.6). In Theorem 4.2, we obtain an improved stability estimate for methods satisfying a stronger version of (3.7). In Theorem 4.3, we estimate the local truncation error, again in the $\| \cdot \|$-norm, for methods satisfying (3.8) and (3.9). These results, when combined, give the convergence of the approximations generated by the base scheme (3.1)–(3.3).

**Proposition 4.1.** Suppose the eigenvalues of $A$ satisfy $\text{Re} \lambda \geq 0$ and $\lambda \neq 0$. Then

(i) $I + kA\mathcal{L}_h^n$ is invertible and the following estimate holds:

\begin{equation}
\| (k\mathcal{L}_h^n)^\theta (I + kA\mathcal{L}_h^n)^{-1} \| \leq c, \quad 0 \leq \theta \leq 1,
\end{equation}

where $(\mathcal{L}_h^n)^\theta = \text{diag}\{(L_h^n)^\theta, \ldots, (L_h^n)^\theta\}$.

(ii) There exists a $k_0 > 0$ such that for $k < k_0$, $I + kA\mathcal{L}_h^n$ is invertible and the following estimate holds:

\begin{equation}
\| (I + kA\mathcal{L}_h^n)^{-1} \| \leq \| (k\mathcal{L}_h^n)^{1/2} (I + kA\mathcal{L}_h^n)^{-1} \| \leq c.
\end{equation}

**Proof.** (i) Let $S^{-1}AS$ be the Jordan decomposition of $A$, with $A$ lower triangular; then $I + kA\mathcal{L}_h^n = S^{-1}(I + k\Lambda_\mathcal{L}_h^n)S$. Let $\Lambda_j$ be the $i_j \times i_j$ block of $\Lambda$ corresponding to the eigenvalue $\lambda_j$, and consider the diagonal operator $\mathcal{L}_h^{n,j} = \text{diag}\{L_h^{n,j}, \ldots, L_h^{n,j}\}$ on $(S_h)^n$. Now $I + k\Lambda_j\mathcal{L}_h^{n,j}$ is invertible since $L_h^{n,j}$ is symmetric, positive definite, and $\text{Re} \lambda_j > 0$. It follows that $I + kA\mathcal{L}_h^n$ is invertible. Moreover,

\begin{equation}
((I + k\Lambda_j\mathcal{L}_h^{n,j})^{-1})_{ij} = \begin{cases} 0, & j > i, \\ (-kL_h^{n,j-1})(I + k\lambda_jL_h^{n,j})^{-(i-j+1)}, & 1 \leq j \leq i \leq i_j, \end{cases}
\end{equation}

Using a spectral argument, it follows from (4.5), since $\text{Re} \lambda_j > 0$ and $\lambda_j \neq 0$, that for $0 \leq \theta \leq 1$, $\|(k\mathcal{L}_h^{n,j})^\theta(I + k\Lambda_j\mathcal{L}_h^{n,j})^{-1}\| \leq c$. This in turn gives (4.3).

(ii) We write $I + kA\mathcal{L}_h^n = (I + kA\mathcal{L}_h^n)(I - E)$, where

\begin{equation}
E = (I + kA\mathcal{L}_h^n)^{-1}kA(\mathcal{L}_h^n - \mathcal{L}_h^n).
\end{equation}
Letting $yH^n = (S^n - \text{diag}\{\tau^1, \ldots, \tau^n\})$, we have
\[
(L^n)^{1/2}(I + kA)S^n(I + kA)^{-1/2} = (I + kA)S^n(I - (L^n)^{1/2}E(S^n)^{1/2}).
\]
It follows from (2.5) and (4.3) with $\theta = 1/2$ that
\[
\|((L^n)^{1/2}E(S^n)^{1/2})\| \leq ck.
\]
Hence, $I + kA$ is invertible if $ck < 1$. Now, as in the above,
\[
\|(kL^n)^{1/2}(I + kA)^{-1}||
\begin{align*}
&= \left\|[I - (L^n)^{1/2}E(S^n)^{1/2}]^{-1}(kL^n)^{1/2}(I + kA)^{-1}\right\| \leq c,
\end{align*}
\]
from (4.7) and (4.3) with $\theta = 1/2$. Now note that from (4.8), $\|(kL^n)^{1/2}\phi\| \leq c\|(I + kA)^{-1}\phi\|$ for all $\phi \in S_n$. Thus, from (2.6),
\[
\|\phi\|^2 = ((I + kA)^{-1}\phi, \phi) - k(A)^{-1}\phi, \phi
\leq \|((I + kA)^{-1}\phi, \phi) + c\|(kL^n)^{1/2}\phi\|^2.
\]
Using the arithmetic-geometric mean inequality, we get from the above that $\|\phi\| \leq c\|(I + kA)^{-1}\phi\|$, or $\|((I + kA)^{-1}\psi\| \leq c\|\psi\|$, with $\psi \in S_n$. This together with (4.8) gives (4.4).

**Theorem 4.1.** Suppose that the eigenvalues of $A$ satisfy $\Re \lambda > 0$, $\lambda \neq 0$ and that (3.4) holds. Let $\xi^n, \xi^{n+1}$, $\psi^{n+1}$ in $S_n$ be given by $\xi^{n+1} = \mathcal{R}_h^n\xi^n + \psi^{n+1}$. Then there exists a constant $\tilde{c}$ such that for any $c^* > 0$,
\[
\|\xi^{n+1}\|_{\mathcal{C}+n+1}^2 \leq (1 + \tilde{c}k)\|\xi^n\|_{\mathcal{C}+n}^2
\begin{align*}
&- \frac{\delta}{3} \left|I - r(kL_n)^{-1}\right|\left|I + c^*kL_n\right|\|\xi^n\|_{\mathcal{C}+n+1}^2, \psi^{n+1}\| + 2\|\mathcal{R}_h^n - r_n\|\|\xi^n\|_{\mathcal{C}+n+1}^2 + 2\|\psi^{n+1}\|_{\mathcal{C}+n+1}^2, \psi^{n+1}\|.
\end{align*}
\]
where $\delta$ is as in (3.5). Moreover, if (3.6) holds and the constant $c(1)$ in (2.5) is sufficiently small, then $\tilde{c} < 0$.

**Proof.** We let $r_n^c = r(kL_n^c)$ and note that $r_n^c = I - kT_n^c(I + kA)^{-1}e$. We have
\[
\|\xi^{n+1}\|^2 \leq \|r_n^c\|\|\xi^n\|^2 + 2\|\mathcal{R}_h^n - r_n^c\|\|\xi^n\|\|\psi^{n+1}\| + 2\|\psi^{n+1}\|_{\mathcal{C}+n+1}^2.
\]
From (2.3), (3.4) and (3.10) it follows that there exists $c_1 > 0$, $k_0 > 0$ sufficiently small such that
\[
\|r_n^c\| = \max_{\lambda \in \sigma(L_n^c)} |r(k\lambda)| \leq 1 - c_1k, \quad 0 < k < k_0;
\]
moreover, $c_1 > 0$ if (3.6) holds. This implies that $I + r_n^c$ and $I - r_n^c$ are nonnegative definite. Hence, using (3.5) and (4.11),
\[
\|r_n^c\|\|\xi^n\|^2 = \left\|([I + r_n^c] - [I - r_n^c])\xi^n\| = \left\|[I + r_n^c][I - r_n^c]^{1/2}\xi^n, [I - r_n^c]^{1/2}\xi^n\right\|
\begin{align*}
&= \|\phi\|^2 - \delta\left\|([I - r_n^c]\xi^n, \xi^n)\right\| - \frac{\delta}{2}([I - r_n^c]\xi^n, \xi^n).
\end{align*}
\]

Now with $E$ as in (4.6), after lengthy computations,
\begin{equation}
\mathcal{R}_h^n - r_h^n = b^T \left[ (I + kA_L^n)^{-1} (kL_h^n)^{1/2} \right] \left[ (T_h^n)^{1/2} (L_h^n - L_h^n) (T_h^n)^{1/2} \right] \left[ I - (L_h^n)^{1/2} E (T_h^n)^{1/2} \right]^{-1} (kL_h^n)^{1/2} (I + kA_L^n)^{-1} E.
\end{equation}

Hence, from (2.5), (4.3), and (4.7), for $k$ sufficiently small,
\begin{equation}
\| \mathcal{R}_h^n - r_h^n \| + \| (L_h^n)^{1/2} (\mathcal{R}_h^n - r_h^n) (T_h^n)^{1/2} \| \leq c_2 k, \quad c_2 = c \cdot c(1).
\end{equation}

Using this and (4.12) in (4.10), we get for any $\epsilon > 0$,
\begin{align*}
(1 - c_2 k - \epsilon k) \| \xi^{n+1} \|^2 &\leq \left( 1 - \frac{\delta c_1}{2} k + c_2 k \right) \| \xi^n \|^2 - \frac{\delta}{2} \left[ (I - r_h^n) \xi^n, \xi^n \right] \\
&\quad + \epsilon^{-1} k^{-1} \| \psi^{n+1} \|^2.
\end{align*}

Now letting $\xi^i = (kL_h^n)^{1/2} \xi^n$, $i = n, n + 1$, and $\psi^{n+1} = (kL_h^n)^{1/2} \psi^{n+1}$, we get exactly as before,
\begin{align*}
(1 - c_2 k - \epsilon k) \| \xi^{n+1} \|^2 &\leq \left( 1 - \frac{\delta c_1}{2} k + c_2 k \right) \| \xi^n \|^2 \\
&\quad - \frac{\delta}{2} \left[ (I - r_h^n) \xi^n, \xi^n \right] + \epsilon^{-1} k^{-1} \| \psi^{n+1} \|^2;
\end{align*}

(4.9) now follows from the last two inequalities and (2.5). Also, if $\delta > 0$ and $c_2$ (i.e., $c(1)$) is small, then it is the case that $\bar{c} < 0$. \hfill $\square$

The constant $\bar{c}$ in (4.9) is negative provided (3.6) holds and $L_h(t)$ changes slowly with $t$. We shall show that this latter requirement can be waived in the case of methods that satisfy a stronger stability condition and are dissipative in the sense that

(4.15)

$$|\tau(\infty)| = |1 - b^TA^{-1}e| < 1.$$

**Theorem 4.2.** Suppose that the eigenvalues of $A$ satisfy $\text{Re} \lambda > 0$, $\lambda \neq 0$ and that (3.7) and (4.15) hold. Suppose in addition that $b_i > 0$, $i = 1, \ldots, q$. Let $\xi^{n+1}$, $\xi^n$, $\psi^{n+1}$ in $S_h$ satisfy $\xi^{n+1} = \mathcal{R}_h^n \xi^n + \psi^{n+1}$. Then there exist constants $c_*, c_1 > 0$, $\bar{c} < 0$ such that

(4.16) $\| \xi^{n+1} \|^2_{c^*, n+1} \leq (1 + \bar{c} k) \| \xi^n \|^2_{c^*, n} - c_1 k (L_h^n \psi^n, \xi^n) + c k^{-1} \| \psi^{n+1} \|^2_{c^*, n+1}.$

**Proof.** For simplicity we shall assume that $\psi^{n+1} = 0$. Let $\{ \phi^i \}_{i=1}^q$ in $S_h$ be given by

(4.17) $\phi^i = \xi^n - k \sum_{j=1}^q a_{ij} L_h^n \phi^j$, \quad $i = 1, \ldots, q.$

Then

(4.18) $\xi^{n+1} = \xi^n - k \sum_{i=1}^q b_i L_h^n \phi^i.$

Now from (4.17) and (4.18),
\begin{align*}
\| \xi^{n+1} \|^2 &= \| \xi^n \|^2 - 2k \sum_{i=1}^q b_i (\xi^n, L_h^n \phi^i) + k^2 \sum_{i, j=1}^q b_i b_j (L_h^n \phi^i, L_h^n \phi^j) \\
&= \| \xi^n \|^2 - 2k \sum_{i=1}^q b_i (\phi^i, L_h^n \phi^i) - k^2 \sum_{i, j=1}^q m_{ij} (L_h^n \phi^i, L_h^n \phi^j),
\end{align*}
where \( m_{ij} = a_{ij} b_i + a_{ji} b_j - b_i b_j \). Letting \( L_h^::\phi^i = \sum_{i=1}^d c_i x_i \), where \( \{ x_i \}_{i=1}^d \) is an \( L^2 \)-orthonormal basis for \( S_h \), we get
\[
\sum_{i,j=1}^q m_{ij} \langle L_h^::\phi^i, L_h^::\phi^j \rangle = \sum_{i=1}^d \sum_{j=1}^q m_{ij} c_i c_j \geq 0.
\]
Hence,
\[
(4.19) \| \xi^{n+1} \|^2 \leq \| \xi^n \|^2 - 2 k \sum_{i=1}^q b_i \langle L_h^::\phi^i, \phi^i \rangle \leq \| \xi^n \|^2.
\]
Also, from (4.17) and (4.18) with \( a_{ij} = (A^{-1})_{ij} \),
\[
(L_h^{n+1}, \xi^{n+1}) = (L_h^n, \xi^{n+1}) - k \sum_{i=1}^q b_i \langle L_h^::\phi^i, L_h^{n+1} \rangle
\]
\[
= r(\infty)(L_h^n, \xi^{n+1}) + \sum_{i,j=1}^q b_i a_{ij} \langle L_h^::\phi^i, \xi^{n+1} \rangle.
\]
Thus, for any \( \varepsilon > 0 \),
\[
\{ 1 - \frac{1}{2} |r(\infty)| - \varepsilon \} (L_h^{n+1}, \xi^{n+1}) \leq \frac{1}{2} |r(\infty)| (L_h^n, \xi^n) + c e^{-\varepsilon} \sum_{i=1}^q \langle L_h^::\phi^i, \phi^i \rangle .
\]
Now it follows from (2.5) that \( (L_h^::\phi^i, \phi^i) \leq (1 + ck) (L_h^n, \xi^n) \). Using this together with (4.19) and the fact that \( b_i > 0 \), we get
\[
\{ 1 - \frac{1}{2} |r(\infty)| - \varepsilon \} (L_h^{n+1}, \xi^{n+1}) \leq \frac{1}{2} |r(\infty)| (L_h^n, \xi^n) + c e^{-\varepsilon} \left\{ \| \xi^n \|^2 - \| \xi^{n+1} \|^2 \right\}.
\]
Since \( |r(\infty)| < 1 \), we can choose \( \varepsilon > 0 \) small enough so that for positive constants \( c_1, c_2, c_3 \) with \( c_3 > c_2 + c_1 \) we have
\[
\| \xi^{n+1} \|^2 + c_3 k \langle L_h^{n+1}, \xi^{n+1} \rangle 
\]
\[
\leq \| \xi^n \|^2 + (c_2 + c_1) k (L_h^n, \xi^n) - c_1 k (L_h^n, \xi^n).
\]
Using inequalities (2.3) and (4.17) follows from (4.20). \( \Box \)

**Remark 4.1.** It follows from (4.9) or (4.16) that \( \| U_h^m \|_{c^{\tau}, n} \leq (1 + ck) \| U_h^0 \|_{c^{\tau}, 0} \). Now if \( \hat{c} \) is negative, this could be interpreted as decay. For “long time” calculations, the dependence on \( \tau^* \) of the constants in (2.4) and (2.3) plays an important role; if these constants grow with \( \tau^* \), then \( k \) must be chosen accordingly small in order to have \( \hat{c} < 0 \).

We have assumed above that \( u^0 \) is sufficiently smooth and compatible so that \( u(t) \) is smooth for \( 0 \leq t \leq t^* \). Now since some of the constants \( \tau \) may be greater than 1, we shall henceforth assume that \( u(t) \) is smooth for \( 0 \leq t \leq t^{**} = t^* + k \max(0, \max(\tau_1 - 1)) \).

**Theorem 4.3.** Suppose that the eigenvalues of \( A \) satisfy \( \text{Re} \lambda \geq 0 \), \( \lambda \neq 0 \), and that (3.8) and (3.9) hold. Suppose \( u^0 \) is sufficiently smooth and compatible so that \( u(t) \in H^r \cap H^1_0 \), \( u^{(0)}(x) \in H^2 \cap H^1_0 \), \( u^{(0+1)}(t) \in L^2 \), \( 0 \leq t \leq t^{**} \), and that a constant \( c_{\mu} \) exists such that
\[
\| u^{(j)}(t) \|_m \leq c_{\mu} \| u^0 \|_\mu, \quad m, j \geq 0, 2j + m \leq \mu, 0 \leq t \leq t^{**},
\]
where \( \mu = \max\{r + 2, (\sigma + 1)\} \) and \( \sigma = \min\{p, \nu\} \).
Then, for any $c^* > 0$, there exists $c = c(c^*)$ such that

\[(4.22) \quad \| R_h^n w^n - w^{n+1} \|_{c^*,n+1} \leq c k^\sigma + k^{\sigma-1} h^2 + k^{\sigma-1/2} h + h' \| u^0 \|_\mu.\]

**Proof.** With $\tilde{W}^n = (w_-^{n,1}, \ldots, w_-^{n,q})^T$, $w_-^{n,j} = w(t_-^{n,j})$, and $\tilde{F}^n \in \mathcal{S}_h$ given by

\[(4.23) \quad (I + kA\mathcal{L}_h^n)\tilde{F}^n = -\left\{ \frac{T^\sigma}{\sigma} - AT^{\sigma-1} \right\} k^n \left( T^\sigma - \sigma T^{\sigma-1} \right) w^{(\sigma)}(t_-^n),\]

we write for some $\tilde{E}^n \in \mathcal{S}_h$,

\[(4.24) \quad (I + kA\mathcal{L}_h^n)(\tilde{W}^n + \tilde{F}^n + \tilde{E}^n) = ew^n.\]

We let $\mathcal{P}_0$, $\mathcal{P}_E^n$, $\tilde{\mathcal{P}}_E^n$ denote the diagonal operators with entries $P_0$, $P_{E,i}^n = T_h(t_-^{n,i})L(t_-^{n,i})$ and $L(t_-^{n,i})$, $i = 1, \ldots, q$, respectively. With $\tilde{U}^n = (u_-^{n,1}, \ldots, u_-^{n,q})^T$ and using $\mathcal{L}_h^n \tilde{W}^n = \mathcal{P}_0 \tilde{W}^n \mathcal{U}^n = -\mathcal{P}_0 \tilde{U}^n$, from (4.24) we get

\[(4.25) \quad (I + kA\mathcal{L}_h^n)\tilde{E}^n = -(I + kA\mathcal{L}_h^n)\tilde{F}^n + ew^n - kA\mathcal{P}_0 \tilde{U}^n - \tilde{W}^n + kA\mathcal{P}_0 \tilde{U}^n + kA \mathcal{P}_0 \tilde{U}^n - \tilde{W}^n.\]

With $z(t) = w(t) - P_0 u(t)$, and $\tilde{D}$ denoting the diagonal matrix satisfying $\tilde{D} e = \{ T^\sigma/\sigma - AT^{\sigma-1} \} e$, from (3.9) we get

\[(4.26) \quad \tilde{W}^n - ew^n - kA\tilde{W}^n = \frac{k^n}{(\sigma - 1)!} \tilde{D} w^{(\sigma)}(t_-^n) + Z^n,\]

where for $i = 1, \ldots, q$, and assuming for simplicity that $\sigma \geq 2$,

\[(\tilde{Z}_i^n)_j = \frac{-k^n}{(\sigma - 1)!} \tilde{D} z^{(\sigma)}(t_-^n) + \frac{1}{(\sigma - 1)!} \int_{t_-^n}^{t_-^{n,j}} (t_-^{n,i} - s)^{\sigma-2} z^{(\sigma)}(s) ds
- \frac{k}{(\sigma - 2)!} \sum_{j=1}^q a_{ij} \int_{t_-^n}^{t_-^{n,i}} (t_-^{n,i} - s)^{\sigma-2} z^{(\sigma)}(s) ds
+ \frac{1}{\sigma!} \int_{t_-^n}^{t_-^{n,i}} (t_-^{n,i} - s)^{\sigma-1} P_0 u^{(\sigma+1)}(s) ds
- \frac{k}{(\sigma - 1)!} \sum_{j=1}^q a_{ij} \int_{t_-^n}^{t_-^{n,i}} (t_-^{n,i} - s)^{\sigma-1} P_0 u^{(\sigma+1)}(s) ds.\]

Using this and (4.23) in (4.25), we get

\[(4.27) \quad \tilde{E}^n = -(I + kA\mathcal{L}_h^n)^{-1} \tilde{Z}_i^n + (I + kA\mathcal{L}_h^n)^{-1} kA(\mathcal{P}_0 \tilde{U}^n - \tilde{W}^n).\]

Now, using the identity

\[(4.28) \quad kA\mathcal{L}_h^n (I + kA\mathcal{L}_h^n)^{-1} = I - (I + kA\mathcal{L}_h^n)^{-1} = (I + kA\mathcal{L}_h^n)^{-1} kA\mathcal{L}_h^n,\]

from (4.24) we get

\[(4.29) \quad \mathcal{R}_h^n w^n - w_-^{n+1} = w^n - w_-^{n+1} + b^T A^{-1}(\tilde{W}^n - ew^n) + b^T A^{-1} \tilde{E}^n + b^T A^{-1} \tilde{Z}_i^n.\]

Expanding $\tilde{W}^n$ in a Taylor series at $t = t_-^n$,

\[(4.30) \quad b^T A^{-1}(\tilde{W}^n - ew^n) = \sum_{l=0}^{\sigma-1} b^T A^{-1} T_-^{l+1} e^{-k^{l+1}/(l+1)!} w^{(l+1)}(t^n) + b^T A^{-1} \tilde{Z}_i^n,\]
where for $i = 1, \ldots, q$,

\[
(Z^a_i) = \frac{1}{\sigma!} \left\{ - (k \tau_i)^{\sigma} \eta_i(t^n) + \sigma \int_{t^n}^{t_{n,i}} (t^n - s)^{\sigma-1} \eta_i(s) \, ds \right. \\
+ \left. \int_{t^n}^{t_{n,i}} (t^n - s)^{\sigma} u^{(\sigma+1)}(s) \, ds \right\}.
\]

From (3.8) and (3.9) we have $b^T A^{-1} T_{l+1} e = 1$, for $0 \leq l \leq \min\{p - 2, v - 1\}$. Using this in (4.30), from (4.29) we get

\[
\mathcal{R}_n w^n - w^{n+1} = \sum_{l=0}^{n-1} \frac{k^l}{l!} w^{(l)}(t^n) - w^{n+1} + b^T A^{-1} \left\{ T^n e \frac{k^\sigma}{\sigma!} w^{(\sigma)}(t^n) + \bar{E}^n \right\} \\
+ b^T A^{-1} \bar{E}^n + b^T A^{-1} \bar{Z}_2^n.
\]

Using (4.28) and (4.23), we get

\[
b^T A^{-1} \left\{ T^n \frac{k^\sigma}{\sigma!} w^{(\sigma)}(t^n) + \bar{E}^n \right\} \\
= b^T T^{-1} e \frac{k^\sigma}{(\sigma - 1)!} w^{(\sigma)}(t^n) + b^T A^{-1} (I + k A \mathcal{L}_h)^{-1} \\
\times k A \mathcal{L}_h^e e \frac{k^\sigma}{(\sigma - 1)!} w^{(\sigma)}(t^n) \\
= \bar{M}_1^n + \bar{M}_2^n.
\]

Note that from (3.8), $b^T T^{-1} e = 1/o$. Hence, $\bar{M}_1^n = (k^\sigma / \sigma!) w^{(\sigma)}(t^n)$. Using this and (4.32) in (4.31), we get

\[
\mathcal{R}_n w^n - w^{n+1} = \left( \sum_{l=0}^{n} \frac{k^l}{l!} w^{(l)}(t^n) - w^{n+1} \right) + \bar{M}_2^n + b^T A^{-1} \bar{E}^n + b^T A^{-1} \bar{Z}_2^n.
\]

We now estimate the terms in (4.33). From (4.27), and using (4.4),

\[
\| b^T A^{-1} \bar{E}^n \| + \left\| (kL_h)^{1/2} b^T A^{-1} \bar{E}^n \right\| \leq c \left\{ \| \bar{Z}_1^n \| + k \| \mathcal{R}_0 \bar{U}_n - \bar{W}_n \| \right\}.
\]

Now from (2.1) and (2.7),

\[
\| \mathcal{R}_0 \bar{U}_n - \bar{W}_n \| \leq \max_i \| P_0 w_i^{n,i} - w_i^{n,i} \|
\]

\[
\leq \max_i \left\{ \| P_0 w_i^{n,i} - w_i^{n,i} \| + \| w_i^{n,i} \| \right\} \leq c h^n \| u_0^0 \|_{r+2},
\]

\[
\| \bar{Z}_1^n \| \leq c \left( k^{\sigma h^2 + k^{\sigma+1}} \right) \| u_0^0 \|_{2(\sigma+1)}.
\]

We have, by using $\mathcal{L}_h^e \mathcal{L}_h^n = \mathcal{L}_0^e \mathcal{L}_h^n$ and (4.28),

\[
\bar{M}_2^n = \frac{k^\sigma}{(\sigma - 1)!} b^T A^{-1} \left[ I - (I + k A \mathcal{L}_h)^{-1} \right] \mathcal{E} \left[ w^{(\sigma)}(t^n) - \mathcal{L}_h^e u^{(\sigma)}(t^n) \right] \\
+ k (I + k A \mathcal{L}_h)^{-1} A \mathcal{L}_0^e \mathcal{L}_h^n u^{(\sigma)}(t^n).
\]

Using $\| \mathcal{L}_h^e u^{(\sigma)}(t^n) \| \leq c \| u_0^0 \|_{2(\sigma+1)}$ and (4.4) in (4.37), we get

\[
\| \bar{M}_2^n \| + \left\| (kL_h^{1/2} \bar{M}_2^n \right\|
\]

\[
\leq ck^{\sigma+1} \| u_0^0 \|_{2(\sigma+1)} + ck^{\sigma} \max_i \left\{ \| w^{(\sigma)}(t^n) - P_E^{n,i} u^{(\sigma)}(t^n) \| \\
+ \left\| (kL_h^{1/2} \left[ w^{(\sigma)}(t^n) - P_E^{n,i} u^{(\sigma)}(t^n) \right] \right\| \right\}.
\]
Now from
\[ w^{(a)}(t^n) - P^n_{h}u^{(a)}(t^n) = w^{(a)}(t^n) - u^{(a)}(t^n) + (T^n_{h} - T^n_{h})L^n_{h}u^{(a)}(t^n), \]
and using (2.2) and (2.7), we get
\[ \|w^{(a)}(t^n) - P^n_{h}u^{(a)}(t^n)\| \leq c h^2 \|u^0\|_{2(a+1)}. \]  
Similarly, from (2.2), (2.4) and (2.7),
\[ \|(kL^n_{h})^{1/2}[w^{(a)}(t^n) - P^n_{h}u^{(a)}(t^n)]\| \]
\[ \leq c h^{1/2}\{\|w^{(a)}(t^n) - u^{(a)}(t^n)\|_I + \|(T^n_{h} - T^n_{h})L^n_{h}u^{(a)}(t^n)\|_I\} \]
\[ \leq c h^{1/2} \|u^0\|_{2(a+1)}. \]
Using (4.39) and (4.40) in (4.38), we get
\[ \|\tilde{M}_2^n\| + \|(kL^n_{h})^{1/2}\tilde{M}_2^n\| \leq c \{k^{a+1} + h^2 + k^a\} \|u^0\|_{2(a+1)}. \]

It remains to estimate the first and last terms in (4.33). These are similar, so only
the first term will be considered. We have
\[ \rho = \sum_{l=0}^{a} \frac{k^l}{l!} w^{(l)}(t^n) - w^{n+1} \]
\[ = \frac{1}{a!} \left( k^a \eta^{(a)}(t^n) - \sigma \int_{t^n}^{t^{n+1}} (t^{n+1} - s)^{a-1} \eta^{(a)}(s) \, ds \right. \]
\[ \left. - \int_{t^n}^{t^{n+1}} (t^{n+1} - s)^{a} u^{(a+1)}(s) \, ds \right). \]
Now from (2.7) it follows that
\[ \|\rho\| \leq c \{k^{a+1} - h^2 + \} \|u^0\|_{2(a+1)}. \]
To estimate \(\|(kL^n_{h})^{1/2}\rho\|\), we write with \(P^n_{h} = T^n_{h}L^n_{h}\),
\[ \rho = \frac{1}{a!} \left( k^a \eta^{(a)}(t^n) - \sigma \int_{t^n}^{t^{n+1}} (t^{n+1} - s)^{a-1} \eta^{(a)}(s) \, ds \right. \]
\[ + k^a [I - P^n_{h}]u^{(a)}(t^n) - \sigma \int_{t^n}^{t^{n+1}} (t^{n+1} - s)^{a-1}[I - P^n_{h}]u^{(a)}(s) \, ds \right) \]
\[ + \frac{1}{a!} \left( k^a P^n_{h}u^{(a)}(t^n) - \sigma \int_{t^n}^{t^{n+1}} (t^{n+1} - s)^{a-1}P^n_{h}u^{(a)}(s) \, ds \right) \]
\[ = \rho_1 + \rho_2. \]
From (2.3), (2.4) and the Cauchy-Schwarz inequality,
\[ (L^n_{h}\rho, \rho) \leq c \|\rho\|_I^2 \leq c \|\rho_1\|_I^2 + c \|\rho_2\|_I^2 \leq c \|\rho_1\|_I^2 + c (L^n_{h}\rho_2, \rho_2) \]
\[ \leq c \|\rho_1\|_I^2 + c \|L^n_{h}\rho_2\|\{\|\rho\| + \|\rho_1\|\}. \]
Now using (2.2) and (2.7) we get
\[ \|\rho_1\| + h\|\rho_1\|_I \leq c k^a h^2 \|u^0\|_{2(a+1)}. \]  
Also, using \(L^n_{h}P^n_{h} = P_{h}L^n_{h}\), we have \(\|L^n_{h}\rho_2\| \leq c k^a \|u^0\|_{2(a+1)}. \) Hence,
\[ \|(kL^n_{h})^{1/2}\rho\| \leq c \{k^a + k^{a-1/2}h\} \|u^0\|_{2(a+1)}. \]
(4.22) now follows from (4.33)–(4.36), (4.38), (4.41)–(4.44) and (2.9).
**Remark 4.2.** Using Young's inequality, we get \( k^{\sigma - 1}h^2 + k^{\sigma - 1/2}h \leq c(k^{\sigma} + h^{\rho}) \) under the mild restriction \( 2\sigma \geq r \). The above inequality also follows from \( h^2 < ck \), for any constant \( c \). Alternatively, we could have obtained the bound \( k^{\sigma} + h^{\rho} \) directly at the price of imposing slightly higher regularity on \( u^0 \).

Henceforth, we shall let \( \delta = \delta(k, h, \sigma, r) = k^{\sigma} + k^{\sigma - 1}h^2 + k^{\sigma - 1/2}h + h^{\rho} \). We have

**Theorem 4.4.** Let \( \{U^n_h\}_{n=0}^{n^*} \) be given by (3.1)–(3.3). Then under the conditions of Theorem 4.1 or Theorem 4.2 and Theorem 4.3, there exists a constant \( c = c(c^*) \) such that

\[
\max_{0 \leq n \leq n^*} \|U^n_h - w^n\|_{c^*,n} \leq c\delta\|u^0\|_\mu, \tag{4.45}
\]

\[
\max_{0 \leq n \leq n^*} \|U^n_h - u^n\| \leq c\delta\|u^0\|_\mu, \tag{4.46}
\]

where \( \mu = \max\{r + 2, 2(\sigma + 1)\} \), \( \sigma = \min\{p, \nu\} \) and \( c^* \) is as in Theorem 4.1 or Theorem 4.2.

**Proof.** From (4.22) and (4.9) or (4.16),

\[
\|U^{n+1}_h - w^{n+1}\|_{c^*,n+1}^2 \leq (1 + \bar{\delta}k)\|U^n_h - w^n\|_{c^*,n}^2 + c\delta^2\|u^0\|_\mu^2,
\]

\[
0 \leq n \leq n^* - 1.
\]

A standard technique then yields

\[
\|U^n_h - w^n\|_{c^*,n}^2 \leq (1 + \bar{\delta}k)^n\|U^0_h - w^0\|_{c^*,0}^2 + c\delta^2\|u^0\|_\mu^2 \sum_{l=0}^{n-1} (1 + \bar{\delta}k)^l.
\]

Note that

\[
\sum_{l=0}^{n-1} (1 + \bar{\delta}k)^l = \begin{cases} n, & \bar{\delta} = 0, \\ (1 + |\bar{\delta}|k)^{-1}, & \bar{\delta} < 0. \end{cases}
\]

It remains thus to estimate \( \|U^0_h - w^0\|_{c^*,0} \). But from (3.3), \( (I + k\lambda L^0_h)(U^0_h - w^0) = P_0u^0 - w^0 \). Since \( \lambda > 0 \), (2.1), (2.7), and (4.3) give at once \( \|U^0_h - w^0\|_{c^*,0} \leq c\delta\|u^0\|_\nu \). □

**Remark 4.3.** The dependence on \( t^* \) of the constant \( c \) in (4.45) and (4.46) can be described in terms of the dependence on \( t^* \) of the constants in (2.2)–(2.9) and \( c^* \) in (4.21), and the sign of \( \bar{\delta} \). If \( \bar{\delta} > 0 \), then \( c \) may depend on \( t^* \) exponentially, regardless of other factors. If, on the other hand, \( \bar{\delta} < 0 \) and the above constants are independent of \( t^* \), then \( c \) is also independent of \( t^* \).

**5. Preconditioned Iterative Methods.** The base scheme (3.1)–(3.3) involves solving at each time step a linear system of equations with coefficient matrix \( I + kA\mathcal{L}^n_h \) (with respect to some basis for \( S_h \)). Two major difficulties are immediately revealed. Since \( A \) is in general a full matrix (e.g., this is the case if \( \nu = p \)), \( I + kA\mathcal{L}^n_h \) is, in general, a full \( q \) by \( q \) block matrix. The second difficulty stems from the fact that \( \mathcal{L}^n_h \) depends on \( n \), and hence requires new factorizations at each time step.

In this section, we shall describe two variants of the base scheme, which will substantially alleviate these difficulties, and at the same time, will preserve the stability and accuracy of the base scheme. Furthermore, we shall show that if the eigenvalues of \( A \) are real, positive, and distinct, then the \( q \) intermediate stages decouple, i.e., they can be solved independently and simultaneously.
We begin by describing a class of Preconditioned Iterative Methods (or PIM) designed to avoid new matrix factorizations at each time step. Such iterative methods were used in the context of time stepping for parabolic problems by Douglas, Dupont and Ewing [13], and Bramble and Sammon [5].

Let \( \mathcal{H} \) be a finite-dimensional Hilbert space with inner product \( \langle \cdot, \cdot \rangle_\mathcal{H} \) and norm \( \| \cdot \|_\mathcal{H} = (\langle \cdot, \cdot \rangle_\mathcal{H})^{1/2} \). Suppose \( M, M_0 \) are symmetric positive definite operators on \( \mathcal{H} \), and are equivalent in the sense that for constants \( c_2 \geq c_1 > 0 \),

\[
(5.1) \quad c_1 \langle M_0 \phi, \phi \rangle_\mathcal{H} \leq \langle M \phi, \phi \rangle_\mathcal{H} \leq c_2 \langle M_0 \phi, \phi \rangle_\mathcal{H} \quad \forall \phi \in \mathcal{H}.
\]

Suppose also that we want to solve the linear system \( Mx = b \), \( b \in \mathcal{H} \), and that solving the linear system \( M_0 y = z \) is relatively inexpensive. Given \( x^{(0)} \in \mathcal{H} \), these PIMs (with \( M_0 \) as the preconditioner) generate approximations \( \{x^{(j)}\}_{j=0}^\infty \) to \( x \). These iterative methods possess the following properties (cf. [1], [5]).

1. Given \( \{x^{(j)}\}_{j=0}^\infty \), calculating \( x^{(j+1)} \) involves only evaluating \( M_0 \phi, M_0 \phi, \phi \in \mathcal{H} \), computing inner products \( \langle M_0 \phi, \phi \rangle_{\mathcal{H}}, \langle M \phi, \phi \rangle_{\mathcal{H}} \) and solving linear systems \( M_0 \phi = \psi, \psi \in \mathcal{H} \).

2. There is a smooth decreasing function \( \rho: (0,1] \to [0,1) \) with \( \rho(1) = 0 \), and such that (with \( c_1, c_2 \) as in (5.1)),

\[
(5.2) \quad \| M_0^{1/2} (x^{(j)} - x) \|_\mathcal{H} \leq c \left[ \rho \left( \frac{c_1}{c_2} \right) \right]^{1/2} M_0^{1/2} (x^{(0)} - x) \|_\mathcal{H}.
\]

A particularly efficient PIM is the preconditioned conjugate-gradient method, with \( \rho(s) = (1 - \sqrt{s})/(1 + \sqrt{s}) \). Also, it does not require knowledge of the constants \( c_1, c_2 \).

In the sequel, we shall let \( \mathcal{H} = S_h \) and equip it with the \( L^2 \)-norm. Since \( S^n_h \) contains operators \( L_h(\cdot) \) evaluated at different time levels, we shall consider the splitting \( I + kA \mathcal{L}_h^n - kA(\mathcal{L}_h^n - \mathcal{P}_h^n) \) and use it to define the iteration

\[
(5.3) \quad (I + kA \mathcal{L}_h^n) V_{i+1}^n = eU_h^n + kA(\mathcal{L}_h^n - \mathcal{P}_h^n) V_i^n, \quad i = 0, 1, \ldots; \quad V_0^n \in S_h.
\]

We shall refer to this as the “outer iteration”. The following result concerns the application of (5.3) to the system

\[
(5.4) \quad (I + kA \mathcal{P}_h^n) V^n = eU_h^n.
\]

**Proposition 5.1.** Let \( V^n \in S_h \) be the solution of (5.4) and let \( \{V_i^n\}_{i \geq 0} \) be given by (5.3). Then for any \( c^* > 0 \),

\[
(5.5) \quad \| V^n - V_{i+1}^n \|_{L^2(S_h)} \leq c(c^*) k \| V^n - V_i^n \|_{L^2(S_h)}, \quad i \geq 0.
\]

**Proof.** From \( (I + kA \mathcal{L}_h^n)(V^n - V_{i+1}^n) = kA(\mathcal{L}_h^n - \mathcal{P}_h^n)(V^n - V_i^n) \), written as

\[
V^n - V_{i+1}^n = (I + kA \mathcal{L}_h^n)^{-1}(k \mathcal{L}_h^n)^{1/2} A(\mathcal{L}_h^n)^{1/2}(\mathcal{L}_h^n - \mathcal{P}_h^n)(\mathcal{P}_h^n)^{1/2}
\times (k \mathcal{L}_h^n)^{1/2}(V^n - V_i^n),
\]

(5.5) follows by using (2.5), (4.3) and (2.9). \( \square \)

In what follows, we shall be able to restrict the number of outer iterations to one for \( n \geq \sigma - 1 \). For \( n < \sigma - 1 \), we need not iterate more than \( \sigma \) times.

We shall approximate \( V_{i+1}^n \) in (5.3) using a PIM, which shall be referred to as the “inner iteration”. Let \( S^{-1} \Lambda S \) be the Jordan decomposition of \( \Lambda \), with \( \Lambda \) lower triangular. With \( V_{i+1}^n \) an approximation to \( V^n \), we write (5.3) in the more convenient
form (redefining $V_{i+1}^n$)

\[
(I + k\Lambda \mathcal{L}_h^n)SV_{i+1}^n = SeU_h^n + k\Lambda S(\mathcal{L}_h^n - \mathcal{L}_h^n)V_i^{n,j}, \quad i = 0, 1, \ldots ,
\]

\[
(I + k\Lambda \mathcal{L}_h^n) = \begin{bmatrix}
I + k\lambda_1 L_h^n & k\theta_1 L_h^n & \cdots & 0 \\
0 & I + k\lambda_2 L_h^n & \cdots & k\theta_2 L_h^n \\
& \cdots & \cdots & \cdots \\
& & & I + k\lambda_q L_h^n
\end{bmatrix},
\]

where for $q \geq 1$, $\theta_i = 0$ or $1$. With $\theta_0 = 0$, we write (5.6) as

\[
(I + k\lambda_i L_h^n)(SV_{i+1}^n)_i = (SeU_h^n + k\Lambda S(\mathcal{L}_h^n - \mathcal{L}_h^n)V_i^{n,j})_i
\]

\[\quad - k\theta_{i-1} L_h^n(SV_{i+1}^n)_{i-1}, \quad i = 1, \ldots , q.
\]

For $\lambda > 0$ fixed, $I + k\lambda L_h^n$ and $I + k\lambda_i L_h^n$ are symmetric, positive definite and equivalent in the sense of (5.1). With an initial guess $V_{i+1,0}^n$, we apply $j_{i+1}$ iterations of the PIM recursively for each $i$, $i = 1, \ldots , q$. We obtain

\[
\|V_{i+1}^n - V_{i+1,0}^n\|_{\lambda,0} \leq \beta_{i+1}\|V_{i+1}^n - V_{i+1,0}^n\|_{\lambda,0}, \quad \beta_{i+1} < 1.
\]

We now make the following simple but important observation: If the eigenvalues of $A$ are distinct, then $\theta_i = 0$, $i = 1, \ldots , q - 1$, thus the matrix $I + k\lambda L_h^n$ becomes diagonal and (5.7) decouples into $q$ independent linear systems, which can be handled simultaneously, or in "parallel", on a computer with at least $q$ independent processors. An equally important fact is that we know how to construct IRK methods having the required properties; specifically, the (real) IRKC methods described in Section 3. These methods are of arbitrarily high, optimal order (optimal in the sense that $p = q + 1$) and stable in the sense of (3.6) (or (3.7) for $q = 2$), and with eigenvalues of $A$ that are real, positive, and distinct. A reasonable choice for $\lambda$ would then be $q^{-1}\sum_{j=1}^q \lambda_j$.  

We next analyze a procedure that consists of a cycle of one outer iteration followed by a certain number of inner iterations.

**Proposition 5.2.** Suppose the eigenvalues of $A$ are real and positive. Let $V_{i+1}^{n,j}$ be an approximation to $V^n$, the solution of (5.4), and let $V_{i+1,0}^{n,j}$ be an approximation to $V_{i+1}^{n,j}$, the solution of (5.6), obtained by applying $j_{i+1}$ iterations of the PIM with $I + k\lambda L_h^n$ as preconditioner, $\lambda > 0$, and initial guess $V^n_{i+1,0} = V_{i+1,0}^{n,j}$. Then

\[
\|V^n - V_{i+1,0}^{n,j}\|_{\lambda,0} \leq (ck + \beta_{i+1})\|V^n - V_{i+1}^{n,j}\|_{\lambda,0}.
\]

Proof. From (5.5), (5.8) and since $V_{i+1,0}^{n,j} = V_{i+1}^{n,j}$,

\[
\|V^n - V_{i+1,0}^{n,j}\|_{\lambda,0} \leq \|V^n - V_{i+1}^{n,j}\|_{\lambda,0} + \|V_{i+1}^{n,j} - V_{i+1,0}^{n,j}\|_{\lambda,0}.
\]

\[
\leq ck\|V^n - V_{i+1}^{n,j}\|_{\lambda,0} + \beta_{i+1}\|V_{i+1}^{n,j} - V_{i+1}^{n,j}\|_{\lambda,0}.
\]

Also,

\[
\|V_{i+1}^{n,j} - V_{i+1}^{n,j}\|_{\lambda,0} \leq \|V^n - V_{i+1}^{n,j}\|_{\lambda,0} + \|V^n - V_{i+1}^{n,j}\|_{\lambda,0}.
\]

\[
\leq (ck + 1)\|V^n - V_{i+1}^{n,j}\|_{\lambda,0}.
\]

Using this inequality in the previous one, we get (5.9).
For simplicity, we shall take $\beta_0 = \beta_1 = \cdots = \beta_n$. We are now in a position to define and analyze the first variant of the base scheme. Let $U^0_h$ be given by (3.3) and assume $(U^j_h)_{j=1}^n$ is given. We define the initial approximation $V^0_{n,0}$ to $V^n$, the solution (5.4), by

$$
(5.10) \quad (V^0_{n,0})_i = \sum_{j=0}^{m} \gamma_{ij} U^{n-j}_h, \quad m = \min\{\sigma - 1, n\}, \quad i = 1, \ldots, q,
$$

where the coefficients $\gamma_{ij}$ are given by

$$
\gamma_{ij} = (-1)^j \frac{\prod_{\ell=1}^m (l + \tau_\ell)}{j!(m-j)!}, \quad i = 1, \ldots, q, \quad j = 0, \ldots, m, \quad m \geq 1,
$$

$$
\gamma_{00} = 1, \quad i = 1, \ldots, q.
$$

With $V^0_{n,0}$ as initial guess, we obtain an approximation $V^{n,0}_{n-\sigma-m}$ to $V^n$ by applying the outer-inner cycle $\sigma - m$ times with $\beta_n = c\kappa$ (note that $\sigma - m = 1$ for $n \geq \sigma - 1$). We then let (along (3.1'))

$$
(5.12) \quad U^{n+1}_h = (1 - b^TA^{-1}\kappa) U^n_h + b^TA^{-1}V^{n,0}_{n-\sigma-m}.
$$

We have

**Theorem 5.1.** Suppose the conditions of Theorem 4.3 are satisfied, (3.4) holds and that the eigenvalues of $A$ are real positive. Let the sequence $(U^n_h)_{n=0}^\infty$ of fully discrete approximations be generated by the first variant of the base scheme. Then, for some constant $c > 0$,

$$
\max_{0 \leq n \leq n^*} \|U^n_h - w^n\|_{c\kappa,n} \leq c\delta \|w^0\|_{\kappa},
$$

$$
\max_{0 \leq n \leq n^*} \|U^n_h - u^n_h\| \leq c\delta \|w^0\|_{\kappa},
$$

where $c^*$ is as in Theorem 4.1 and $\delta$ as in Theorem 4.4.

**Proof.** With $\xi^n = w^n - U^n_h$, we consider the error equation

$$
(5.15) \quad \xi^{n+1} = w^{n+1} - A_h \xi^n + A_h \xi^n + A_h U^n_h - U^{n+1}_h.
$$

Now since $\beta_n = c\kappa$,

$$
\|A_h U^n - U^{n+1}_h\|_{c\kappa,n+1} = \|b^TA^{-1}(V^n - V^{n,0}_{n-\sigma-m})\|_{c\kappa,n+1} \leq c\kappa^{\sigma-m} \|V^n - V^{n,0}_{n-\sigma-m}\|_{c\kappa,n+1},
$$

from (5.9), (5.12) and (2.9). Now with $\hat{W}^n, \hat{E}^n, \hat{E}^n$ as in the proof of Theorem 4.3, letting $\Gamma_j^m = \text{diag}(\gamma_{1j}^m, \gamma_{2j}^m, \ldots, \gamma_{qj}^m)$,

$$
V^n - V^{n,0}_0 = V^n - \sum_{j=0}^{m} \Gamma_j^m e U^{n-j}_h
$$

$$
= \sum_{j=0}^{m} \Gamma_j^m e^{n-j} - (I + kA \hat{G}_h^n)^{-1} e^{n} + \hat{E}^n + \hat{E}^n + \left(\hat{W}^n - \sum_{j=0}^{m} \Gamma_j^m e^{n-j}\right).
$$

From (2.7) and (5.11) it follows that

$$
(5.17) \quad \left\|\hat{W}^n - \sum_{j=0}^{m} \Gamma_j^m e^{n-j}\right\|_{c\kappa,n+1} \leq c\kappa^{m+1} \|w^0\|_{2\kappa(m+2)}, \quad m = 0, 1, \ldots, \sigma - 1.
$$
Now as in the proof of Theorem 4.3, it can be shown that
\begin{equation}
\|F^n + \tilde{E}^n\|_{c^*,n+1} \leq c \{ k^\alpha + kh^r \} \|u^0\|_\mu.
\end{equation}
Using (4.4), (5.17), (5.18) and (2.9), we get
\begin{equation}
\|V^n - V_0^{n,0}\|_{c^*,n+1} \leq c \sum_{j=0}^m \|\xi^{n-j}\|_{c^*,n-j} + ck \{ k^m + h^r \} \|u^0\|_\mu.
\end{equation}
Using this and (5.16) in (5.15) together with (4.9) and (4.22), we get for 0 \leq n \leq n^*,
\begin{equation}
\|\xi^{n+1}\|_{c^*,n+1}^2 \leq (1 + c k) \|\xi^n\|_{c^*,n}^2 + ck \sum_{j=1}^m \|\xi^{n-j}\|_{c^*,n-j} + c k \|u^0\|_\mu^2.
\end{equation}
(5.13), and then (5.14), follow at once. □

In contrast to Theorem 4.4, the constant c in (5.13) may depend (exponentially) on t* (cf. Remark 4.3). Also, following each outer iteration, the inner iterations must produce an O(k) refinement, which in view of (5.2) will require O(ln k^\gamma) iterations per step. We shall next analyze a second variant of the base scheme which is superior in both respects. It is similar to Algorithm 2 of Bramble and Sammon [5]. This algorithm requires the IRK methods to be dissipative in the sense of (3.6) or as in Theorem 4.2, and necessitates the use of initial approximations more accurate than (5.10), (5.11). However, under these conditions, we will show that we need to take \beta_n = et_n^{1/2}, for some 0 < c < 1, thus requiring (as in [5]) an average number of inner iterations per step that is independent of k. Also, the dependence on t* of the error constant is similar to that in Theorem 4.4.

For the second variant of the base scheme, with \(U^0_h\) given by (3.3), we generate \(U_{\sigma}^1, \ldots, U_{\sigma}^{n+1}\) using the first variant. For \(n \geq \sigma + 2\), we shall need to use improved initial approximations to \(V^n\). For technical reasons, we are unable to use \(U_{\sigma}^n, U_{\sigma}^{n-1, \ldots, n} \) as before. We shall instead use the intermediate stages. Assuming \(U_{\sigma}^0, \{ U_{\sigma}^{l, \ldots, n} \}_{l=0}^{n-1}, \sigma \geq \sigma + 1\), given, we obtain an initial approximation \(V_0^{n,0}\) by
\begin{equation}
V_0^{n,0} = \sum_{l=1}^{\sigma+1} (-1)^{l-1} (\sigma+1) \binom{l}{n} V_{\sigma-m-n}^{l, \ldots, n}, \quad n = \sigma + 1, \ldots, n^* - 1.
\end{equation}
We then apply a single outer iteration followed by \(j_1\) inner iterations to obtain
\begin{equation}
\|V^n - V_0^{n,0}\|_{c^*,n+1} \leq \{ c k + \beta_n \} \|V^n - V_0^{n,0}\|_{c^*,n+1}.
\end{equation}
Our first task will be to estimate \(\|V^n - V_0^{n,0}\|_{c^*,n+1}\). Letting \(G^l = V^l - V_{\sigma-m-n}^{l, \ldots, n}\), \(l = 0, 1, \ldots, n^* - 1\), we have

**Proposition 5.3.** Suppose the conditions of Theorem 4.3 and Proposition 5.2 are satisfied and let \(V_0^{n,0}\) be given by (5.19). Then for any \(c^* > 0\),
\begin{align}
\|V^n - V_0^{n,0}\|_{c^*,n+1} &\leq c \sum_{l=0}^\sigma \|\xi^{n-l}\|_{c^*,n-l} + c \sum_{l=1}^{\sigma+1} \|G^{n-l}\|_{c^*,n-l} \\
&\quad + ck \sum_{l=1}^{\sigma+1} \|\xi^{n-l}\|_{c^*,n-l} + c k \|u^0\|_\mu, \\
&\quad n = \sigma + 1, \ldots, n^* - 1.
\end{align}
\textbf{Proof.} We have
\begin{align*}
V^n - V^n_0 &= (I + kA\tilde{\Phi}_h^n)^{-1}eU^n_h - \sum_{l=1}^{\sigma+1} (-1)^{l-1} \binom{\sigma + 1}{l} V^{n-l}_{a-m} \\
&= \sum_{l=0}^{\sigma+1} (-1)^l \binom{\sigma + 1}{l} (I + kA\tilde{\Phi}_h^n - I + kA\tilde{\Phi}_h^n)^{-1} eU^n_h - \sum_{l=0}^{\sigma+1} (-1)^{l-1} \binom{\sigma + 1}{l} G^{n-l}. 
\end{align*}
Now,
\begin{align*}
&\sum_{l=0}^{\sigma+1} (-1)^l \binom{\sigma + 1}{l} (I + kA\tilde{\Phi}_h^n - I + kA\tilde{\Phi}_h^n)^{-1} eU^n_h h^{n-l} \\
&= \sum_{l=0}^{\sigma+1} (-1)^l \binom{\sigma + 1}{l} (I + kA\tilde{\Phi}_h^n - I + kA\tilde{\Phi}_h^n)^{-1} e\left[w^{n-l} - \xi^{n-l}\right] \\
(5.22) &= -(I + kA\tilde{\Phi}_h^n)^{-1} e \sum_{l=0}^{\sigma} (-1)^l \binom{\sigma + 1}{l} \left(\xi^{n-l} - \xi^{n-l-1}\right) \\
&- \sum_{l=1}^{\sigma+1} (-1)^l \binom{\sigma + 1}{l} \left((I + kA\tilde{\Phi}_h^n)^{-1} - (I + kA\tilde{\Phi}_h^n)^{-1}\right) e\xi^{n-l} \\
&+ \sum_{l=0}^{\sigma+1} (-1)^l \binom{\sigma + 1}{l} (\tilde{F}^{n-l} + \tilde{E}^{n-l} + \tilde{W}^{n-l}),
\end{align*}
where \(\tilde{F}^{n-l}, \tilde{E}^{n-l}, \tilde{W}^{n-l}\), are as in the proof of Theorem 4.3. Now using the identity
\begin{align*}
(I + kA\tilde{\Phi}_h^n)^{-1} - (I + kA\tilde{\Phi}_h^n)^{-1} \ &= (I + kA\tilde{\Phi}_h^n)^{-1}kA(\tilde{\Phi}_h^n - \tilde{\Phi}_h^n)(I + kA\tilde{\Phi}_h^n)^{-1}, \\
\text{and using the techniques of Section 4,}
(5.23) &= \sum_{l=0}^{\sigma+1} (-1)^l \binom{\sigma + 1}{l} \left((I + kA\tilde{\Phi}_h^n)^{-1} - (I + kA\tilde{\Phi}_h^n)^{-1}\right) e\xi^{n-l} \\
(5.24) &\leq ck \sum_{l=0}^{\sigma+1} \|\xi^{n-l}\|_{c^{\star},n+1} \\
\end{align*}
Also, as in the proof of Theorem 4.3,
\begin{align*}
(5.25) &= \sum_{l=0}^{\sigma+1} (-1)^l \binom{\sigma + 1}{l} \tilde{E}^{n-l} \\
&\leq ck \delta \|u^0\|_u. 
\end{align*}
Now from (4.23), with \(\tilde{\Phi}\) as in (4.26),
\begin{align*}
&\sum_{l=0}^{\sigma+1} (-1)^l \binom{\sigma + 1}{l} \tilde{F}^{n-l} \\
&= -\sum_{l=0}^{\sigma+1} (-1)^l \binom{\sigma + 1}{l} (I + kA\tilde{\Phi}_h^n)^{-1} \tilde{\Phi} \frac{k^\sigma}{(\sigma - 1)!} w^{(\sigma)}(t^{n-l}) \\
&= -\frac{k^\sigma}{(\sigma - 1)!} \sum_{l=0}^{\sigma} (-1)^l \binom{\sigma + 1}{l} (I + kA\tilde{\Phi}_h^n)^{-1} \tilde{\Phi} \left[w^{(\sigma)}(t^{n-l}) - w^{(\sigma)}(t^{n-l-1})\right] \\
&- \frac{k^\sigma}{(\sigma - 1)!} \sum_{l=1}^{\sigma+1} (-1)^l \binom{\sigma + 1}{l} \left((I + kA\tilde{\Phi}_h^n)^{-1} - (I + kA\tilde{\Phi}_h^n)^{-1}\right) \tilde{\Phi} e w^{(\sigma)}(t^{n-l}) \right). 
\end{align*}
Hence, using (4.4), (5.23) and as in the proof of Theorem 4.3,

$$
(5.26) \left\| \sum_{l=0}^{\sigma+1} (-1)^l \left( \binom{\sigma+1}{l} \right) \hat{f}^{n-l} \right\|_{c^*, n+1} \leq c k \sigma \| u^0 \|_n.
$$

Finally, using the fact that \( \sum_{l=0}^{\sigma+1} (-1)^l (\binom{\sigma+1}{l}) g(\alpha + t^{n-l}) = 0 \), where \( \alpha \) is a fixed scalar and \( g \) is any polynomial of degree \( \leq \sigma \), and using techniques of Theorem 4.3 (in estimating \( \rho \)),

$$
(5.27) \left\| \sum_{l=0}^{\sigma+1} (-1)^l \left( \binom{\sigma+1}{l} \right) \hat{W}^{n-l} \right\|_{c^*, n+1} \leq c k \sigma \| u^0 \|_n.
$$

Using (5.24)–(5.27) in (5.22), we get (5.21). \( \square \)

Let \( \mathcal{R}_h^n = (L_h^n)^{1/2} \mathcal{R}_h^n (T_h^n)^{1/2}, \ Q = Q(kL_h^n), \ (r(z) = P(z)/Q(z)), \ \xi^n = w^n - U_h^n, \ n = 0, 1, \ldots, n^* - 1. \) We have:

**Proposition 5.4.** Suppose the eigenvalues of \( A \) satisfy \( \Re \lambda > 0, \ \lambda \neq 0 \) and that (3.5) holds with \( \delta > 0. \) Then there exists \( c_\delta > 0 \) such that for any \( c^* > 0, \)

\[
\begin{align*}
&c_\delta \| \xi^{n+1} - \xi^n \|_{c^*, n+1}^2 + \left( [I - \mathcal{R}_h^n] \xi^{n+1}, \xi^n \right) \\
&+ c^* \left( [I - \mathcal{R}_h^n] (kL_h^n)^{1/2} \xi^{n+1}, (kL_h^n)^{1/2} \xi^n \right) \\
&\leq \left( [I - \mathcal{R}_h^{n-1}] \xi^n, \xi^n \right) + c^* \left( [I - \mathcal{R}_h^{n-1}] (kL_h^{n-1})^{1/2} \xi^n, (kL_h^{n-1})^{1/2} \xi^n \right) \\
&+ c k^2 \| \xi^{n+1} \|_{c^*, n+1}^2 \\
&+ c \left( \| \mathcal{R}_h^n w^n - w^{n+1} \|_{c^*, n+1} \right)^2 + \left( \| \mathcal{R}_h^n U_h^n - U_h^{n+1} \|_{c^*, n+1} \right)^2 \\
&+ c k \left( \| (kL_h^n)^{1/2} Q^{-1/2} \xi^n \|_n^2 \right) + \left( \| (kL_h^n)^{(q+1)/2} Q^{-1/2} \xi^n \|_n^2 \right), \\
&1 \leq n \leq n^* - 1.
\end{align*}
\]

**Proof.** From (5.15) we get

\[
(5.29) \left( [I + \mathcal{R}_h^n] [\xi^{n+1} - \xi^n], \xi^{n+1} - \xi^n \right) = \left( [I - \mathcal{R}_h^{n-1}] [\xi^n, \xi^n] \right) - \left( [\mathcal{R}_h^n - \mathcal{R}_h^{n-1}] [\xi^n, \xi^n] \right) + \left( \mathcal{R}_h^{n-1} [\xi^n, \xi^n] \right) \\
- \left( \mathcal{R}_h^{n-1} [\xi^n, \xi^n] \right) + 2 \left( \| w^{n+1} - \mathcal{R}_h^n w^n \|_{c^*, n+1} \right) + \left( \| \mathcal{R}_h^n U_h^n - U_h^{n+1} \|_{c^*, n+1} \right), \\
\xi^{n+1} - \xi^n.
\]

Writing \( I + \mathcal{R}_h^n = I + r_h^n + (\mathcal{R}_h^n - r_h^n) \), from (3.5) and (4.14) it follows that for some constant \( c(\delta) > 0, \)

\[
(5.30) \left( [I + \mathcal{R}_h^n] [\xi^{n+1} - \xi^n], \xi^{n+1} - \xi^n \right) \geq c(\delta) \| \xi^{n+1} - \xi^n \|_n^2.
\]

Also,

\[
(5.31) \mathcal{R}_h^n - \mathcal{R}_h^{n-1} = r_h^n - r_h^{n-1} + (\mathcal{R}_h^n - r_h^n) - (\mathcal{R}_h^{n-1} - r_h^{n-1}), \\
r_h^n - r_h^{n-1} = -k b^T (I + k A \mathcal{L}_h^{n-1})^{-1} (L_h^n - \mathcal{L}_h^{n-1}) (I + k A \mathcal{L}_h^{n-1})^{-1} e.
\]

Hence it follows from (2.5), (2.6), (4.3), (4.13) and (4.14) that

\[
(5.32) \| (T_h^n)^{(1-j)/2} (\mathcal{R}_h^n - \mathcal{R}_h^{n-1}) (T_h^n)^{(1-i)/2} \| \leq c k^2 \| (i + j) / 2, \quad i, j = 0, 1.
\]
Letting $\overline{Q}(z) = 1 + z^{q/2}$, we can show that there exist constants $c_2 > c_1 > 0$ such that $c_1 \overline{Q}(z) \leq Q^{1/2}(z) \leq c_2 \overline{Q}(z)$, $\forall z \geq 0$. It then follows from a spectral argument that

\[(5.33) \quad \left\| \left[ \overline{Q}(kL_h^n) \right]^{-1/2} Q^{1/2}(kL_h^n) \right\| \leq c_2.\]

Letting $Q^{1/2} = Q^{1/2}(kL_h^n)$ and $\overline{Q}^{-1} = [\overline{Q}(kL_h^n)]^{-1}$, we have

\[
\left[ \mathcal{R}_n - \mathcal{R}_n^{-1} \right] \xi^n, \xi^n
\]

\[
= \sum_{i,j=0}^{i,j} k^{(i+j)/2-1} \left( T_h^n \right)^{(1-j)/2} \left( \mathcal{R}_n - \mathcal{R}_n^{-1} \right) (T_h^n)^{(1-i)/2}
\]

\[
\times \left[ \overline{Q}^{-1/2} \left( kL_h^n \right)^{(i(q-1)+1)/2} Q^{1/2} \right]
\]

\[
\left[ \overline{Q}^{-1/2} \left( kL_h^n \right)^{(j(q-1)+1)/2} Q^{-1/2} \right] \xi^n.
\]

It then follows from (5.32) and (5.33) that

\[(5.34) \quad \left\| \left[ \mathcal{R}_n - \mathcal{R}_n^{-1} \right] \xi^n, \xi^n \right\| \leq c \left\{ \left\| (kL_h^n)^{1/2} Q^{1/2} \xi^n \right\|^2 + \left\| (kL_h^n)^{9/2} Q^{-1/2} \xi^n \right\|^2 \right\}.
\]

Furthermore, for any $\varepsilon > 0$, from (4.14),

\[(5.35) \quad \left\| \left( \mathcal{R}_n \xi^{n+1}, \xi^n \right) - \left( \mathcal{R}_n \xi^{n+1}, \xi^n+1 \right) \right\| \leq \varepsilon \left\| \xi^{n+1} - \xi^n \right\|^2 + \frac{c \varepsilon}{k} \left\| \xi^{n+1} \right\|^2.
\]

Thus, from (5.29), (5.30), (5.34) and (5.35),

\[(5.36) \quad c(\delta) \left\| \xi^{n+1} - \xi^n \right\|^2 + \left( \left\| I - \mathcal{R}_n \right\| \xi^{n+1}, \xi^{n+1} \right)
\]

\[
\leq \left( \left\| I - \mathcal{R}_n^{-1} \right\| \xi^n, \xi^n \right) + c \left\| \xi^{n+1} \right\|^2
\]

\[
+ c \left\{ \left\| \mathcal{R}_n \xi^{n+1} - w^{n+1} \right\|^2 + \left\| \mathcal{R}_n U_n - U^{n+1} \right\|^2 \right\}
\]

\[
+ c \left\{ \left\| (kL_h^n)^{1/2} Q^{-1/2} \xi^n \right\|^2 + \left\| (kL_h^n)^{9/2} Q^{-1/2} \xi^n \right\|^2 \right\}.
\]

Now with $\bar{\xi}^{n+1} = (kL_h^n)^{1/2} \xi^{n+1}$ and $\bar{\xi}^n = (kL_h^n)^{1/2} \xi^n$, we have from (5.15):

\[
\left( \left[ I + \mathcal{R}_n \right] \left[ \bar{\xi}^{n+1} - \bar{\xi}^n \right], \bar{\xi}^{n+1} - \bar{\xi}^n \right) + \left( \left[ I - \mathcal{R}_n \right] \bar{\xi}^{n+1}, \bar{\xi}^{n+1} \right)
\]

\[
= \left( \left[ I - \mathcal{R}_n^{-1} \right] (kL_h^{-1})^{1/2} \xi^n, (kL_h^{-1})^{1/2} \xi^n \right)
\]

\[
+ \left( \left[ I - \mathcal{R}_n \right] \bar{\xi}^n, \bar{\xi}^n \right) - \left( \left[ I - \mathcal{R}_n^{-1} \right] (kL_h^{-1})^{1/2} \xi^n, (kL_h^{-1})^{1/2} \xi^n \right)
\]

\[
+ \left( \mathcal{R}_n \bar{\xi}^n, \bar{\xi}^{n+1} \right) - \left( \mathcal{R}_n \bar{\xi}^{n+1}, \bar{\xi}^n \right)
\]

\[
+ 2 \left( (kL_h^n)^{1/2} \left[ w^{n+1} - \mathcal{R}_n w^n + \mathcal{R}_n U_n - U^{n+1} \right], \xi^{n+1} - \xi^n \right).
\]

Now as before, for some $c(\delta) > 0$,

\[(5.37) \quad \left( \left[ I + \mathcal{R}_n \right] \left[ \bar{\xi}^{n+1} - \bar{\xi}^n \right], \bar{\xi}^{n+1} - \bar{\xi}^n \right) \geq c(\delta) \left\| \bar{\xi}^{n+1} - \bar{\xi}^n \right\|^2,
\]
and

\[(5.38) \quad \| (\tilde{\mathbf{R}}^n_h \tilde{s}^n, \tilde{s}^{n+1}) - (\tilde{\mathbf{R}}^n_h \tilde{s}^{n+1}, \tilde{s}^n) \| \leq \varepsilon \| \tilde{s}^{n+1} - \tilde{s}^n \|^2 + \frac{\varepsilon}{\varepsilon} k^2 \| \tilde{s}^{n+1} \|^2. \]

Furthermore,

\[\left( [I - \tilde{\mathbf{R}}_h^n] \tilde{s}^n, \tilde{s}^n \right) - \left( [I - \tilde{\mathbf{R}}_h^n] (kL_h^n)^{-1/2} \tilde{s}^n, (kL_h^n)^{-1/2} \tilde{s}^n \right) = (B\tilde{s}^n, \tilde{s}^n),\]

where

\[B = I - (T_h^n)^{1/2} \left( L_h^{n-1} \right)^{1/2} \left( I - \tilde{\mathbf{R}}_h^n \right) \left( L_h^{n-1} \right)^{1/2} (T_h^n)^{1/2} \]
\[\quad - \left( T_h^n \right)^{1/2} \left( L_h^{n-1} \right)^{1/2} \left( r_h^n - \tilde{\mathbf{R}}_h^n \right) \left( T_h^n \right)^{1/2} \]
\[\quad + \left( L_h^n \right)^{1/2} \left( r_h^n - \tilde{\mathbf{R}}_h^n \right) \left( T_h^n \right)^{1/2} + \left( T_h^n \right)^{1/2} \left( L_h^{n-1} - L_h^n \right) r_h^{n-1} \left( T_h^n \right)^{1/2} \]
\[\quad + \left( L_h^n \right)^{1/2} \left( r_h^n - r_h^n \right) \left( T_h^n \right)^{1/2}.\]

By previously used techniques, it can be shown that \(\|B\| \leq c k\). Thus,

\[\left| \left( B\tilde{s}^n, \tilde{s}^n \right) \right| = \sum_{i,j=0} \left( B \left[ L^{-1} Q^{1/2} \right] kL_h^n \right)^{i/2} Q^{-1/2},\]
\[\left[ L^{-1} Q^{1/2} \right] (kL_h^n)^{i/2} Q^{-1/2},\]
\[\leq c k \left\{ \left\| \left( kL_h^n \right)^{1/2} Q^{1/2} \tilde{s}^{n+1} \right\|^2 + \left\| \left( kL_h^n \right)^{(q+1)/2} Q^{-1/2} \tilde{s}^n \right\|^2 \right\}.\]

Using the last inequality together with (5.36)–(5.38), we get (5.28).

Remark. Inequality (5.28) is adapted to the stability result of Theorem 4.1, in the sense that the last three terms of (5.28) can be shown to match (after dividing by \(k\)) the term

\[-\frac{\delta}{2} \left( [I - r_h^n] \left( I + c* kL_h^n \right) \tilde{s}^n, \tilde{s}^n \right)\]

in (4.9). The corresponding term in (4.16) is \(-c_1 k (L_h^n \tilde{s}^n, \tilde{s}^n)\). Accordingly, by taking \(\bar{Q} = I\) in the proof of Proposition 5.4, we obtain the following:

\[c_0 \left\| \tilde{s}^{n+1} - \tilde{s}^n \right\|^{2}_{\cdot, n+1} + \left( [I - \mathbf{R}_h^n] \tilde{s}^{n+1}, \tilde{s}^{n+1} \right)\]
\[+ c* \left( [I - \mathbf{R}_h^n] (kL_h^n)^{1/2} \tilde{s}^{n+1}, (kL_h^n)^{1/2} \tilde{s}^{n+1} \right)\]
\[(5.28') \quad \leq \left( [I - \mathbf{R}_h^n] \tilde{s}^{n+1}, \tilde{s}^{n+1} \right) + c* \left( [I - \mathbf{R}_h^n] (kL_h^n)^{-1/2} \tilde{s}^n, (kL_h^n)^{-1/2} \tilde{s}^n \right)\]
\[+ c k^2 \left\| \tilde{s}^{n+1} \right\|^{2}_{\cdot, n+1} + c \left\| \mathbf{R}_h^n w^n - w^{n+1} \right\|^{2}_{\cdot, n+1}\]
\[+ c \left\| \mathbf{R}_h^n U_h^n - U_h^{n+1} \right\|^{2}_{\cdot, n+1} + c k \left\| (kL_h^n)^{1/2} \tilde{s}^n \right\|^2.\]

For our next result, we shall require the following condition

\[(5.39) \quad (Q - P)(z) \geq c (z + z^q) \quad \forall z \geq 0.\]

Note that from (3.10) and (3.13), this is satisfied for all IRKC methods for which \(\gamma_i \geq 1/2, q \geq 3, \) and \(\gamma_i > 1/2, q = 1 \) or 2.
Theorem 5.2. Suppose the conditions of Theorem 4.3 are satisfied, (3.6) and (5.39) hold and that the eigenvalues of $A$ are real positive. Let $\{U_h^n\}_{n=0}^n$ be the sequence of fully discrete approximations generated by the second variant of the base scheme. Then there exist constants $0 < c, \varepsilon < 1$ such that if

\begin{equation}
\beta_n^2 \leq c \varepsilon^n \sigma_n,
\end{equation}

then

\begin{equation}
\max_{0 \leq n \leq n^*} \|U_h^n - w^n\|_{c^n, n} \leq c \varepsilon \|u^0\|_\mu,
\end{equation}

and

\begin{equation}
\max_{0 \leq n \leq n^*} \|U_h^n - u^n\| \leq c \varepsilon \|u^0\|_\mu.
\end{equation}

Proof. Let $\varepsilon > 0$ be a constant to be appropriately chosen below. Multiplying (5.21) and (5.28) with $k^{-1} \varepsilon t_{n-\sigma}$ and using (4.9), we get

\begin{align*}
(1 - c \varepsilon t_{n-\sigma}) \|\xi^{n+1}\|_{c^n, n+1}^2 &+ c \varepsilon t_{n-\sigma} \|\xi^n - \xi^{n+1}\|_{c^n, n+1}^2 \\
&+ k^{-1} \varepsilon t_{n-\sigma} \left\{ \left( [I - R^n_h] \xi^{n+1}, \xi^{n+1} \right) \\
&+ \left( [I - \overline{R}^n_h](kL^n_h)^{1/2} \xi^{n+1}, (kL^n_h)^{1/2} \xi^{n+1} \right) + \|G^n\|_{c^n, n} \right\} \\
&\leq (1 + c \varepsilon) \|\xi^n\|_{c^n, n}^2 + c \varepsilon t_{n-\sigma} \sum_{i=1}^{\sigma+1} \|\xi^{n-i} - \xi^{n-1}\|_{c^n, n-1}^2 \\
&+ c \varepsilon t_{n-\sigma} \left( \left( [I - R^n_h] \xi^n, \xi^n \right) \\
&+ \left( [I - \overline{R}^n_h](kL^n_h)^{1/2} \xi^n, (kL^n_h)^{1/2} \xi^n \right) \right) \\
&+ ck^2(1 + \varepsilon t_{n-\sigma}) \left\{ \sum_{i=0}^{\sigma} \|\xi^{n-i} - \xi^{n-1}\|_{c^n, n-1}^2 + \sum_{i=1}^{\sigma+1} \|G^{n-i} - G^{n-1}\|_{c^n, n-1}^2 \right\} \\
&+ ck(1 + \beta_n^2)(1 + \varepsilon t_{n-\sigma}) \|u^0\|_\mu^2 - \frac{\delta}{3} \left( [I - r^h_n] [I + c^* kL^n_h] \xi^n, \xi^n \right) \\
&+ c \varepsilon t_{n-\sigma} \left\{ \left( (kL^n_h)^{1/2} Q^{-1/2} \xi^n \right)^2 \\
&+ \left( (kL^n_h)^{q/2} Q^{-1/2} \xi^n \right)^2 + \left( (kL^n_h)^{(q+1)/2} Q^{-1/2} \xi^n \right)^2 \right\},
\end{align*}

$\sigma + 1 \leq n \leq n^* - 1$. Here $\hat{c}$ is as in (4.9), and we have assumed $\beta_n \geq ck$. Now, from (5.39),

\begin{align*}
&\left( [I - r^h_n] [I + c^* kL^n_h] \xi^n, \xi^n \right) \\
&= \left( [Q(kL^n_h) - P(kL^n_h)] [I + c^* kL^n_h] Q^{-1/2} \xi^n, Q^{-1/2} \xi^n \right) \\
&\geq c \left\{ \left( (kL^n_h)^{1/2} Q^{-1/2} \xi^n \right)^2 + \left( (kL^n_h)^{q/2} Q^{-1/2} \xi^n \right)^2 \\
&\quad + \left( (kL^n_h)^{(q+1)/2} Q^{-1/2} \xi^n \right)^2 \right\},
\end{align*}

\begin{equation}
\tag{5.44}
\geq c \left\{ \left( (kL^n_h)^{1/2} Q^{-1/2} \xi^n \right)^2 + \left( (kL^n_h)^{q/2} Q^{-1/2} \xi^n \right)^2 \\
&\quad + \left( (kL^n_h)^{(q+1)/2} Q^{-1/2} \xi^n \right)^2 \right\}.
\end{equation}
As in the proof of Proposition 5.4, we can show that

\[
\left( I - \mathbf{R}_h^{n-1} \right) \xi^n + \left( \left( I - \mathbf{R}_h^{n-1} \right) \left( kL_h^{n-1} \right)^{1/2} \xi^n \right) = \left( \left( I - r_h^n \right) \left( I + kL_h^n \right) \xi^n + \psi^n \right),
\]

where \( \psi^n \) satisfies

\[
(5.46) \quad |\psi^n| \leq ck\|\xi^n\|_{c_n,n}.
\]

Choosing \( \epsilon \) and \( \beta^2_n \) so that \( \beta^2_n \leq c\epsilon t_{n+1} \leq c\epsilon \delta \) for some \( c < 1 \), and summing (5.43) over \( n = \sigma + 1, \ldots, N - 1 \) for some \( \sigma + 2 \leq N \leq n^* \), we get, using (5.44), (5.45) and (5.46),

\[
\left\| \xi^N \right\|_{c_n, N}^2 \leq c \| \xi^{\sigma + 1} \|_{c_n, \sigma + 1}^2 + ck \sum_{j=0}^{N-1} (\epsilon + c) \| \xi^j \|_{c_n, j}^2
\]

\[
+ c \sum_{j=1}^{\sigma + 1} \left\| \xi^j - \xi^{j-1} \right\|_{c_n, j}^2 + c \sum_{j=0}^{\sigma} \| G^j \|_{c_n, j}^2
\]

\[
+ ck \sum_{j=\sigma + 1}^{N-1} \epsilon^2 \| u^0 \|_{\mu}^2, \quad N = \sigma + 2, \ldots, n^*.
\]

Using a discrete version of Gronwall's Lemma, we get

\[
(5.47) \quad \left\| \xi^N \right\|^2 \leq c \left\{ \sum_{j=0}^{\sigma + 1} \left\| \xi^j \right\|_{c_n, j}^2 + \sum_{j=0}^{\sigma} \left\| G^j \right\|_{c_n, j}^2 + \epsilon^2 \| u^0 \|_{\mu}^2 \right\},
\]

\[
N = \sigma + 2, \ldots, n^*.
\]

Finally, since

\[
(5.48) \quad \left\{ \left\| \xi^j \right\|_{c_n, j}^2, \left\| G^j \right\|_{c_n, j}^2 \right\}_{j=0}^{\sigma + 1} \leq c\epsilon \| u^0 \|_{\mu},
\]

(5.41) and (5.42) follow from (5.47) and (5.48). \( \square \)

Remarks. (i) For simplicity, we have assumed that \( \{ U_h^n \}_{n=0}^{\sigma + 1} \) are generated using the first variant. In fact, one can use the second variant itself by suitably changing the coefficients in (5.19); and, in general, any method for which (5.48) holds.

(ii) The inequality \( \beta^2_n \leq c\epsilon t_{n+1} \) implies an \( O(\ln k^{-1}) \) amount of work in the earlier steps. However, it can be shown that the average work per step is independent of \( k \) (cf. [5]).
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