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Abstract. We present Runge-Kutta methods of high accuracy for stochastic differential equations with constant diffusion coefficients. We analyze $L_2$ convergence of these methods and present convergence proofs. For scalar equations a second-order method is derived, and for systems a method of order one-and-one-half is derived. We further consider a variance reduction technique based on Hermite expansions for evaluating expectations of functions of sample solutions. Numerical examples in two dimensions are presented.

1. Introduction. Recently, the numerical solution of stochastic differential equations has attracted the attention of researchers in many fields, both in probability theory and in its applications. Most of the methods that have been developed are of Taylor series type, in which one needs to evaluate derivatives, and thus has difficulties in applications to practical problems. Therefore, we are especially interested in methods of Runge-Kutta type, i.e., one-step methods which require no approximation to the derivatives of the functions involved. In this paper we consider the $d$-dimensional stochastic differential equation

\[ dX = f(X) \, dt + \sigma \, dW_t, \quad 0 < t < T, \]

where $\sigma \geq 0$ is a constant, $f = f(x)$ is a sufficiently smooth function satisfying a Lipschitz condition in $x$, and $W_t$ ($t \geq 0$) is a $d$-dimensional Wiener process (Brownian motion). This equation can be interpreted either in the sense of Ito or in that of Stratonovich [1]. Our results extend readily to the case where $f$ depends also on the time by introducing $t$ as an additional dependent variable and imagining that the associated component of the Wiener process is zero.

Equation (1-1) occurs in the study of several physical phenomena, e.g., in the motion of a particle in the collision theory of chemical reactions [2], in blood clotting [11], in stellar dynamics [3], signal modeling in communication systems [14], and the stochastic behavior of fluid particles in turbulence theory [8].

We develop and analyze high-accuracy methods of constructing sample solutions of (1-1), and we further consider a variance reduction technique for evaluating expectations of functions of these sample solutions. Consider the partition of the interval $[0, T]$ given by

\[ \Pi = (0 = t_0, \ldots, t_n = t_{n+1} = t_n + h, \ldots, t_N = T). \]
Let $E$ denote expectation and $\| \cdot \|$ the two-norm in $R^d$ space. We say that a random variable $Z$ is of order $p$ in the $L_q$ sense if there is a constant $C$ such that

$$\left( E\| Z\|^q \right)^{1/q} \leq C h^p$$

for all sufficiently small $h > 0$, and that a numerical scheme has order $p$ in the $L_q$ sense if $X^{(n)} - X(t_n)$ is of order $p$ in the $L_q$ sense, where $X^{(n)}$ and $X(t_n)$ are, respectively, the numerical and the exact solution of the stochastic differential equation at time $t_n$. In the present paper we adopt an $L_2$-norm analysis because it can best exhibit the nonanticipating property [1] of the solutions of stochastic differential equations. Our main results are a second-order scheme for scalar equations,

$$P^{(n)} = \nu \sqrt{\theta} - \beta^2,$$

(S)\begin{align*}
Q^{(n)} &= X^{(n)} + \frac{1}{2} h f(X^{(n)}) + \nu \sqrt{h} \beta,
X^{(n+1)} &= X^{(n)} + \nu \Delta W^{(n)} + \frac{1}{2} h \left[ f(Q^{(n)}) + \sqrt{h} P^{(n)} \right];
\end{align*}

and a scheme of order one-and-one-half for systems,

$$Q^{(n)} = X^{(n)} + \frac{1}{2} h f(X^{(n)}),$$

(S)\begin{align*}
Q^{(n)} &= X^{(n)} + \frac{1}{2} h f(X^{(n)}) + \frac{1}{2} \nu \sqrt{h} \beta,
X^{(n+1)} &= X^{(n)} + \nu \Delta W^{(n)} + \frac{1}{2} h \left[ f(Q^{(n)}) + 2 \cdot f(Q^{(n)}) \right].
\end{align*}

Here, $\Delta W^{(n)} \equiv W_{t_{n+1}} - W_{t_n}$ and $\theta$ are $\beta$ are defined in (3-4) and (5-3) as integrals of increments of the Wiener process over the $n$th subinterval. Scheme (T) does not give second-order accuracy when applied to systems [4]. The precise statements of the conditions under which these orders of convergence are proved are contained in Theorem 1 of Section 3 and Theorem 3 of Section 5, respectively.

Our analysis is based on Taylor expansion of the solution, followed by derivation of an approximation formula whose Taylor expansion coincides to some order with that of the solution. This is similar to the method used by Chorin [6] in the approximation of Wiener integrals.

In practice, a stochastic scheme with high accuracy would still be less competitive without a substantial reduction of statistical errors in evaluating expectations of functions of sample solutions. We discuss, in Section 6, a variance reduction technique, suggested by Chorin [5], based on Hermite polynomial expansions, and its application to stochastic differential equations. To effect the reduction, we make use of the nonanticipating property of the solutions and apply Chorin’s technique to the successive differences of the functions concerned at each time step. In Section 7 we give two two-dimensional numerical examples.

The difficulty in solving the stochastic differential equation (1-1) accurately arises from the nondifferentiability of the Wiener process $W_t$. To take a closer look at this difficulty, we define the variable

$$Y(t) = X(t) - \nu W_t, \quad 0 \leq t \leq T.$$

Equation (1-1) then reduces to an infinite set of ordinary differential equations,

$$\frac{dY}{dt} = f(Y + \nu W_t), \quad 0 < t < T.$$
for almost every path of the Wiener process \( W_t \). The theory of ordinary differential equations assures the existence of the solutions \( Y(t) \) of these equations, which are only once differentiable as functions of \( t \). However, since the error estimates of high-order accuracy methods involve high-order derivatives of \( Y(t) \), it is not clear how one is able to obtain methods with high-order accuracy for solving (1-2) or (1-1).

Historically, let us recall some numerical methods for solving the stochastic differential equation (1-1). The most commonly used methods are splitting schemes (see Chorin [7], [8], Franklin [12]). For these schemes, at each time step one approximates for each sample path of the Wiener process the differential equation

\[
\frac{dX}{dt} = f(X)
\]

by a method for solving ordinary differential equations, and then one adds to the approximate solution an independent increment of the Wiener process \( vW_t \). The simplest example of a splitting scheme is Euler’s method which is given by

\[
X^{n+1} = X^n + hf(X^n) + v\Delta W^n.
\]

Another example of a splitting scheme, based on the mid-point rule, is

\[
X^{n+1} = X^n + hf(X^n) + \frac{1}{2}hf(X^n) + v\Delta W^n.
\]

These splitting schemes are only first-order accurate in the \( L_2 \) sense, no matter how accurately one solves the nonrandom part (1-3). This will be clear from the analysis for the scheme (1-4) in Section 2. To obtain more accurate numerical schemes, McShane [16] has extended the idea of Runge-Kutta methods for ordinary differential equations to stochastic differential equations. For (1-1), he proposed (see also Fahrmeir [10])

\[
Q^n = X^n + hf(X^n) + v\Delta W^n,
\]

\[
X^{n+1} = X^n + v\Delta W^n + \frac{1}{2}h\left[f(X^n) + f(Q^n)\right].
\]

However, this scheme has the same order of accuracy as the splitting scheme mentioned above. In fact, based on a one-step error analysis, Rümelin [23] has shown that, if at each time step only the information \( \Delta W^n \) is used, then for a wide class of Runge-Kutta methods one can have at best a first-order accuracy. In this paper we do not discuss the Taylor series method, referring instead to Rao et al. [22], Mil’shtein [18], [19], Platen [20] and Platen and Wagner [21] for its development. In most of these references, the authors work on general Ito stochastic differential equations. In principle, by using an analysis paralleling that of Section 2, we can derive methods of Taylor series type with arbitrary order of accuracy for Eq. (1-1).

The paper is organized as follows. In Section 2 we analyze a splitting scheme based on the mid-point rule. In Section 3 we derive the second-order Runge-Kutta method (T); and in Section 4 we prove its convergence. In Section 5 we prove the convergence of the method (S). Section 6 is devoted to the study of variance reduction. Finally, we present numerical examples in Section 7.

2. Analysis of a Splitting Scheme Based on the Mid-Point Rule. For \( \nu = 0 \), the scheme (1-4) is the Runge-Kutta method based on the mid-point rule for the equation (1-1) with \( \nu = 0 \); it has second-order accuracy (see Gear [13]). However, in
this section, we show that if \( v \neq 0 \), the scheme (1-4) is not second-order in the \( L_p \) sense for any \( p \geq 2 \) for the stochastic differential equation (1-1). Without loss of generality, we may assume that \( v = 1 \) and consider the stochastic differential equation

\[
(2-1) \quad dX = f(X) \, dt + dW, \quad 0 < t < T;
\]

and the splitting scheme

\[
(2-2) \quad X^{n+1} = X^n + \Delta W^n + hf(X^n + \frac{1}{2}hf(X^n)).
\]

In analogy with the analysis for ordinary differential equations, we analyze the local truncation error \( D_n \) of the above scheme, which is defined by the equation

\[
(2-3) \quad X(t_{n+1}) = X(t_n) + \Delta W^n + hf(X(t_n) + \frac{1}{2}hf(X(t_n))) - D_n.
\]

For simplicity, we denote by \( \Delta W_t \) the increment \( W_{t_n} - W_t \), and we further define, for each subinterval \([t_n, t_{n+1}]\), the random variable

\[
(2-4) \quad Y(t) = X(t) - MV(n), \quad t_n < t < t_{n+1} = t_n + h.
\]

We note that \( Y(t) \) is defined only for \( t_n < t < t_n + h \) and that

\[
(2-5) \quad Y(t_n) = X(t_n).
\]

Substituting the definition in (2-4) into (2-1) and (2-3), we obtain

\[
(2-6) \quad \frac{dY}{dt} = f(Y + \Delta W_t), \quad t_n < t < t_{n+1} = t_n + h,
\]

and in view of (2-5),

\[
(2-7) \quad -D_n = Y(t_{n+1}) - Y(t_n) - hf(Y(t_n) + \frac{1}{2}hf(Y(t_n))).
\]

For convenience of analysis we rewrite \(-D_n\) in integral form. Integrating Eq. (2-6) from \( t_n \) to \( t_n + h \) and substituting into (2-7), we obtain

\[
(2-8) \quad -D_n = \int_{t_n}^{t_n+h} \left[ f(Y(s) + \Delta W_s) - f(Y(t_n) + \frac{1}{2}hf(Y(t_n))) \right] ds.
\]

With \( D_n \) in this form, further analysis can be made because of the differentiability of the function \( f \). In the subsequent discussion, we will analyze \( D_n \) in the \( L_2 \) sense, for the reason stated in the introduction. For this, we make the following assumption:

\[
(2-9) \quad \frac{\partial^\mu}{\partial x^\mu} f(x) \text{ are bounded}, \quad 0 \leq \mu \leq 5.
\]

As indicated in [23], this boundedness assumption is not a serious restriction, since actual computation requires weaker conditions on \( f \). In the following, \( O(h^p) \) will be employed to denote a stochastic quantity of order \( p \) in the \( L_2 \) sense. In this connection, we can easily see that (i) \( (\Delta W_s)^p \) is \( O(h^{0.5p}) \), and (ii) \( (Y(s) - Y(t_n))^p \) is \( O(h^p) \); indeed,

\[
Y(s) - Y(t_n) = (s - t_n) f_x(Y(t_n)) + O(h^{1.5}).
\]

This suggests that we write the first integrand in (2-8) in the form

\[
f(Y(s) + \Delta W_s) = f(Y(t_n) + [Y(s) - Y(t_n) + \Delta W_s]).
\]
Expanding the right-hand side in a Taylor series about $Y(t_n)$, and taking into consideration (i) and (ii), we obtain

$$f(Y(s) + \Delta W_s) = f(Y(t_n)) + f_x(Y(t_n))(Y(s) - Y(t_n) + \Delta W_s)$$

(2-10)

$$+ \frac{1}{2} f_{xx}(Y(t_n)) (2(Y(s) - Y(t_n)) \Delta W_s + \Delta W_s^2)$$

$$+ \frac{1}{6} f_{xxx}(Y(t_n)) \Delta W_s^3 + O(h^2).$$

We further expand the second integrand in (2-8) in a Taylor series about $Y(t_n)$ and obtain

$$f(Y(t_n) + \frac{1}{2} hf(X(t_n))) = f(Y(t_n)) + \frac{1}{2} hf_x(Y(t_n)) f(Y(t_n)) + O(h^2).$$

(2-11)

Substituting (2-10) and (2-11) into $D_n$ of (2-8), we can, after some cancellation, write $D_n$ in increasing powers of $\Delta W_s$:

$$-D_n = f_x(Y(t_n)) \int_{t_n}^{t_n + h} \Delta W_s ds + \frac{1}{2} f_{xx}(Y(t_n)) \int_{t_n}^{t_n + h} \Delta W_s^2 ds - R_n,$$

or, in view of (2-5),

$$-D_n = f_x(X(t_n)) \int_{t_n}^{t_n + h} \Delta W_s ds + \frac{1}{2} f_{xx}(X(t_n)) \int_{t_n}^{t_n + h} \Delta W_s^2 ds - R_n,$$

where we keep in $-D_n$ only the two terms of the expansion (2-11) of leading order in $\Delta W_s$, and group all the other terms in the remainder

$$-R_n = f_x(Y(t_n)) \int_{t_n}^{t_n + h} \left[ (Y(s) - Y(t_n) - \frac{1}{2} hf(Y(t_n))) \right] ds$$

(2-13)

$$+ f_{xx}(Y(t_n)) \int_{t_n}^{t_n + h} (Y(s) - Y(t_n)) \Delta W_s ds$$

$$+ \frac{1}{6} f_{xxx}(Y(t_n)) \int_{t_n}^{t_n + h} \Delta W_s^3 ds + O(h^3).$$

We now want to show that the remainder $-R_n$ is $O(h^{2.5})$. Recalling (i) and (ii), we can see that the second and third terms in the right-hand side of (2-13) are $O(h^{2.5})$. That the first term is $O(h^{2.5})$ follows from the following calculations:

$$\int_{t_n}^{t_n + h} \left[ Y(s) - Y(t_n) - \frac{1}{2} hf(Y(t_n)) \right] ds$$

$$= \int_{t_n}^{t_n + h} \int_t^s f(Y(r) + \Delta W_r) - f(Y(t)) dr ds$$

$$= \int_{t_n}^{t_n + h} \int_t^s f_x(Y(t_n)) \Delta W_r + O(h) dr ds$$

$$= f_x(Y(t_n)) \int_{t_n}^{t_n + h} \int_t^s \Delta W_r dr ds + O(h^3).$$

With this expression, (2-5) and (ii), $-R_n$ can be written in terms of increments of $W_t$:

$$-R_n = f_x^2(X(t_n)) \int_{t_n}^{t_n + h} \int_t^s \Delta W_r dr ds$$

(2-14)

$$+ f(X(t_n)) f_{xx}(X(t_n)) \int_{t_n}^{t_n + h} (s - t_n) \Delta W_r ds$$

$$+ \frac{1}{6} f_{xxx}(X(t_n)) \int_{t_n}^{t_n + h} \Delta W_s^3 ds + O(h^3).$$
For the sake of brevity, we introduce the random variables $\gamma$, $\delta$ and $\tau$ by

$$h^{2.5} \gamma \equiv \int_{t_n}^{t_n+h} (s - t_n) \Delta W_s \, ds, \quad h^{2.5} \delta \equiv \int_{t_n}^{t_n+h} \Delta W_s \, ds,$$

$$h^{2.5} \tau \equiv \int_{t_n}^{t_n+h} \Delta W_s^3 \, ds,$$

(2-15)

suppressing time-dependence for convenience. From these definitions it is clear that the variables $\gamma, \delta, \tau$ are all of order zero in the $L_2$ sense. Then the expression (2-14) can be abbreviated as

$$-R_n = h^{2.5} \{ f_x^2 \delta + f_x f_{xx} \gamma + \frac{1}{2} f_{xxx} \tau \} + O(h^3),$$

(2-16)

where all the functions are evaluated at $X(t_n)$. Thus, together with (2-12), we see that $D_n$ is $O(h^3)$, and therefore (2-2) is at best of order 1 in the $L_2$ sense, and hence in the $L_p$ sense for $p > 2$, by Liapunov’s inequality [9]. Indeed, Scheme (2-2) is a first-order method, as can be shown [4]. The expressions of $-D_n$ in (2-12) and $-R_n$ in (2-14) are illuminating in the sense that, for each term therein, the integral part (of increments of $W_t$) is independent of the preceding product of functions evaluated at $X(t_n)$. This is a consequence of the nonanticipating property of the solutions of stochastic differential equations [1].

Remark. In the above discussion we often encountered expressions of half-integral order, due to the appearance of $\Delta W_t$ to an odd power. Recalling the nonanticipating property of the solutions of stochastic differential equations, we conclude that the expectations of the leading terms in these expressions vanish. We will use this fact repeatedly in the later development.

3. A Second-Order Runge-Kutta Method. We remarked in the introduction that a splitting scheme can at best have first-order accuracy in the $L_2$ sense. However, in this section we will show that by interlacing the function $f$ and the Wiener process, it is possible to get Runge-Kutta methods of higher accuracy. As a preliminary step, the analysis of the splitting scheme (2-2) with the local truncation error $D_n$ in (2-12) suggests that we consider the following Taylor series method:

$$Q(n) = X(n) + \frac{1}{2} hf(Q(n)),
$$

(3-1)

$$X(n+1) = X(n) + \Delta W(n) + hf(Q(n)) + f_x(X(n)) \int_{t_n}^{t_n+h} \Delta W_s \, ds + \frac{1}{2} f_{xx}(X(n)) \int_{t_n}^{t_n+h} \Delta W_s^2 \, ds.$$

The local truncation error of the scheme is given by $R_n$ in (2-16), i.e., the exact solution $X = X(t)$ of Eq. (2-1) satisfies

$$X(t_{n+1}) = X(t_n) + \Delta W(n) + hf(Q(t_n)) + f_x(X(t_n)) \int_{t_n}^{t_n+h} \Delta W_s \, ds + \frac{1}{2} f_{xx}(X(t_n)) \int_{t_n}^{t_n+h} \Delta W_s^2 \, ds - R_n,$$

(3-2)

where we define

$$Q(t_n) = X(t_n) + \frac{1}{2} hf(X(t_n)).$$

(3-3)

Since $R_n$ is of order 2.5 in the $L_2$, and thus in the $L_1$ sense, we would expect that Scheme (3-1) has order 1.5 in the $L_1$ sense due to the accumulation of the local truncation errors. However, an $L_2$ analysis shows that the scheme considered is in
fact a second-order method. Nevertheless, our analysis will not be made directly on
the scheme (3-1). This scheme is an intermediate step which leads to a more
satisfactory method of Runge-Kutta type. Before we go further, let us define, for the
sake of brevity, random variables $\beta$ and $\theta$ by

$$h^{1.5}\beta \equiv \int_{t_n}^{t_n+h} \Delta W_s \, ds, \quad h^2\theta \equiv \int_{t_n}^{t_n+h} \Delta W^2_s \, ds,$$

where, again, the time-dependence is suppressed. Clearly, $\beta$ and $\theta$ are all of order
zero in the $L_2$ sense, and (3-1) can be rewritten as

$$Q^{(n)} = X^{(n)} + \frac{1}{2} hf(X^{(n)}),$n

$$X^{(n+1)} = X^{(n)} + \Delta W^{(n)} + hf(Q^{(n)}) + h^2\theta f_{xx}(X^{(n)}),$$

which has a more convenient form to develop into a Runge-Kutta method. First, we
add a term involving $\beta$ to $Q^{(n)}$ so that the first derivative term in $X^{(n+1)}$ will appear
implicitly. Observe that

$$hf(Q^{(n)} + \sqrt{h} \beta) = hf(Q^{(n)}) + h^{1.5}\beta f_x(X^{(n)}) + \frac{1}{2} h^2\beta^2 f_{xx}(X^{(n)}) + O(h^2.5),$$

which leads us to consider the following scheme:

$$Q^{(n)} = X^{(n)} + \frac{1}{2} hf(X^{(n)}) + \sqrt{h} \beta,$n

$$X^{(n+1)} = X^{(n)} + \Delta W^{(n)} + hf(Q^{(n)}) + \frac{1}{2} h^2(\theta - \beta^2)f_{xx}(X^{(n)}).$$

Its local truncation error $V_n$ is defined by

$$X(t_{n+1}) = X(t_n) + \Delta W^{(n)} + hf(Q(t_n)) + \frac{1}{2} h^2(\theta - \beta^2)f_{xx}(X(t_n)) - V_n,$$

where

$$Q'(t_n) = Q(t_n) + \sqrt{h} \beta = X(t_n) + \frac{1}{2} hf(X(t_n)) + \sqrt{h} \beta.$$n

Here we have been careful to make the local truncation error $V_n$ of Scheme (3-6)
have the same order (in the $L_2$ sense) as $R_n$ of Scheme (3-1) (or (3-5)). This can be
seen by analyzing $V_n$ further. As a starting point for seeing that $V_n$ and $R_n$ are of the
same order, we carry out the Taylor expansion:

$$hf(Q'(t_n)) = hf(Q(t_n)) + \sqrt{h} \beta$$

$$= hf(Q(t_n)) + h^{1.5}\beta f_x(Q(t_n)) + \frac{1}{2} h^2\beta^2 f_{xx}(Q(t_n))$$

$$+ \frac{1}{2} h^2\beta^2 f_{xx}(Q(t_n)) + O(h^3).$$

Recall the definition of $Q(t_n)$ in (3-3). Each term on the right-hand side of the above
equation is then expanded in a Taylor series about $X(t_n)$, and this gives

$$hf(Q'(t_n)) = hf(Q(t_n)) + h^{1.5}\beta f_x(X(t_n))$$

$$+ \frac{1}{2} h^2\beta f_x(X(t_n)) f_{xx}(X(t_n)) + \frac{1}{2} h^2\beta^2 f_{xx}(X(t_n))$$

$$+ \frac{1}{2} h^2\beta^2 f_{xx}(X(t_n)) + O(h^3).$$
Substituting this result into (3-7), we obtain, after some cancellations,

\[
X(t_{n+1}) = X(t_n) + \Delta W^{(n)} + hf(Q(t_n)) + h^2 \theta f_x(X(t_n)) + h^2 \theta f_{xx}(X(t_n)) + h^2 \theta f_{xxx}(X(t_n)) - V_n + O(h^3).
\]

(3-11)

Recalling the definitions of \( \beta \) and \( \theta \) in (3-4) and comparing this expression with (3-2), we can relate \( V_n \) and \( R_n \) by the equation

\[
-R_n = -V_n + h^2 \left( \frac{1}{2} \theta^2 f_{xx} + \frac{1}{2} \theta f_{xxx} \right) + O(h^3),
\]

(3-12)

where all the functions are evaluated at \( X(t_n) \). Since \( R_n \) is of order 2.5 in the \( L_2 \) sense, so is \( V_n \). However, it is still not clear how one is able to derive a Runge-Kutta method from the scheme (3-6), because it contains a second derivative of \( f \) with a coefficient containing \( \theta - \beta^2 \). Fortunately, the Cauchy-Schwarz inequality yields the interesting relationship

\[
\left( \int_{t_n}^{t_{n+1}} \Delta W^2 \, ds \right)^2 \leq h \int_{t_n}^{t_{n+1}} \Delta W^2 \, ds,
\]

(3-13)

which implies that \( \theta - \beta^2 \) is nonnegative. Following this observation, (3-6) suggests the following Runge-Kutta method:

\[
P^{(n)} = \sqrt{\theta - \beta^2},
\]

(3-14)

\[
Q^{(n)} = X^{(n)} + \frac{1}{2} h f(Q^{(n)}) + \sqrt{h} \beta,
\]

\[
X^{(n+1)} = X^{(n)} + \Delta W^{(n)} + \frac{1}{2} h \left[ f(Q^{(n)} + \sqrt{h} P^{(n)}) + f(Q^{(n)} - \sqrt{h} P^{(n)}) \right] - T_n.
\]

We now state the main result of this section.

**Theorem 1.** Let \( f \) be a smooth function satisfying the condition stated in (2-9). Then the above scheme is second-order in the \( L_2 \) sense, provided that the initial condition is imposed with second-order accuracy in the \( L_2 \) sense.

Note that, in Scheme (3-14), if we replace \( \beta \) by \( \nu \beta \), \( \theta \) by \( \nu^2 \theta \) and \( P^{(n)} \) by \( \nu P^{(n)} \), then we obtain the corresponding scheme (T) for solving Eq. (1-1). As \( \nu \) tends to zero, this scheme reduces to the ordinary mid-point Runge-Kutta method, as we would expect. Before we prove Theorem 1, we will analyze the local truncation error \( T_n \) of Scheme (3-14), which is defined by the equation

\[
X(t_{n+1}) = X(t_n) + \Delta W^{(n)} + \frac{1}{2} h \left[ f(Q'(t_n) + \sqrt{h} P^{(n)}) + f(Q'(t_n) - \sqrt{h} P^{(n)}) \right] - T_n.
\]

(3-15)

We start by considering the Taylor expansions

\[
f(Q'(t_n) \pm \sqrt{h} P^{(n)}) = f(Q'(t_n)) \pm 2 \sqrt{h} P^{(n)} f_x(Q'(t_n)) + \frac{1}{2} h \left( P^{(n)} \right)^2 f_{xx}(Q'(t_n)) \pm 2 \left( P^{(n)} \right)^3 f_{xxx}(Q'(t_n)) + O(h^2).
\]

(3-16)
Recall the definition of $Q'(t_n)$. Further manipulation yields
\[
\frac{1}{2} h \left[ f\left(Q'(t_n) + \sqrt{h} P^{(n)}\right) + f\left(Q'(t_n) - \sqrt{h} P^{(n)}\right) \right] = \frac{1}{2} h^2 \left( P^{(n)} \right)^2 x_{xx} \left( X(t_n) \right) + \frac{1}{2} h^2 \beta \left( P^{(n)} \right)^2 x_{xxx} \left( X(t_n) \right) + O(h^3).
\]
Substituting the above result into (3-15), with $P^{(n)}$ defined in (3-14), we obtain
\[
X(t_{n+1}) = X(t_n) + \Delta W^{(n)} + \frac{1}{2} h^2 \left( \beta - \beta^2 \right) x_{xx} \left( X(t_n) \right) + \frac{1}{2} h^2 \beta \left( P^{(n)} \right)^2 x_{xxx} \left( X(t_n) \right) - T_n + O(h^3).
\]
By comparing this expression with (3-7) we can relate $T_n$ and $V_n$ by the equation
\[
(3-17) \quad -V_n = -T_n + \frac{1}{2} h^2 \left( \beta - \beta^2 \right) x_{xx} \left( X(t_n) \right) + O(h^3).
\]
As before, $f_{xxx}$ is evaluated at $X(t_n)$. Now we are ready to write down explicitly the local truncation error $T_n$ of Scheme (3-14), since we have the relationship (3-12) between $R_n$ and $V_n$ and the relationship (3-17) between $V_n$ and $T_n$. The result is
\[
(3.18) \quad -T_n = h^2 \left( \frac{1}{2} (2\gamma - \beta) f_{xx} - \frac{1}{6} (\tau - 3\beta \theta + 2\beta^3) f_{xxx} \right) + h^3 T_n' \tag{3.18}
\]
where $\gamma$, $\delta$ and $\tau$ are the random variables defined in (2-15), where $T_n'$ is of order zero and all the functions are evaluated at $X(t_n)$.

4. Convergence of the Second-Order Runge-Kutta Method (Scalar). In this section we prove Theorem 1. Let us write down the numerical scheme considered,
\[
X^{(n+1)} = X^{(n)} + \Delta W^{(n)} + \frac{1}{2} h \left[ f\left(Q^{(n)} + \sqrt{h} P^{(n)}\right) + f\left(Q^{(n)} - \sqrt{h} P^{(n)}\right) \right] \tag{4-1}
\]
and the exact equation with the local truncation error,
\[
X(t_{n+1}) = X(t_n) + \Delta W^{(n)} + \frac{1}{2} h \left[ f\left(Q'(t_n) + \sqrt{h} P^{(n)}\right) + f\left(Q'(t_n) - \sqrt{h} P^{(n)}\right) \right] - T_n. \tag{4-2}
\]
Let $e_n$ denote $X^{(n)} - X(t_n)$. As in the theory of numerical solution of ordinary differential equations, we subtract Eq. (4-2) from Eq. (4-1). This gives
\[
e_{n+1} = e_n + \frac{1}{2} h v_n + T_n, \tag{4-3}
\]
where we define
\[
v_n = v_{n,+} + v_{n,-} \tag{4-4}
\]
and
\[
v_{n,\pm} = f\left(Q'(t_n) \pm \sqrt{h} P^{(n)}\right) - f\left(Q^{(n)} \pm \sqrt{h} P^{(n)}\right).
\]
To make an $L_2$-norm analysis, we square both sides of (4-3) to get
\[
e_{n+1}^2 = e_n^2 + h e_n v_n + \frac{1}{4} h^2 v_n^2 + 2 e_n T_n + h v_n T_n + T_n^2. \tag{4-4}
\]
We now estimate the expectations of each term on the right-hand side of the above equation. By assumption, $f$ satisfies a Lipschitz condition,
\[
|f(x) - f(y)| \leq L|x - y|, \quad x, y \in \mathbb{R},
\]
where $L > 0$ is a constant. Consider $v_{n,+}$ and $v_{n,-}$. Recalling the definition (3-8) of $Q'(t_n)$ and applying the Lipschitz condition on $f$, we obtain
\[
|v_{n,\pm}| \leq L|Q(t_n) - Q^{(n)}| \leq L(1 + \frac{1}{2} h L)|e_n|.
\]
Therefore, the second term on the right-hand side of (4-4) can be estimated as

\[ |E(he_n\nu_n)| \leq hE|e_n\nu_n| \leq hE\left(|e_n| |v_n,+, v_n,-| \right) \leq 2hL \left(1 + \frac{1}{2}hL\right)E(e_n^2). \]

The estimation of the third term is similar, and we have

\[ E\left(\frac{1}{2}h^2\nu_n^2\right) \leq \frac{1}{8}h^2E(\nu_n^2) \leq h^2L^2 \left(1 + \frac{1}{2}hL\right)E(e_n^2). \]

Next comes the fourth term, where we need to take into account \( T_n \) given in (3-18), thus \( T_n' \):

\[ |E(2e_nT_n)| = 2h^3 |E(e_nT_n')| \leq \epsilon_1 hL E(e_n^2) + \epsilon_1 L^{-1}h^2 E\left(T_n'^2\right), \]

where we employ the inequality \( 2ab \leq a^2 + b^2 \) with \( a = (\epsilon_1 hL)^{1/2}e_n \) and \( b = (\epsilon_1 hL)^{-1/2}h^2 T_n' \), and \( \epsilon_1 \) is an appropriate positive number. A similar trick can also be applied to the fifth term and yields

\[ |E(hv_nT_n)| \leq \frac{1}{2} \epsilon_2 hL \left(1 + \frac{1}{2}hL\right)^2 E\left(e_n^2\right) + O(h^6), \]

where, again, \( \epsilon_2 \) is an appropriate positive number. In this estimation we use the obvious fact that \( T_n^2 \) is \( O(h^4) \); actually one can show [4]

\[ E(T_n^2) \leq E(G_n^2) h^5 + O(h^6), \]

where

\[ G_n^2 = \frac{1}{40} f_f^2 f_x^2 + \frac{3}{20} f_x^4 + \frac{11}{30340} f_{xx}^2. \]

Finally we reach the stage of estimating the whole equation (4-4). By taking expectations on both sides of (4-4) and collecting the results from (4-5)-(4-9), we obtain

\[ E\left(e_{n+1}^2\right) \leq B(h) E\left(e_n^2\right) + \left[E\left(G_n^2\right) + \frac{1}{2} \epsilon_1 L^{-1}E\left(T_n'^2\right)\right] h^5 + O(h^6), \]

where

\[ B(h) = 1 + (2 + \epsilon_1 + \epsilon_2) hL + (2 + \epsilon_2/2) h^2 L^2 + (1 + \frac{1}{2} \epsilon_2) h^3 L^3 + \frac{1}{2} h^4 L^4. \]

To have a common bound for all time steps, for fixed \( h_0 < 1 \), we define \( A = \max_{n, h \leq h_0} E(G_n^2) \) and \( B = \max_{n, h \leq h_0} E(T_n'^2) \), and set \( M = A + \frac{1}{2} \epsilon_1 L^{-1}B \). Then the inequality (4-10) becomes

\[ E\left(e_{n+1}^2\right) \leq e \left(2 + \epsilon\right)^h L E\left(e_n^2\right) + M h^5 + O(h^6), \]

where we choose \( \epsilon = \epsilon_1 + \epsilon_2 \) so that \( B(h) \leq e \left(2 + \epsilon\right)^h L \). This is a recursive relation that we often encounter in the theory of numerical solution of ordinary differential equations. An elementary calculation shows

\[ E\left(e_n^2\right) \leq e \left(2 + \epsilon\right)^h L E\left(e_0^2\right) + M h^4 + e \left(2 + \epsilon\right)^h L E\left(e_0^2\right) + O(h^5). \]

The right-hand side of this inequality is of order 4, provided that the initial condition is properly imposed. Suppose that \( E(e_0^2) \leq C_0 h^4 \), where \( C_0 \) is a constant. Substituting this into the above equation and taking square roots, we complete the proof with \( \left[E(e_n^2)^{1/2}\right] \leq C h^2 \), where

\[ C = \sup_{h \leq h_0} \left\{ \frac{M}{(2 + \epsilon) L} \left( \left(e^{(2 + \epsilon) h L} - 1\right) + C_0 e^{(2 + \epsilon) L h} + O(h) \right) \right\}^{1/2}. \]
Remark. There are two reasons for introducing the two positive numbers $\epsilon_1$ and $\epsilon_2$: to keep track of the “interaction” between $T_n$ and $e_n$ (see (4-7)) or $v_n$ (see (4-8)), and to balance the error contributions from the initial error and local truncation errors (see (4-11)) in the hope that the constant $C$ can be minimized with suitable choice of $\epsilon$, though we have not done so.

5. Runge-Kutta Methods of Order One-and-One-Half (Scalar & System). There are two main difficulties with Scheme (3-14): the first is that we do not have an efficient way to sample systematically the Gaussian variables $\beta$, $\Delta W^{(n)}$ and the non-Gaussian random variable $\theta$ (see [15]), and the second is that it will not be a second-order method when applied to a system.

To sample only Gaussian random variables, one must be content with schemes with less accuracy. In this section we provide such schemes, of order 1.5 in the $L_2$ sense. The main advantage with the schemes is that they will maintain the order of accuracy when extended to a system of stochastic differential equations. We consider the scheme (S) and prove the following theorem.

**Theorem 2.** Suppose that $f$ has bounded partial derivatives up to fifth order. The scheme (S) is of order one-and-one-half in the $L_2$ sense, provided that the initial condition is imposed with accuracy of order one-and-one-half.

**Proof.** First, we consider the scalar case. There is no substantial difference between this proof and that of Theorem 1. We need only to check whether the technique used in the latter can be applied to this case. The key point is to examine the local truncation error of Scheme (S) for the scalar case, which is defined by the equation

\[
X(t_{n+1}) = X(t_n) + \Delta W^{(n)} + \frac{1}{2}h \left[ f(Q(t_n)) + 2 \cdot f(Q^*(t_n)) \right] - T_n^*,
\]

where we define

\[
Q^*(t_n) = X(t_n) + \frac{1}{2}hf(X(t_n)) + \frac{1}{2}\sqrt{h} \beta.
\]

To make an error analysis, we carry out the following Taylor expansion:

\[
hf(Q^*(t_n)) = hf(Q(t_n)) + \frac{1}{2} \sqrt{h} \beta f_x(X(t_n)) + \frac{1}{2} h^2 \beta^2 f_{xx}(X(t_n)) + O(h^{2.5})
\]

Replacing $f(Q^*(t_n))$ in (5-1) by the above expression, we obtain

\[
X(t_{n+1}) = X(t_n) + \Delta W^{(n)} + hf(Q(t_n)) + f_x(X(t_n)) \int_{t_n}^{t_{n+1}} \Delta W_s ds + \frac{1}{2} h^2 \beta^2 f_{xx}(X(t_n)) - T_n^* + O(h^{2.5}).
\]

Comparing the above expression with (3-2) and recalling the definition of $\theta$ and that $R_n$ is of order 2.5, we arrive at

\[
T_n^* = \frac{1}{2} h^2 f_{xx}(X(t_n)) (\theta - \frac{1}{2} \beta^2) + O(h^{2.5}).
\]

One major fact about $T_n^*$ is that its expectation is of order 3. The reason is that (i) the expectations of those terms of 2.5 are zero, and (ii) $E(\beta^2) = \frac{1}{2}$ and $E(\theta) = \frac{1}{2}$, which make the leading terms in $T_n^*$ cancel each other after taking expectations.
With this fact in mind, the rest of the proof proceeds exactly as in the proof of Theorem 1. Note that \((T_n^*)^2\) is of order 4. The result is

\[
\mathbb{E}(e_n^2) \leq \frac{1}{120} \cdot \frac{e^{(2+\varepsilon)TL}}{(2+\varepsilon)L} D^2 h^3 + e^{(2+\varepsilon)TL} \mathbb{E}(e_0^2) + O(h^4),
\]

where \(D^2 = \max_{n,h \leq h_0} \mathbb{E}[f_{xx}(X(t_n))]\), and \(\varepsilon > 0\) is defined in a similar way as in Theorem 1. □

**System Case.** Via an elaboration, one can show that for the system case the corresponding local truncation error for the scheme (S), in component form, is

\[
T_n^{*i} = \frac{1}{2} h^2 f_{jk}^i(X(t_n)) \left( \theta^{ijk} - \frac{1}{2} \beta^i \beta^j \right) + O(h^{1.5}),
\]

where a subscript with a comma denotes differentiation, the summation convention is assumed, and the random variables \(\beta = \{\beta^i\}\) and \(\theta^{ijk}\) are defined as follows,

\[
h^{1.5} \beta^i = \int_{t_n}^{t_n + h} \Delta W_s^i \, ds, \quad h^2 \theta^{ijk} = \int_{t_n}^{t_n + h} \Delta W_s^i \Delta W_s^j \, ds,
\]

in analogy with the definitions of \(\beta\) and \(\theta\) in (3-4). Since the components of a Wiener process are independent, \(\mathbb{E}(T_n^{*i})\) is of order 3, due to the nonanticipating property. This is the key to the proof of Theorem 2 for both scalar equations and systems. Some work shows that the error is bounded by (see [4])

\[
\mathbb{E}(\|e_n\|^2) \leq \frac{1}{240} \cdot \frac{e^{(2\sqrt{d} + \varepsilon)TL}}{(2\sqrt{d} + \varepsilon)L} d^2 (d + 1) D^2 h^3 + e^{(2\sqrt{d} + \varepsilon)TL} \mathbb{E}(\|e_0\|^2) + O(h^4),
\]

where \(D^2 = \max_{n,h \leq h_0} \mathbb{E}[\Sigma_{i,j,k}(f_{jk}^i(X(t_n)))^2]\). This completes the proof of Theorem 2. □

From the expression (5-4) we see that, if the initial error is sufficiently small, then for \(h \approx 0.01\), Scheme (S) is practically of order 2 in the \(L_2\) sense. We conclude this section by indicating that the general idea in designing a scheme of order one-and-one-half, like Scheme (S), is to consider the family

\[
Q^{(n)} = X^{(n)} + \frac{1}{2} h \dot{f}(X^{(n)}) + k\sqrt{h} \beta,
\]

\[
Q^{*n} = X^{(n)} + \frac{1}{2} h \dot{f}(X^{(n)}) + l\sqrt{h} \beta,
\]

\[
X^{(n+1)} = X^{(n)} + \Delta W^{(n)} + h \left[ bf(Q^{(n)}) + a \dot{f}(Q^{(n)}) \right],
\]

where \(a, b, k, l\) are parameters to be determined. In a similar way as we did in the proof of Theorem 2, we find that the exact solution of the stochastic differential equation (1-1) satisfies

\[
X(t_{n+1}) = X(t_n) + \Delta W^{(n)} + h(a + b) \dot{f}(Q(t_n))
+ h(a \cdot k + b \cdot l) \beta \dot{f}(X(t_n))
+ \frac{1}{2} h(a \cdot k^2 + b \cdot l^2) \beta^i \beta^j \dot{f}_{ijk}(X(t_n)) - T^{*n} + O(h^{1.5}).
\]

Now we make a choice so that a Taylor expansion of \(X(t_{n+1})\) matches the right-hand side up to order 1.5 and find

\[
a + b = 1, \quad a \cdot k + b \cdot l = 1.
\]
Then the local truncation errors $T^*_n$ of the schemes in (5-5), in component form, are

$$T^*_n = \frac{1}{2} h^2 f_{j,k}(X(t_n))\left(\theta - \left(\frac{1}{2} a - \frac{1}{2} + b\right)\beta\right) + O(h^{2.5}).$$

However, as follows from the proof of Theorem 2 (or 1), we may wish to minimize the contribution of the local truncation error $T^*_n$. One way to achieve this is to choose the parameters so that the expectations of the leading terms of $T^*_n$ are zero (e.g., in (5-2)). This leads to

$$a \cdot k^2 + b \cdot l^2 = \frac{1}{2}. \tag{5-7}$$

The case corresponding to Scheme (S) is $a = \frac{1}{2}, b = \frac{1}{2}, k = 0, l = \frac{1}{2}$, which is clearly a solution of Eqs. (5-6) and (5-7), but this choice is not essential.

6. Variance Reduction Using Hermite Polynomials. In this section we consider a variance-reduction technique for evaluating expectations of functions of solutions of stochastic differential equations. Intrinsically, the numerical evaluation of expectations involves a sampling process, i.e., Monte-Carlo computation. Being a finite process, Monte-Carlo computation creates statistical errors due to imperfect sampling. The errors depend heavily on how one choose the estimators.

Our goal is thus to construct estimators with a small variance. We start by considering Chorin's variance reduction technique for evaluating functionals of Gaussian random variables. This technique exploits specific properties of the Hermite polynomials. Then we show how to implement Chorin's technique for functions of solutions of stochastic differential equations.

Chorin's Estimator. Consider a random function $g(\xi) = g(\xi^1, \ldots, \xi^d)$, where $\xi = (\xi^1, \ldots, \xi^d)$ is an $R^d$-valued Gaussian random variable with distribution $N(0, I_d)$. The expectation of $g(\xi)$ is

$$E[g(\xi)] = E[g(\xi^1, \ldots, \xi^d)] = (2\pi)^{-d/2} \int g(u) e^{-||u||^2/2} du,$$

where $u = (u^1, \ldots, u^d)$, $du = du^1 \cdots du^d$, and we recall that $||u||$ is the $2$-norm of $u$ in the $R^d$ space. The Gaussian random variable $\xi$ can be readily sampled (see Section 7). The usual Monte-Carlo estimator for $E[g(\xi)]$ is given by

$$N^{-1} \sum_{j=1}^N g(\xi_j) = N^{-1} \sum_{j=1}^N g(\xi_{j}^1, \ldots, \xi_{j}^d),$$

where $\{\xi_j^k\}$ are drawn from the Gaussian distribution with mean 0 and variance 1. The standard deviation of this estimator, which yields the order of magnitude of the error, is

$$N^{-1/2} \left( E[g^2(\xi)] - [Eg(\xi)]^2 \right)^{1/2}, \tag{6-1}$$

which is proportional to $N^{-1/2}$, thus may not be acceptable for reasonable size $N$. Hence, an estimator of $E[g(\xi)]$ with smaller standard deviation is needed to achieve more accuracy in Monte-Carlo computation.

Chorin [5] proposed a method to obtain an estimator for obtaining $E[g(\xi)]$ with a substantial reduction in standard deviation. The idea is to use a finite Hermite series for the goal function $g$ to design an estimator of control variate type for $E[g(\xi)]$.
The set of Hermite polynomials

$$H_n(z) = \frac{(-1)^n}{\sqrt{n!}} e^{z^2/2} \frac{d^n}{dz^n} e^{-z^2/2}, \quad n = 1, 2, \ldots,$$

form a family of orthonormal functions in the space $L_2(R)$ of square integrable functions defined on $R$ with respect to the weight $e^{-z^2/2}/\sqrt{2\pi}$. That is,

$$(2\pi)^{-1/2} \int H_n(z) H_m(z) e^{-z^2/2} \, dz = \delta_{nm}.$$ 

In general, let $m = (m^1, \ldots, m^d)$ with $m^j$ nonnegative integers, and set $|m| = m^1 + \cdots + m^d$. We define the product polynomials

$$H_m = H_{m^1}(u^1) \cdots H_{m^d}(u^d).$$

Then the family of functions

$$(6-2) \quad H_m(u) \cdot e^{-\|u\|^2/2}, \quad 0 \leq |m| < \infty,$$

forms a complete orthonormal set in the space $L_2(R^d)$ of all square integrable functions defined on $R^d$ with respect to the weight $(2\pi)^{-d/2} e^{-\|u\|^2/2}$. For a more detailed analysis of the family of Hermite polynomials $H_m$, see Chorin [8], Maltz and Hitzl [17]. Assuming that the function $g(u) e^{-\|u\|^2/2}$ is square integrable, we can expand it in terms of the orthonormal functions in (6-2):

$$g(u) e^{-\|u\|^2/2} = \sum_m a_m H_m(u) e^{-\|u\|^2/2},$$

i.e.,

$$g(u) = \sum_m a_m H_m(u),$$

where we have

$$(6-3) \quad a_m = E[H_m(\xi) g(\xi)] = (2\pi)^{-d/2} \int H_m(u) g(u) e^{-\|u\|^2/2} \, du$$

because of the orthonormality

$$E[H_n(\xi) H_m(\xi)] = E[H_{m^1}(\xi) H_{m^2}(\xi) H_{m^3}(\xi) \cdots H_{m^d}(\xi)] = \delta_{n,m} = \delta_{n^1,m^1} \cdots \delta_{n^d,m^d}.$$ We also notice that (i) $a_0 = E[g(\xi)]$ and (ii) $E[H_m(\xi)] = 0$ if $m \neq 0$. Therefore,

$$(6-4) \quad E[g(\xi)] = b_0 + E[g(\xi) - \sum_{|m| < |p|} b_m H_m(\xi)]$$

for any set of numbers $\{b_m\}$ and $p$. In actual computation, we will take $\{b_m\}$ to be $\{a_m\}$. The success of Chorin's variance reduction lies in the fact that this identity does not imply that the Monte-Carlo estimators on both sides will have the same standard deviations. Chorin's idea is to make a first sampling to determine the coefficients $b_m$ in (6-4) according to the formula (6-3), then a second sampling to simulate the Gaussian variables that appear in the argument of $g$ and the polynomials $H_m = H_{m^1} \cdots H_{m^d}$ on the right-hand side of (6-4). Specifically, we have

$$(6-5) \quad a_m = \frac{1}{N} \sum_{j=1}^{N} \left( H_m(\xi_j) g(\xi_j) \right)$$
and

\begin{equation}
\sigma_m^2 + \frac{1}{N} \sum_j \left( g(\xi_j) - \sum_{|m| \leq |p|} a_m H_m(\xi_j) \right),
\end{equation}

where $\xi_j = \{ \xi_j^i \}$ and $\xi_j = \{ \xi_j^i \}$ are two sets of independent samples drawn from the Gaussian distribution with mean 0 and variance 1. The formulas (6-5) and (6-6) are called *Chorin’s estimator* for $E[g(\xi)]$. In order to see the standard deviation of Chorin’s estimator, let us define the remainder

\begin{equation}
r_p(u) = g(u) - \sum_{|m| \leq |p|} a_m H_m(u).
\end{equation}

Maltz and Hitzl [17] have shown that Chorin’s estimator has the following standard deviation:

\begin{equation}
N^{-1/2} \left( E[r_p^2] + N^{-1} \sum_{|m| \leq |p|} \sigma_m^2 \right)^{1/2},
\end{equation}

where $\sigma_m^2$ is the variance of $a_m$ in (6-5) with $N = 1$, i.e., the single sample variance for the Monte-Carlo estimate of $a_m$. Note that $E[r_p^2]$ and $\sigma_m^2$ are complementary in the sense that as $|p|$ increases the former goes up while the latter goes down. For each $N$, an optimum $p$ could be determined. See Maltz and Hitzl [17] for a detailed discussion.

**Partial Variance Reduction.** Let $\phi$ be a sufficiently smooth function. We implement Chorin’s variance reduction technique to evaluate the expectation $E[\phi(X(n))]$ where $X(n)$ is a numerical solution of the $d$-dimensional version of (2-1). Replace $\Delta W(n)$ by $\sqrt{h} \alpha(n)$; then the methods that we consider in this paper have the form

\begin{equation}
X(n+1) = X(n) + \sqrt{h} \alpha(n) + h \Psi(n).
\end{equation}

We note that $\beta(n)$ is included in $\Psi(n)$ except in Euler’s method, so that $X(n)$, thus $\phi(X(n))$, is a function of the $n$ pairs of $R^d$-valued Gaussian random variables $\alpha(k)$, $\beta(k)$, $0 \leq k \leq n$, since we implement the scheme (6-9) $n + 1$ times. That is, $\phi(X(n))$ is a function of $2 \cdot (n + 1) \cdot d$ (scalar) Gaussian random variables. Therefore, it would be too expensive, even if the variance technique considered in the previous section were applied only once to all these Gaussian variables to evaluate the expectation $[\phi(X(n))]$. Instead, we wish to do only partial variance reduction, i.e., to determine an expression for $E[\phi(X(n+1))]$ with certain distinguished Gaussian variables, and apply Chorin’s variance reduction technique to them only. First, we observe that

\begin{equation}
\phi(X(n+1)) = \phi(X(n) + \sqrt{h} \alpha(n) + h \Psi(n))
= \phi(X(0) + \sqrt{h} \left[ \alpha(0) + \cdots + \alpha(n) \right] + h[\Psi(0) + \cdots + \Psi(n)]),
\end{equation}

from which we see that the accumulating random variable $\alpha(0) + \cdots + \alpha(n)$ plays a major role in determining $\phi(X(n+1))$, while the individual $\alpha(k)$, $0 \leq k \leq n$, play only a minor role. Hence, the obvious strategy is to apply Chorin’s estimator to evaluate $E[\phi(X(n))]$ at each time step with respect to $\alpha(0) + \cdots + \alpha(n)$ only. The main drawbacks with this strategy are (i) that variance reduction is only done with respect to $(\alpha(0) + \cdots + \alpha(n))$ and (ii) that there is no connection between two successive evaluations $E[\phi(X(n))]$ and $E[\phi(X(n+1))]$. To improve this variance reduction
technique and ‘link’ \{ E[\phi(X(n))] \}, we write
\[
\phi(X^{(n+1)}) = \left[ \phi(X^{(n+1)}) - \phi(X^{(n)}) \right] + \cdots + \left[ \phi(X^{(k+1)}) - \phi(X^{(k)}) \right] + \cdots + \phi(X^{(0)}) \cdot
\]
For each piece \( \phi(X^{(k+1)}) - \phi(X^{(k)}) \), we carry out the Taylor expansion of \( \phi(X^{(k+1)}) \)
about \( X^{(k)} \):
\[
\phi(X^{(k+1)}) - \phi(X^{(k)}) = \phi_j(X^{(k)}) \left[ \sqrt{a} \alpha^{(k)} + h\Psi^{(k)} \right] \frac{1}{\alpha^{(k)}} + h\phi_j(X^{(k)}) \alpha^{(k)} \alpha^{(k)} + O(h^{1.5}) \cdot
\]
where \( \alpha^{(k)} \) is the random variable sampled at the \( k \)th time step. Moving the first term on the right-hand side to the left and denoting the resultant expression by \( \Phi^{(k)} \), we have
\[
\Phi^{(k)} = \phi(X^{(k+1)}) - \phi(X^{(k)}) - \sqrt{a} \phi_j(X^{(k)}) \alpha^{(k)} + h\phi_j(X^{(k)}) \alpha^{(k)} \alpha^{(k)} + O(h^{1.5}) \cdot
\]
Note the independence between \( \alpha^{(k)} \) and \( X^{(k)} \). Taking expectations on both sides of the first equality in (6-11) and summing the results over \( k \) from 0 to \( n \), we have
\[
E[\phi(X^{(n+1)})] = \sum_{k=0}^{n} \Phi^{(k)} + \sum_{k=0}^{n} \phi_{(k)}(X^{(k)}) + E[\phi(X^{(0)})] \cdot
\]
which is equivalent to
\[
E[\phi(X^{(n+1)})] = E[\phi(X^{(n)})] + E[\Phi^{(n)}] \cdot
\]
Thus we obtain a recursive relation between \( E[\phi(X^{(n)})] \) and \( E[\phi(X^{(n+1)})] \). From the second equality of (6-11) we see that for each fixed \( k \), \( \alpha^{(k)} \) plays a leading role in determining \( \Phi^{(k)} \). By a similar argument, following (6-10), one can easily see that \( \alpha^{(0)} + \cdots + \alpha^{(k-1)} \) plays a major role in determining \( \phi_j(X^{(k)}) \) and \( \phi_{(k)}(X^{(k)}) \). Hence we have the following
Strategy (S): We evaluate the expectation \( E[\phi(X^{(n)})] \) by applying Chorin’s estimator (6-5, 6) to evaluate \( E[\Phi^{(n)}] \) in (6-13) with respect to \( \alpha^{(n)} \) and \( (\alpha^{(0)} + \cdots + \alpha^{(n)})/\sqrt{n} \) (normalized \( N(0, I_d) \)), where \( \Phi^{(n)} \) is computed according to the first equality in (6-11), and adding the result to the estimate of \( E[\phi(X^{(n)})] \) obtained from the previous time step.
To see how the standard deviation, at each time step, of the estimate in Strategy (S) will accumulate, and whether this accumulation will destroy the accuracy of the variance reduction, we need the following lemma.

Lemma. Let \( z_1, z_2, \ldots, z_n \) be \( n \) random variables; then their variances and the variance of their sum satisfy the inequality \( \sigma^2_{z_1 + \cdots + z_n} \leq \frac{1}{2} \sigma^2_{z_1} + \cdots + \sigma^2_{z_n} \). Hence, by the Cauchy-Schwarz inequality, we have \( \sigma^2_{z_1 + \cdots + z_n} \leq n[\sigma^2_{z_1} + \cdots + \sigma^2_{z_n}] \).

From the second equality in (6-11) we may write \( \Phi^{(k)} = hG^{(k)} \) for each fixed \( k \), where \( G^{(k)} \) is of order zero. Then from (6-8) we see that the standard deviation \( \text{SD}^{(k)} \) of Chorin’s estimator for each \( E[\Phi^{(k)}] \) is of order
\[
h \cdot \text{SD}^{(k)} = h \cdot \frac{1}{\sqrt{N}} \left[ E[\|r_p\|^2] + \frac{1}{N} \sum_{m \leq |p|} \sigma^2_m \right]^{1/2} \cdot
\]
for some \( p \), where \( r_p \) is defined similar to (6-7), with \( g = G^{(k)} \), and where we suppress the dependence of \( r_m \) on \( k \). Let the maximum of (6-14) over \( k \) be \( SD^{(k_m)} \) for some \( k_0 \), then by the lemma we have the bound \( n \cdot hSD^{(k_m)} = t_n \cdot SD^{(k_0)} \) for the estimate in Strategy (S). Hence we have

\[ \text{Theorem 3. The standard deviation of the estimator in Strategy (S) for evaluating} \ E[\phi(X^{(n)})] \text{ with } N \text{ samplings is of the form (6-8), which is proportional to } t_n \text{ at the nth step, i.e., the piecewise application of Chorin’s variance reduction technique to each summand in (6-12), produces a standard deviation as in (6-8).} \]

7. Numerical Implementation. In order to compare their accuracy, we implement the schemes (E) and (S) given in the introduction. We present two two-dimensional examples: one is a linear equation, and the other is nonlinear. Recall that we assumed boundedness on \( f \) and its first few partial derivatives in Theorems 1 and 2. However, it is clear that these theorems still hold if \( f \) satisfies a Lipschitz condition and all the expectations appearing in the proofs are uniformly bounded in the \( L_2 \) sense. Our first test equation satisfies this less restricted condition, while it is also interesting to observe the numerical results for the second test equation.

As in (6-9), for each time step, we set \( \Delta W = \sqrt{n} \alpha \). To simulate the Gaussian random variables \( \alpha \) and \( \beta \) in Euler’s method and Scheme (S), we write

\[ \alpha = \xi, \quad \beta = \frac{1}{2} \xi + \frac{\sqrt{3}}{6} \eta, \]

where \( \xi \) and \( \eta \) are two independent \( R^d \)-valued Gaussian variables with distribution \( N(0, I_d) \). These expressions give the correct correlation between \( \alpha \) and \( \beta \). Then \( \xi \) and \( \eta \) are sampled according to the Box-Muller formula

\[ \xi' = \cos(2\pi u')\left[-2 \log(v')\right]^{1/2}, \quad \eta' = \sin(2\pi u')\left[-2 \log(v')\right]^{1/2}, \]

where \( u \) and \( v \) are two independent \( R^d \)-valued uniform distributions over \( [0, 1]^d \). For different time steps, we sample independent pairs \( \{u, v\} \).

Our first computational example is the \( 2 \times 2 \) system of linear equations

\[ dX^1 = -X^2 \, dt + dW^1, \quad dX^2 = -X^1 \, dt + dW^2 \]

with zero initial data \( X^1(0) = X^2(0) = 0 \). Adding these equations together, we find upon integration

\[ X^1(t) + X^2(t) = \int_0^t e^{-(t-s)} \left( W^1_s + W^2_s \right) ds \]

which, for each fixed \( t \), is a Gaussian random variable with mean 0 and variance \( 1 - \exp(-2t) \). In this example, we evaluate numerically

\[ E[\cos(X^1(t) + X^2(t))] = \exp\left(\frac{1}{2}(1 - e^{-2t})\right). \]

The second computational example is the \( 2 \times 2 \) system of nonlinear equations

\[ dX^1 = \frac{1}{2} e^{-(X^1 + X^2)} \, dt + dW^1, \quad dX^2 = \frac{1}{2} e^{-(X^1 + X^2)} \, dt + dW^2 \]

with the zero initial data \( X^1(0) = X^2(0) = 0 \). By a calculation we obtain

\[ e^{(X^1(t) + X^2(t))} = e^{(W^1_t + W^2_t)} \left( 1 + \int_0^t e^{-(W^1_s + W^2_s)} ds \right). \]
In this example, we evaluate numerically

\[ E\left[e^{(X_1(t) + X_2(t))}\right] = 2e^t - 1. \]

For each scheme we compute the expectations in two ways: (i) the usual Monte-Carlo estimator, and (ii) Chorin’s estimator in Strategy (S) of Section 6. The errors depend on the time stepsize \( \Delta t \) and the number of simulations, \( N \), for which we use 10000.

**Tables 7.1–7.3**

*Numerical results for \( E[\cos(X_1(t) + X_2(t))] \), errors/standard deviations are in exponential form.*

**Table 7.1**

<table>
<thead>
<tr>
<th>( \Delta t )</th>
<th>Euler’s Method</th>
<th>Scheme (S)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.2000</td>
<td>-2.85-2/2.33-3</td>
<td>2.77-3/1.96-3</td>
</tr>
<tr>
<td>0.1000</td>
<td>-1.50-2/2.14-3</td>
<td>-7.32-4/1.97-3</td>
</tr>
<tr>
<td>0.0500</td>
<td>-8.46-3/2.09-3</td>
<td>-1.70-3/2.01-3</td>
</tr>
<tr>
<td>0.0250</td>
<td>-3.87-3/2.05-3</td>
<td>-5.74-4/2.01-3</td>
</tr>
<tr>
<td>0.0125</td>
<td>6.15-4/2.00-3</td>
<td>2.22-3/1.98-3</td>
</tr>
</tbody>
</table>

**Table 7.2**

<table>
<thead>
<tr>
<th>( \Delta t )</th>
<th>Euler’s Method</th>
<th>Scheme (S)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1000</td>
<td>-2.10-2/3.22-3</td>
<td>-1.85-3/2.96-3</td>
</tr>
<tr>
<td>0.0500</td>
<td>-9.16-3/3.14-3</td>
<td>-6.40-5/3.04-3</td>
</tr>
<tr>
<td>0.0250</td>
<td>-7.54-3/3.03-3</td>
<td>3.67-2/3.98-3</td>
</tr>
<tr>
<td>0.0125</td>
<td>5.67-4/3.01-3</td>
<td>2.71-3/3.98-3</td>
</tr>
</tbody>
</table>

**Table 7.3**

<table>
<thead>
<tr>
<th>( \Delta t )</th>
<th>Euler’s Method</th>
<th>Scheme (S)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.2000</td>
<td>-4.40-2/4.28-3</td>
<td>1.96-2/3.88-3</td>
</tr>
<tr>
<td>0.1000</td>
<td>-1.79-2/4.13-3</td>
<td>2.29-3/3.94-4</td>
</tr>
<tr>
<td>0.0500</td>
<td>-4.57-3/3.91-3</td>
<td>5.26-3/3.86-4</td>
</tr>
<tr>
<td>0.0250</td>
<td>-1.00-3/3.91-3</td>
<td>3.69-3/3.87-3</td>
</tr>
<tr>
<td>0.0125</td>
<td>1.57-3/3.87-3</td>
<td>3.94-3/3.85-3</td>
</tr>
</tbody>
</table>
Tables 7.4–7.6

Numerical results for $E[\exp(X_1(t) + X_2(t))], \text{ errors/standard deviations are in exponential form.}$

Table 7.4

<table>
<thead>
<tr>
<th>$\Delta t$</th>
<th>Euler's method</th>
<th>Scheme (S)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.2000</td>
<td>1.68-1/1.30-2</td>
<td>-3.13-3/1.00-2</td>
</tr>
<tr>
<td>0.1000</td>
<td>7.72-3/1.13-2</td>
<td>3.14-3/1.01-2</td>
</tr>
<tr>
<td>0.0500</td>
<td>3.97-2/1.07-2</td>
<td>5.37-3/1.02-2</td>
</tr>
<tr>
<td>0.0250</td>
<td>2.12-2/1.04-2</td>
<td>4.77-3/1.01-2</td>
</tr>
<tr>
<td>0.0125</td>
<td>1.73-2/1.03-2</td>
<td>9.17-3/1.02-2</td>
</tr>
</tbody>
</table>

Table 7.5

<table>
<thead>
<tr>
<th>$\Delta t$</th>
<th>Euler's method</th>
<th>Scheme (S)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.2000</td>
<td>3.52-1/2.76-2</td>
<td>-7.94-3/2.18-2</td>
</tr>
<tr>
<td>0.1000</td>
<td>1.67-1/2.44-2</td>
<td>1.17-2/1.96-2</td>
</tr>
<tr>
<td>0.0500</td>
<td>7.80-2/2.26-2</td>
<td>6.79-3/2.16-2</td>
</tr>
<tr>
<td>0.0250</td>
<td>5.12-2/2.25-2</td>
<td>1.66-2/2.20-2</td>
</tr>
<tr>
<td>0.0125</td>
<td>6.97-3/2.21-2</td>
<td>9.46-3/2.19-2</td>
</tr>
</tbody>
</table>

Table 7.6

<table>
<thead>
<tr>
<th>$\Delta t$</th>
<th>Euler's method</th>
<th>Scheme (S)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.2000</td>
<td>8.16-1/6.34-2</td>
<td>4.90-3/6.70-2</td>
</tr>
<tr>
<td>0.1000</td>
<td>3.46-2/6.76-2</td>
<td>-1.04-3/6.33-2</td>
</tr>
<tr>
<td>0.0500</td>
<td>1.98-1/6.92-2</td>
<td>3.61-2/6.61-2</td>
</tr>
<tr>
<td>0.0250</td>
<td>5.12-2/6.88-2</td>
<td>-2.54-2/6.74-2</td>
</tr>
<tr>
<td>0.0125</td>
<td>-6.27-3/6.11-2</td>
<td>-4.37-2/6.44-2</td>
</tr>
</tbody>
</table>

The situation is shown in Tables 7.1–7.6. In each table, we list the results at time 0.2, 0.4, and 0.8. For each scheme, in the first subcolumn we list the errors plus the standard deviations of the computed values obtained by using the usual Monte-Carlo estimator, and in the second column errors are listed for Chorin's estimator. We see that Chorin's estimator shows Euler's method to be precisely a first-order method. For Scheme (S), Chorin's estimator shows that they are roughly second-order methods. This is not surprising, because we are evaluating expectations of functions, which should not exhibit the `half' part of the order of the accuracy of the scheme, due to the nonanticipating property of the solutions.
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