Polynomial Factorization and Nonrandomness of Bits of Algebraic and Some Transcendental Numbers

By R. Kannan, A. K. Lenstra, and L. Lovász

Abstract. We show that the binary expansions of algebraic numbers do not form secure pseudorandom sequences; given sufficiently many initial bits of an algebraic number, its minimal polynomial can be reconstructed, and therefore the further bits of the algebraic number can be computed. This also enables us to devise a simple algorithm to factor polynomials with rational coefficients. All algorithms work in polynomial time.

Introduction. Manuel Blum raised the following question: Suppose we are given an approximate root of an unknown polynomial with integral coefficients and a bound on the degree and size of the coefficients of the polynomial. Is it possible to infer the polynomial? We answer his question in the affirmative. We show that if a complex number $a$ satisfies an irreducible polynomial $h(X)$ of degree $d$ with integral coefficients in absolute value at most $H$, then given $O(d^2 + d \cdot \log H)$ bits of the binary expansion of the real and complex parts of $a$, we can find $h(X)$ in deterministic polynomial time (and then compute in polynomial time any further bits of $a$). Using the concept of secure pseudorandom sequences formulated by Shamir [23], Blum and Micali [3] and Yao [25], we then show that the binary (or $m$-ary for any $m$) expansions of algebraic numbers do not form secure sequences in a certain well-defined sense.

We are able to extend our results with the same techniques to transcendental numbers of the form $\log(a), \cos^{-1}(a)$, etc., where $a$ is algebraic.

The technique is based on the lattice basis reduction algorithm from [16]. Our answer to Blum’s question enables us to devise a simple polynomial-time algorithm to factor polynomials with rational coefficients: We find an approximate root of the polynomial and use our algorithm to find the irreducible polynomial satisfied by the exact root, which must then be a factor of the given polynomial. This is repeated until all the factors are found. This algorithm was found independently by Schönhage [22], and was already suggested in [16].

The technique of the paper also provides a natural, efficient method to compute with algebraic numbers.

This paper is the final journal version of [13], which contains essentially the entire contents of this paper.

1. A Polynomial-Time Algorithm for Blum’s Question. Throughout this paper, $\mathbb{Z}$ denotes the set of the integers, $\mathbb{Q}$ the set of the rationals, $\mathbb{R}$ the set of the reals, and $\mathbb{C}$ the set of the complex numbers. The ring of polynomials with integral
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(complex) coefficients will be denoted \( \mathbb{Z}[X] \) \((\mathbb{C}[X])\). The content of a polynomial \( p(X) \) in \( \mathbb{Z}[X] \) is the greatest common divisor (abbreviated gcd) of its coefficients. A polynomial in \( \mathbb{Z}[X] \) is primitive if its content is 1. A polynomial \( p(X) \) has degree \( d \) if \( p(X) = \sum_{i=0}^{d} p_i X^i \) with \( p_d \neq 0 \). We write \( \deg(p) = d \). The length \( |p| \) of \( p(X) = \sum_{i=0}^{d} p_i X^i \) is the Euclidean length of the vector \((p_0, p_1, \ldots, p_d)\); the height \( |p|_{\infty} \) of \( p(X) \) is the \( L_{\infty} \)-norm of the vector \((p_0, p_1, \ldots, p_d)\), so \( |p|_{\infty} = \max_{0 \leq i \leq d} |p_i| \). An algebraic number is a root of a polynomial with integral coefficients. The minimal polynomial of an algebraic number \( \alpha \) is the irreducible polynomial in \( \mathbb{Z}[X] \) satisfied by \( \alpha \). The minimal polynomial is unique up to units in \( \mathbb{Z} \) (see, for example, [11]). The degree and height of an algebraic number are the degree and height, respectively, of its minimal polynomial. The real and complex parts of a complex number \( z \) will be denoted \( \text{Re}(z) \) and \( \text{Im}(z) \) respectively.

A lattice in \( \mathbb{R}^n \) is a set of the form

\[
\left\{ \sum_{i=1}^{k} \lambda_i b_i : \lambda_i \in \mathbb{Z} \right\},
\]

where \( b_1, b_2, \ldots, b_k \) are linearly independent vectors in \( \mathbb{R}^n \). The lattice is said to be generated by the vectors \( b_1, b_2, \ldots, b_k \), which form a basis for the lattice. The lattice is denoted \( L(b_1, b_2, \ldots, b_k) \). An important result we need is the basis reduction algorithm from [16, Section 1]. We will only state the consequence of this algorithm used in this paper. Denote by \( |\cdot| \) the ordinary Euclidean length on \( \mathbb{R}^n \).

(1.1) THEOREM (cf. [16, Propositions (1.11) and (1.26)]). Let

\[
L = L(b_1, b_2, \ldots, b_k)
\]

be a lattice in \( \mathbb{Z}^n \) and let \( B \in \mathbb{R}, B \geq 2, \) be such that \( |b_i|^2 \leq B \) for \( 1 \leq i \leq k \). It takes \( O(n \cdot k^3 \cdot \log B) \) arithmetic operations (additions, subtractions, multiplications, and divisions) on integers having \( O(k \cdot \log B) \) binary bits to transform the basis \( b_1, b_2, \ldots, b_k \) by means of the basis reduction algorithm into a reduced basis \( v_1, v_2, \ldots, v_k \) for \( L \). The first vector \( v_1 \) in the reduced basis has length at most \( 2^{(k-1)/2} \cdot \Lambda_1(L) \), where \( \Lambda_1(L) \) is the length of a shortest nonzero vector in \( L \).

Now we are ready to describe the idea behind our main result. Suppose upper bounds \( d \) and \( H \) on the degree and height, respectively, of an algebraic number \( \alpha \) are known. Then we show that a sufficiently close rational approximation \( \tilde{\alpha} \) to \( \alpha \) enables us to determine the minimal polynomial \( h(X) \) of \( \alpha \).

Given \( \tilde{\alpha} \), we compute rational approximations \( \tilde{\alpha}^i \) to the powers \( \alpha^i \) of \( \alpha \). For a polynomial \( g = \sum_i g_i X^i \in \mathbb{C}[X] \) we introduce the following notation for the approximated evaluation of \( g \) at \( \alpha \):

\[
g_{\tilde{\alpha}} = \sum_i g_i \tilde{\alpha}^i.
\]

Suppose the degree of \( h(X) \) is \( n, n \leq d \). We try the values of \( n = 1, 2, \ldots, d \) in order. With \( n \) fixed, we define for each positive integer \( s \) the lattice \( L_s \) in \( \mathbb{R}^{n+3} \) generated by \( b_0, b_1, \ldots, b_n \), which are the rows (in order) of the following \( (n+1) \times (n+3) \)
Corresponding to a polynomial \( g = \sum_{i=0}^{n} g_i X^i \) in \( \mathbb{Z}[X] \) of degree at most \( n \) (where some of the \( g_i \) are possibly zero), we have a vector \( \tilde{g} \) in the lattice \( L_s \) defined by

\[
(1.4) \quad \tilde{g} = \sum_{i=0}^{n} g_i b_i.
\]

Clearly,

\[
|\tilde{g}|^2 = g_0^2 + |g_1|^2 + \cdots + |g_n|^2 + 2^{2s} \left( \left| \sum_{i=0}^{n} g_i \bar{\alpha}_i \right|^2 \right) + 2^{2s} \left( \left| \sum_{i=0}^{n} g_i \text{Im}(\alpha_i) \right|^2 \right).
\]

This correspondence between polynomials in \( \mathbb{Z}[X] \) of degree at most \( n \) and vectors in the lattice \( L_s \) is easily seen to be 1-1 onto and readily invertible. We will strongly separate the minimal polynomial \( h(X) \) of \( \alpha \) from all other polynomials \( g(X) \) of degree \( n \) or less with \( g(\alpha) \neq 0 \) by showing that for a suitable choice of \( s \) and small enough \( |\alpha^i - \bar{\alpha}_i| \),

\[
|\tilde{g}|^2 > 2^n |\tilde{h}|^2.
\]

We run the basis reduction algorithm on \( b_0, b_1, \ldots, b_n \) to get a reduced basis. Suppose \( \tilde{v} \) is the first vector of this basis, and \( v(X) \) the corresponding polynomial. Because the degree of \( h \) was supposed to be equal to \( n \), we have that \( h \) is contained in \( L_s \), so that \( \Lambda_1(L_s) \leq |\tilde{h}| \). Theorem (1.1) now yields \( |\tilde{v}|^2 \leq 2^n |\tilde{h}|^2 \), and therefore \( v(\alpha) = 0 \) by the strong separation. This implies that \( h \) is a factor of \( v \). Combining this with \( \text{deg}(v) \leq \text{deg}(h) \), we see that \( v \) and \( h \) are associates; further, the fact that \( \tilde{v} \) belongs to a basis for \( L_s \) implies that \( v = \pm h \).

The \( s \) needed will be bounded by a polynomial function of \( d \) and \( \log H \). Here is a short intuitive description of how the strong separation is proved. If the powers of \( \alpha \) are sufficiently close to the \( \bar{\alpha}_i \), clearly \( h_\alpha \) is close to \( h(\alpha) = 0 \) (quantified in Lemma (1.5)). Thus \( |\tilde{h}|^2 = |h|^2 + (a \text{ small term}) \) and can be bounded above. To show that \( |\tilde{g}|^2 \) is large for other \( g \), we consider two cases: If \( |g| \) is large, then of course \( |\tilde{g}| \) is large. If \( |g| \) is small, then we show that \( |g(\alpha)| \) has to be bounded from below (Proposition (1.6)). Again, \( |g_\alpha| \) being close to \( |g(\alpha)| \), we are able to bound it from below and hence bound also \( |\tilde{g}|^2 \) from below.

\[
(1.5) \text{ LEMMA. } \text{If } \alpha \text{ and } \bar{\alpha}_i \text{ for } 0 \leq i \leq n \text{ are complex numbers such that } \bar{\alpha}_0 = 1, \text{ and } |\alpha^i - \bar{\alpha}_i| \leq \varepsilon \text{ for } 1 \leq i \leq n \text{ and } f \text{ is a polynomial of degree at most } n \text{ in } \mathbb{C}[X], \text{ then }
\]

\[
|f(\alpha) - f_\alpha| \leq \varepsilon \cdot n \cdot |f|_\infty.
\]

\textbf{Proof.} Immediate.
Let \( h \) and \( g \) be nonzero polynomials in \( \mathbb{Z}[X] \) of degrees \( n\) and \( m \), respectively, and let \( \alpha \in \mathbb{C} \) be a zero of \( h \) with \( |\alpha| \leq 1 \). If \( h \) is irreducible and \( g(\alpha) \neq 0 \) then
\[
|g(\alpha)| \geq n^{-1} \cdot |h|^{-m} \cdot |g|^{-n+1}.
\]

Proof. Because \( h \) is nonzero and \( \alpha \) is a zero of \( h \) we have that \( n \geq 1 \). If \( m = 0 \), then \( g(\alpha) = |g| \), so that the result follows. Now assume that \( m \neq 0 \). Define the \((n+m) \times (n+m)\) matrix \( M \) as the matrix having \( i \)-th column \( X^{i-1} \cdot h \) for \( 1 \leq i \leq m \), and \( X^{i-m-1} \cdot g \) for \( m+1 \leq i \leq n+m \), where the polynomials \( X^{i-1} \cdot h \) and \( X^{i-m-1} \cdot g \) are regarded as \((n+m)\)-dimensional vectors. By \( R \) we denote the absolute value of the determinant of \( M \), the so-called resultant of \( h \) and \( g \).

We prove that this resultant \( R \) is nonzero. Suppose on the contrary that the determinant of \( M \) is zero. This implies that a linear combination of the columns of \( M \) is zero, so that there exist polynomials \( a, b \in \mathbb{Z}[X] \) with degree\((a) < m \) and degree\((b) < n \) such that \( a \cdot h + b \cdot g = 0 \). Because \( h \) is irreducible, any nontrivial common factor of \( h \) and \( g \) must have \( \alpha \) as a zero, so that with \( g(\alpha) \neq 0 \) we have that \( \gcd(h, g) = 1 \). Therefore, we have that \( h \) divides \( b \), so that with degree\((b) < n \), we find \( b = 0 \), and also \( a = 0 \). This proves that the columns of \( M \) are linearly independent, so that \( R \neq 0 \). Because the entries of \( M \) are integral, we even have \( R \geq 1 \).

We add, for \( 2 \leq i \leq n+m \), the \( i \)-th row of \( M \) times \( T^{i-1} \) to the first row of \( M \). The first row of \( M \) then becomes \((h(T), T \cdot h(T), \ldots, T^{m-1} \cdot h(T), g(T), T \cdot g(T), \ldots, T^{n-1} \cdot g(T))\). Expanding the determinant of \( M \) with respect to the first row, we find that
\[
R = |h(T) \cdot (a_0 + a_1 \cdot T + \cdots + a_{m-1} \cdot T^{m-1}) + g(T) \cdot (b_0 + b_1 \cdot T + \cdots + b_{n-1} \cdot T^{n-1})|,
\]
where the \( a_i \) and \( b_j \) are determinants of \((n+m-1) \times (n+m-1)\) submatrices of \( M \). Evaluating the above identity for \( T = \alpha \) yields
\[
R = |g(\alpha)| \cdot |b_0 + b_1 \cdot \alpha + \cdots + b_{n-1} \cdot \alpha^{n-1}|,
\]
because \( h(\alpha) = 0 \). From Hadamard's inequality it follows that \( |b_j| \leq |h|^m \cdot |g|^{n-1} \). Combining this with \( |\alpha| \leq 1 \) we get
\[
|b_0 + b_1 \cdot \alpha + \cdots + b_{n-1} \cdot \alpha^{n-1}| \leq n \cdot |h|^m \cdot |g|^{n-1},
\]
so that (1.6) follows from (1.7) and \( R \geq 1 \):
\[
|g(\alpha)| \geq n^{-1} \cdot |h|^{-m} \cdot |g|^{-n+1}.
\]

This proves Proposition (1.6).

Remark. Proposition (1.6) implies that two algebraic numbers that are not conjugates (conjugates are roots of the same irreducible polynomial in \( \mathbb{Z}[X] \)) cannot get very close. More precisely, suppose \( \alpha \) and \( \beta \) satisfy distinct irreducible primitive polynomials \( h(X) \) and \( g(X) \), respectively, in \( \mathbb{Z}[X] \), each of degree at most \( n \). Without loss of generality suppose that \( |\beta| < |\alpha| \leq 1 \), and let \( |\alpha - \beta| \) be \( \gamma \). It is easy to see that \( |g(\alpha) - g(\beta)| \leq \gamma \cdot |g|_{\infty} \cdot n(n-1)/2 \). Now a lower bound on \( \gamma \) follows from Proposition (1.6). This kind of separation result also holds if \( \alpha \) and \( \beta \) are conjugates (see for instance [21, Section 20]).
(1.9) **Lemma.** Suppose $\alpha$ is a complex number with $|\alpha| \leq 1$ and with minimal polynomial $h$ of degree at most $d \geq 1$ and height at most $H$, and suppose $\bar{\alpha}_i$ satisfies $\bar{\alpha}_0 = 1$ and $|\alpha^i - \bar{\alpha}_i| \leq 2^{-s}$ for $1 \leq i \leq d$. Let $g$ be a polynomial with integral coefficients of degree at most $d$ such that $g(\alpha) \neq 0$. Then with the notation introduced in (1.4), the following inequalities hold:

(1.10) $|\bar{h}| \leq (d + 1) \cdot H,$

(1.11) $|\bar{g}| > 2^{d/2} \cdot (d + 1) \cdot H,$

provided

(1.12) $2^s \geq 2^{d^2/2} \cdot (d + 1)^{(3d + 4)/2} \cdot H^{2d}.$

**Proof.** First notice that

(1.13) $|f|^2 \leq (d + 1) \cdot |f|_\infty^2$

holds for any polynomial $f$ of degree at most $d$. To prove (1.10), we combine $|\bar{h}|^2 = |h|^2 + 2^s|h_\alpha|^2$ and $|h_\alpha| = |h(\alpha) - h_\alpha| \leq 2^{-s} \cdot d \cdot H$ (Lemma (1.5)):

$$|\bar{h}|^2 \leq |h|^2 + d^2 \cdot H^2 \leq (d + 1) \cdot H^2 + d^2 \cdot H^2 \quad \text{(cf. (1.13))} \leq (d + 1)^2 \cdot H^2.$$ 

This proves (1.10). We now prove (1.11). Clearly, if $|g| > 2^{d/2} \cdot (d + 1) \cdot H$, we are done because $|\bar{g}|^2 = |g|^2 + 2^{2s}|g_\alpha|^2$. So assume $|g| \leq 2^{d/2} \cdot (d + 1) \cdot H$. By Proposition (1.6) and (1.13),

$$g(\alpha) \geq d^{-1} \cdot [(d + 1) \cdot H^2]^{-d/2} \cdot (2^{d/2} \cdot (d + 1) \cdot H)^{-d + 1} > 2^{-d(d-1)/2} \cdot (d + 1)^{-3d/2} \cdot H^{-2d + 1},$$

so that, with Lemma (1.5) and $|\alpha^i - \bar{\alpha}_i| \leq 2^{-s}$:

$$|\bar{g}| \geq 2^s \cdot |g_\alpha|$$

(1.14) $\geq 2^s \cdot \left(2^{-d(d-1)/2} \cdot (d + 1)^{-3d/2} \cdot H^{-2d + 1} - 2^{-s} \cdot d \cdot |g|_\infty \right) \geq 2^s \cdot 2^{-d(d-1)/2} \cdot (d + 1)^{-3d/2} \cdot H^{-2d + 1} - d \cdot |g|_\infty.$

From (1.12) and $|2^{d/2} \cdot (d + 1) \cdot H| \geq |g| \geq |g|_\infty$, we get

$$2^s \cdot 2^{-d(d-1)/2} \cdot (d + 1)^{-3d/2} \cdot H^{-2d + 1}$$

$$\geq 2^{d^2/2} \cdot (d + 1)^2 \cdot H \cdot (d \cdot (d + 1) + (d + 1)) \cdot 2^{d/2} \cdot H$$

$$\geq d \cdot |g|_\infty + 2^{d/2} \cdot (d + 1) \cdot H,$$

which, combined with (1.14), yields (1.11). This proves Lemma (1.9).

(1.15) **Theorem.** Let $\alpha, h(X), d, H$, and $\bar{\alpha}_i \in 2^{-s}\mathbb{Z} \left[\sqrt{-1}\right]$, for $0 \leq i \leq d$, satisfy the hypothesis of Lemma (1.9), where $s$ is such that (1.12) holds. Let $n$ be an integer satisfying $1 \leq n \leq d$, and suppose that the basis reduction algorithm on input $b_0, b_1, \ldots, b_n$ defined in (1.3) yields a reduced basis with $\tilde{v} = \sum_{i=0}^{n} v_i b_i$ as the first vector. Then the following three assertions are equivalent:

(i) $|\tilde{v}| \leq 2^{d/2} \cdot (d + 1) \cdot H$;

(ii) $\alpha$ satisfies the polynomial $v(X) = \sum_{i=0}^{n} v_i X^i$.
(iii) the degree of $\alpha$ is at most $n$.

Furthermore, if $n$ equals the degree of $\alpha$, then $h(X) = \pm v(X)$.

Proof. First notice that the lattice $L_s = L(b_0, b_1, \ldots, b_n)$ is contained in $\mathbb{Z}^{n+3}$, so that Theorem (1.1) can be applied to $L_s$, and that the conditions for Lemma (1.9) are satisfied.

Assume (i). From Lemma (1.9) we get $v(\alpha) = 0$, which is (ii).

Next, assume (ii). Then $\alpha$ satisfies a polynomial of degree at most $n$, which is (iii).

Finally, assume (iii). This implies that $h$ has degree at most $n$, so that $\tilde{h}$ is a well-defined vector in $L_s$. Lemma (1.9) yields $|\tilde{h}| \leq (d + 1) \cdot H$, so that in the notation of Theorem (1.1) we have $\Lambda_1(L_s) \leq (d + 1) \cdot H$. It then follows from Theorem (1.1) that $|\bar{h}| \leq 2^{d/2} \cdot (d + 1) \cdot H$, which is (i). This proves the equivalence of (i), (ii), and (iii).

If $n$ equals the degree of $\alpha$, then (iii) is satisfied, so that $\alpha$ satisfies $v(X)$ (from (ii)). Because $\deg(h) = n$, $\deg(v) \leq n$, and $h$ is irreducible, we then have that $v$ is an integral multiple of $h$. It follows that $h = \pm v$ because both $\tilde{h}$ and $\bar{v}$ are contained in $L_s$, and because $\bar{v}$ belongs to a basis for $L_s$. This proves Theorem (1.15).

This theorem leads to the following algorithm for finding the minimal polynomial of $\alpha$:

(1.16) ALGORITHM MINIMAL POLYNOMIAL. Suppose we get on input upper bounds $d$ and $H$ on the degree and height, respectively, of an algebraic number $\alpha$ with $|\alpha| \leq 1$ and a complex rational number $\tilde{\alpha}$ approximating $\alpha$ such that $|\tilde{\alpha}| \leq 1$ and $|\alpha - \tilde{\alpha}| \leq 2^{-s}/(4d)$, where $s$ is the smallest positive integer such that

$$2^s \geq 2^{d^2/2} \cdot (d + 1)^{(3d+4)/2} \cdot H^{2d}.$$ 

First compute $\tilde{\alpha}_i \in 2^{-s} \mathbb{Z} \setminus \{0\}$, for $0 \leq i \leq d$, such that $\tilde{\alpha}_0 = 1$ and $|\tilde{\alpha}_i - \tilde{\alpha}_i| \leq 2^{-s-1/2}$ for $1 \leq i \leq d$. This can be done by rounding the powers of $\tilde{\alpha}$ to $s$ bits after the binary point. (It is easily verified that the $\tilde{\alpha}_i$ satisfy the conditions in Theorem (1.15), see Explanation (1.17).)

For $n = 1, 2, \ldots, d$ in succession we do the following:

- Apply the basis reduction algorithm to the lattice $L_s = L(b_0, b_1, \ldots, b_n)$ as defined in (1.3).
- If the first basis vector $\bar{v}$ in the reduced basis satisfies $|\bar{v}| \leq 2^{d/2} \cdot (d + 1) \cdot H$, then let $v(X)$ be the polynomial corresponding to $\bar{v}$ by the relation defined in (1.4), return $v(X)$ as the minimal polynomial of $\alpha$, and terminate the execution of Algorithm (1.16).

This finishes the description of Algorithm (1.16).
(1.17) Explanation. We show that the $\hat{a}_i$ for $1 \leq i \leq d$ satisfy the conditions in Theorem (1.15), i.e., $|a^i - \hat{a}_i| \leq 2^{-s}$:

$$|a^i - \hat{a}_i| \leq |a^i - \hat{a}| + |\hat{a}^i - \hat{a}_i|$$

$$\leq |a - \hat{a}| \cdot \sum_{j=1}^{i} |a|^{i-j} \cdot |\hat{a}|^{j-1} + 2^{-s-1/2} \quad \text{(due to the rounding)}$$

$$\leq \frac{d}{4d} \cdot 2^{-s} + 2^{-s-1/2}$$

$$< 2^{-s}.$$

(1.18) Explanation. It is no major restriction to consider $\alpha$ with $|\alpha| \leq 1$ only. Namely, if $\alpha \neq 0$ satisfies the polynomial $h(X) = \sum_{i=0}^{d} h_i X^i$, then $1/\alpha$ satisfies $\sum_{i=0}^{d} h_{d-i} X^i$. Furthermore, an $\varepsilon$-approximation $\tilde{a}$ to $\alpha$ with $|\alpha| > 1$ easily yields a $3 \cdot \varepsilon$-approximation $\tilde{\beta}$ to $\beta = 1/\alpha$. Let $|\alpha - \tilde{\alpha}| \leq \varepsilon$ with $\varepsilon$ such that $0 < \varepsilon \leq 1/2$. Determine $\beta$ such that $|\beta - 1/\tilde{\alpha}| < \varepsilon$; then

$$|\beta - \tilde{\beta}| \leq \left| \beta - \frac{1}{\tilde{\alpha}} \right| + \left| \frac{1}{\beta} - \frac{1}{\tilde{\alpha}} \right| \leq \left| \frac{\alpha - \tilde{\alpha}}{\alpha \cdot \tilde{\alpha}} \right| + \varepsilon$$

$$\leq \frac{|\alpha|}{|\tilde{\alpha}|} \cdot \varepsilon + \varepsilon.$$

Now $|\tilde{\alpha}| \geq (1 - \varepsilon)|\alpha|$, so $|\tilde{\alpha}| \geq |\alpha|/2 \geq 1/2$. So $|\beta - \tilde{\beta}| \leq \varepsilon[2 + 1] = 3 \cdot \varepsilon$.

(1.19) Theorem. Let $\alpha$ be an algebraic number and let $d$ and $H$ be upper bounds on the degree and height, respectively, of $\alpha$. Suppose that we are given an approximation $\tilde{a}$ to $\alpha$ such that $|\alpha - \tilde{a}| \leq 2^{-s}/(12d)$, where $s$ is the smallest positive integer such that

$$2^s \geq 2^{d^2/2} \cdot (d + 1)^{(3d+4)/2} \cdot H^{2d}.$$  

Then the minimal polynomial of $\alpha$ can be determined in $O(n_0 \cdot d^4 \cdot (d + \log H))$ arithmetic operations on integers having $O(d^2 \cdot (d + \log H))$ binary bits, where $n_0$ is the degree of $\alpha$.

Proof. In order to be able to apply Algorithm (1.16), we replace $\alpha$ by $1/\alpha$ if necessary. It follows from Explanation (1.18) that $\tilde{\alpha}$ then yields an approximation $\tilde{\beta}$ to $\beta = 1/\alpha$ such that $|\beta - \tilde{\beta}| \leq 2^{-s}/(4d)$.

Now apply Algorithm (1.16). For a particular value of $n$ the logarithm of the length of the vectors $b_i$ in the initial basis for the lattice $L_s = L(b_0, b_1, \ldots, b_n)$ is $O(d^2 + d \cdot \log H)$ due to the choice of $s$. Application of the basis reduction algorithm to $L_s$ can therefore be done in $O(n \cdot d^2 \cdot (d + \log H))$ arithmetic operations on integers having $O(d^2 \cdot (d + \log H))$ binary bits.

When going from $n$ to $n + 1$ in Algorithm (1.16), we do not have to restart the basis reduction algorithm for the new lattice: We just add a new vector $b_{n+1}$ and a new dimension in which all the old vectors have a zero component, whereas $b_{n+1}$ has component 1. It follows from this observation and [16, (1.37)] that the applications of the basis reduction algorithm for all $n \leq n_0$ together can be done in $O(n_0 \cdot d^4 \cdot (d + \log H))$ arithmetic operations on integers having $O(d^2 \cdot (d + \log H))$ binary bits.

This bound clearly also holds for the computation of the $\hat{a}_i$, which proves Theorem (1.19).
(1.20) **Remark.** A. Schönhage [22] has shown that for the lattice and the basis in (1.3), the basis reduction algorithm only needs $O(n \cdot d^3 \cdot (d + \log H))$ arithmetic operations on integers having $O(d \cdot (d + \log H))$ binary bits. This implies that Algorithm (1.16) actually needs $O(n_0 \cdot d^3 \cdot (d + \log H))$ operations on $O(d \cdot (d + \log H))$-bit integers.

A further improvement of a factor $d$ in the number of operations can be obtained by means of Schönhage’s improved basis reduction algorithm [22]. The formulation of Algorithm (1.16) should however be modified slightly to incorporate this improvement, as the analogue of [16, (1.37)] does not hold for the improved basis reduction algorithm; for details we refer to [22]. For a more efficient algorithm for basis reduction see also a paper by Schnorr [20].

**2. Ramifications.** The algorithm of the preceding section can be interpreted as saying the following: Polynomially many bits of an algebraic number are sufficient to specify it completely (polynomially in the number of bits needed to write down its minimal polynomial). In a vague sense, then, the bits of algebraic numbers are not random, but are completely determined by the first polynomially many bits. We will not make this sense very precise here—the cryptography papers referred to below undertake this task, but we will attempt to provide an intuitive description of why the results of the previous section show that the bits of algebraic numbers are not ‘(secure) pseudorandom’ bits in the terminology of cryptographers.

The question of when an (infinite) sequence of ‘bits’ (0’s and 1’s) is random has been raised for a long time, and various reasonable definitions have been provided. Since any such sequence may be considered to be the binary expansion of a real number between 0 and 1, a rewording of the question is: When are the bits of a real number random? (The phrase ‘the bits of a real number’ will mean the binary expansion of the fractional part of the number.) The classical definition was provided by Borel in 1909 [4]. The gist of it follows: Define a real number $\alpha$ to be normal with respect to the base 2 if for any natural number $k$, each of the $2^k$ possible 0-1 strings of length $k$ occur with equal probability in the bits of $\alpha$. A similar definition can be made for other bases. It was not difficult to show that most real numbers are normal. It was shown by Champernowne [7] in 1933 that the real number $\alpha_0$ which equals the infinite decimal .123456789101112… (whose digits are obtained by juxtaposing the digits of the integers 1, 2, 3, 4, …) is normal to the base 2. Copeland and Erdös [6] generalized this to any basis and a class of reals including $\alpha_0$ and $\alpha_1 = .2357111317…$ whose digits are obtained by juxtaposing the digits of successive primes. An excellent discussion of the various classical definitions of when a sequence is random appears in [14, Section 3.5].

In several applications related to computer science one would like a notion of randomness that implies some kind of unpredictability. The importance of this for cryptography as well as complexity theory is discussed in [23], [3], and [25]. Some other relevant papers related to this discussion are [9] and [8]. Of course, the bits of the real number $\alpha_0$ above are eminently predictable; thus intuitively, normalcy does not seem to be a good criterion for randomness in this setting. Besides this objection, there is another—we cannot really define randomness for one single real number and still have unpredictability. The model we have in mind is one where a player A presents a player B with some bits of a real number and B is trying to
predict the next bit. If there is one fixed real, B can compute the bits as fast as A can, and all bits are clearly predictable. So we will have to consider a set of numbers. The simplest set is the set of rationals. Blum, Blum and Shub [2] have shown the following: If A announces that he is giving out the bits of a rational number with denominator at most $H$, then after seeing $2 \cdot \log_2 H$ bits of the rational number, B can figure out its fractional part and thus compute the other bits in polynomial time. Since A needed at least $\log_2 H$ bits to store the rational, he cannot get a pseudorandom sequence of length more than a constant (2) times the length of the ‘seed’.

The main result of the preceding section may be restated as follows:

\textit{If A announces that he is giving the bits of an algebraic number which is the root of an irreducible primitive polynomial of degree $d$ or less with integral coefficients each of absolute value at most $H$, then after seeing $O(d^2 + d \cdot \log_2 H)$ bits, B can compute in deterministic polynomial time the polynomial and hence find for any $n$ the $n$th bit of the algebraic number in time polynomial in the data and $n$ (for the latter statement see also Section 3).}

Intuitively, our result can be interpreted as saying that the bits of algebraic numbers cannot form very long pseudorandom sequences, because after seeing a number of bits that is polynomial in the length of the seed (the seed in this case would be the polynomial held by A) the sequence can be easily and uniquely inferred. As mentioned earlier, the question of whether this can be done was first raised by M. Blum (private communication) who foresaw the importance of the notion of predictability.

Another ramification of the result of the preceding section is that computations involving algebraic numbers can be done in a natural way by representing algebraic numbers by suitable rational approximations. The traditional representation of algebraic numbers is by their minimal polynomials (see, for example, [24] or [17]). We now know an efficient method of converting the rational approximation representation to the minimal polynomial representation. (For the conversion in the other direction, see Section 3.) While it is not hard to see that computations in either representation can be changed to computations in the other without loss of efficiency (the running time will not change by more than a polynomial), the rational approximation method is closer to the intuitive notion of computation. For this reason we briefly sketch as an example a polynomial-time algorithm for finding a primitive element (see definitions below) of the rationals extended by two algebraics. Landau and Miller [15] gave in 1983 a polynomial-time algorithm for the same problem as part of their algorithm for testing solvability by radicals.

First we remark that if $\alpha$ and $\beta$ are two algebraic numbers, then given sufficiently close approximations to both, we can find the minimal polynomial of $\beta$ over $\mathbb{Q}(\alpha)$ — the least-degree polynomial $p(X)$ with coefficients in $\mathbb{Q}(\alpha)$ satisfied by $\beta$. This is done as follows. Suppose the degree of $\alpha$ over $\mathbb{Q}$ is $d$; then clearly each coefficient of $p(X)$ can be taken to be a polynomial in $\alpha$ of degree at most $d - 1$ with integral coefficients. Suppose the degree of $\beta$ over $\mathbb{Q}(\alpha)$ is $m$ (we try $m = 1, 2, \ldots$ in order). Then $p(X) = \sum_{i=0}^{m} \sum_{j=0}^{d-1} p_{ij} \alpha^j X^i$ for some $p_{ij} \in \mathbb{Z}$. We can turn the problem of finding the $p_{ij}$ (i.e., the problem of finding the minimal integral dependence among the $\alpha^j \beta^i$ for $0 \leq j \leq d - 1$ and $0 \leq i \leq m$) into a lattice problem in exactly the
same way as we turned the problem of finding the minimal integral dependence among $x^j$ for $0 \leq j \leq d$ into a lattice problem in the preceding section. In the interest of space we do not elaborate.

Suppose that $\alpha$ is algebraic over $\mathbb{Q}$ of degree $d$, and $\beta$ is another algebraic number whose degree over $\mathbb{Q}(\alpha)$ is $m$, where $d$ and $m$ are determined as described above. The field $\mathbb{Q}(\alpha, \beta)$ obtained by adjoining $\alpha$ and $\beta$ to the set of rationals is the set of all complex numbers expressible as polynomials in $\alpha$ and $\beta$ with rational coefficients. It is known that this field has a primitive element $\gamma$, i.e., an element $\gamma$ with the property that $\mathbb{Q}(\alpha, \beta) = \mathbb{Q}(\gamma)$, and indeed $\gamma = \alpha + l \cdot \beta$, where $l$ is a nonnegative integer at most $d \cdot m$. It is also easy to see that if the degree of $\alpha + l \cdot \beta$ is $d \cdot m$ over $\mathbb{Q}$, then $\mathbb{Q}(\alpha + l \cdot \beta)$ must be equal to $\mathbb{Q}(\alpha, \beta)$. Thus we can use the algorithm of Section 1 to find the degree of $\alpha + l \cdot \beta$ over $\mathbb{Q}$ for $l = 0, 1, \ldots, d \cdot m$, given sufficiently close approximations to $\alpha$ and $\beta$, and thereby find the primitive element. It would be interesting to cast the entire algorithm for testing solvability by radicals into one that deals with explicit approximations to the algebraic numbers involved.

The idea of computing with algebraic numbers in this fashion needs to be explored further. While it is too early to say if the algorithms will be better in practice, they should yield good theoretical and/or empirical insights.

The method of finding the minimal polynomial of $\beta$ over $\mathbb{Q}(\alpha)$ can be extended to finding algebraic dependence between any number of complex numbers. More exactly, let $\alpha_1, \alpha_2, \ldots, \alpha_t$ be (possibly transcendental) complex numbers given by sufficiently good approximations. Assume that we know an upper bound $d$ on the degree and an upper bound $H$ on the coefficients of a polynomial $f \in \mathbb{Z}[X_1, X_2, \ldots, X_t]$ with $f(\alpha_1, \alpha_2, \ldots, \alpha_t) = 0$. Then we can compute such a polynomial $f$ in time polynomial in $\log H$ and $(d+t-1)$. (This latter number is polynomial in $d$ for fixed $t$ and in $t$ for fixed $d$.) The precision to which the numbers $\alpha_i$ must be known is also a polynomial number of bits in $\log H$ and $(d+t-1)$.

This yields a factorization algorithm for multivariate polynomials: Given $f \in \mathbb{Z}[X_1, X_2, \ldots, X_t]$, substitute sufficiently large random numbers $s_2, s_3, \ldots, s_t$ for $X_2, X_3, \ldots, X_t$, compute an $s_1$ such that $f(s_1, s_2, \ldots, s_t) \approx 0$, and then find an algebraic dependence between $s_1, s_2, \ldots, s_t$. For $t = 2$, a slight variant of this idea is worked out in detail in [12].

Applications to Some Transcendental Numbers. The same technique can be applied to transcendental numbers of the form $\cos^{-1}(\alpha), \sin^{-1}(\alpha), \log(\alpha)$ etc., where $\alpha$ is an algebraic number. The number $\pi$ is included in this class since it is the principal value (i.e., the value belonging to the interval $(0, \pi)$) of $\cos^{-1}(-1)$.

Suppose $\beta$ is the principal value of $\cos^{-1}(\alpha)$ for some unknown $\alpha$, which is, however, known to be algebraic of degree and height at most $d$ and $H$, respectively. The question is: Can we infer (in deterministic polynomial time) the minimal polynomial of $\alpha$ from an approximation $\beta$ to $\beta$? We show that if $|\beta - \bar{\beta}|$ is at most $\epsilon = 2^{-s}/(24d)$, this can be done, where $s$ is such that

$$2^s \geq 2^{d^2/2} \cdot (d + 1)^{(3d+4)/2} \cdot H^{2d}$$
as usual. The argument is as follows. First we show that a good approximation to \( \beta \) gives us a good approximation to \( \alpha = \cos(\beta) \):

\[
|\cos(\beta) - \cos(\bar{\beta})| \leq \varepsilon \cdot \max \left\{ \left| \frac{d}{dx} \cos(x) \right| : \text{y between } \beta \text{ and } \bar{\beta} \right\} \leq \varepsilon.
\]

This can be utilized if we can compute \( \cos(\bar{\beta}) \) at least approximately. To do this, we employ the Taylor series expansion of the cosine function and the argument that the tail of the series is small, once we consider several terms of the series. For all \( y \) with \( 0 < y < 2\pi \) we have

\[
\cos(y) = 1 - y^2/2! + y^4/4! - y^6/6! + y^8/8! - \ldots,
\]

and further

\[
|\cos(y) - (1 - y^2/2! + y^4/4! - \cdots + y^{4k}/(4k)!)| \\
\leq \frac{|y|^{4k+1}}{(4k+1)!} \cdot \max \left\{ \left| \frac{d^{4k+1}}{dz^{4k+1}} \cos(z) \right| : \text{z between 0 and } y \right\} \\
\leq (2\pi)^{4k+1}/(4k+1)!.\]

Let \( k \) equal the maximum of \( \lceil -\log(\varepsilon)/4 \rceil \) and \( \lceil \pi\varepsilon^2/2 \rceil \). Then using Stirling's formula, we see that \( (2\pi)^{4k+1}/(4k+1)! \leq \varepsilon \). Denoting

\[
g(y) = 1 - y^2/2! + y^4/4! - \cdots + y^{4k}/(4k!),
\]

we find that

\[
|g(\bar{\beta}) - \cos(\beta)| \leq |g(\bar{\beta}) - \cos(\beta)| + |\cos(\bar{\beta}) - \cos(\beta)| \leq 2 \cdot \varepsilon.
\]

Thus, in polynomial time we can compute from \( \bar{\beta} \) an approximation \( \bar{\alpha} \) to an unknown algebraic number \( \alpha \) such that \( |\alpha - \bar{\alpha}| \leq 2 \cdot \varepsilon = 2^{-s}/(12d) \), with \( s \) as above. Now Theorem (1.19) guarantees that we can find the minimal polynomial of \( \alpha \) in polynomial time. This argument can be extended to the inverses of functions that satisfy the following two definitions.

(2.1) Definition. A complex-valued function \( f \) defined on a subset \( D \) of the complex numbers is approximable if there is a deterministic algorithm that, given a complex number \( x \) in \( D \) with rational real and imaginary parts and a natural number \( t \), computes a complex number \( \alpha \) satisfying \( |\alpha - f(x)| \leq 2^{-t} \) in time bounded by a polynomial function of \( t \) and the number of bits of \( x \).

(2.2) Definition. A complex-valued function \( f \) defined on a subset \( D \) of the complex numbers satisfies the uniform Lipschitz condition if there exist \( \delta, M > 0 \) such that \( |f(x) - f(y)| \leq M \cdot |x - y| \) for any \( x, y \) in \( D \) with \( |x - y| \leq \delta \).

(2.3) Theorem. Suppose a complex-valued function \( f \) defined on a subset \( D \) of the complex numbers is approximable and satisfies the uniform Lipschitz condition, for certain \( \delta, M > 0 \). There is an algorithm which, given a complex number \( \beta \) in \( D \) with rational real and imaginary parts and two natural numbers \( d \) and \( H \), determines whether or not there is a complex number \( \beta \) in \( D \) satisfying

(i) \( |\beta - \bar{\beta}| \leq \varepsilon \), with \( \varepsilon = \min((24d \cdot 2^{d^2/2} M(d + 1)^{(3d+4)/2} H^{2d})^{-1}, \delta) \), and

(ii) \( f(\beta) \) is an algebraic number of degree at most \( d \) and height at most \( H \). Further, if such a \( \beta \) exists, then \( f(\beta) \) is unique, and the algorithm determines the
minimal polynomial of \( f(\beta) \). The algorithm works in time bounded by a polynomial function of \( d, \log H, \) and the number of bits of \( \beta \).

Proof. First we show that if a \( \beta \) satisfying (i) and (ii) exists in \( D \), then \( f(\beta) \) is unique. Suppose not; then let \( \beta \) and \( \gamma \) satisfy (i) and (ii) and \( f(\beta) \neq f(\gamma) \). Because \(|\beta - \tilde{\beta}| \leq \varepsilon \), we have that \(|f(\beta) - f(\tilde{\beta})| \leq \varepsilon \cdot M\) by the Lipschitz condition, and similarly \(|f(\gamma) - f(\tilde{\beta})| \leq \varepsilon \cdot M\). But then, \( f(\beta) \) and \( f(\gamma) \) are two algebraic numbers of degree at most \( d \) and height at most \( H \) with \(|f(\beta) - f(\gamma)| \leq 2\varepsilon \cdot M\), contradicting the fact that distinct algebraic numbers cannot come too close (cf. Remark (1.8)). This proves the uniqueness of \( f(\beta) \).

By the approximability of \( f \) we can compute \( \tilde{\alpha} \) such that \(|\tilde{\alpha} - f(\tilde{\beta})| \leq \varepsilon \cdot M\). If a suitable \( \beta \) exists, then the Lipschitz condition gives \(|f(\beta) - f(\tilde{\beta})| \leq \varepsilon \cdot M\), so that \(|f(\beta) - \tilde{\alpha}| \leq 2\varepsilon \cdot M\). The proof now follows by Theorem (1.19).

The exponential function, sine function, hyperbolic sine and cosine functions, etc., when restricted to a finite interval (note that we need such a restriction for the exponential function), satisfy both definitions, and thus the theorem can be applied to them. At present, the only interesting consequence is the statement that the bits of reals of the form \( \cos^{-1}(\alpha), \sin^{-1}(\alpha), \log(\alpha) \), where \( \alpha \) is algebraic, do not form a pseudorandom sequence.

Notice that complex numbers of the form \( \log(\alpha) \), where \( \alpha \) is an algebraic number \( \neq 0,1 \), cannot be algebraic. This follows from the famous theorem of A. Baker [1] (on log linear forms).

3. Factorization of Polynomials. In this section we describe an algorithm to factor primitive polynomials over the integers in polynomial time. The first polynomial-time algorithm for this was provided in [16]. As described in the introduction, our algorithm is conceptually simple—we find the roots of the given polynomial to a certain accuracy, and then find the minimal polynomials of the roots using the algorithm of Section 1. These must then be the irreducible factors of the given polynomial. Rabin [19, Section 3] first used such an idea to factor over finite fields, where it is possible to find the minimal polynomial of a root (which in general lies in an extension field) by solving a system of simultaneous linear equations. For polynomials with integral coefficients, an algorithm similar to ours is described in [5], without being polynomial-time, however.

Throughout this section, \( f(X) \in \mathbb{Z}[X] \) is the given primitive polynomial to be factored, \( \deg(f(X)) = d \). Let \( H = \binom{d}{2} \cdot |f| \). In [18] it is shown that this \( H \) bounds the height of any factor in \( \mathbb{Z}[X] \) of \( f \) (see also [14, Exercise 4.6.2.20]). The factoring algorithm now follows immediately from Algorithm (1.16).

(3.1) Algorithm Factor. Let \( f, d \) and \( H \) be as above. If \( d \leq 1 \), then return that \( f \) is irreducible and terminate the execution of the algorithm. Otherwise, do the following as long as \( d \geq 2 \):

- Let \( s \) be the smallest positive integer such that
  \[
  2^s \geq 2^{d^2/2} \cdot (d + 1)^{(3d+4)/2} \cdot H^{2d}.
  \]
- Compute an approximation \( \tilde{\alpha} \) to a root \( \alpha \) of \( f \) such that \(|\alpha - \tilde{\alpha}| \leq 2^{-s}/(12d)\) (this can be replaced by \( 2^{-s}/(4d) \) if \(|\alpha| \leq 1 \), cf. Explanation (1.18)), apply
Algorithm (1.16) to determine the minimal polynomial $h(X)$ of $\alpha$, and return $h$ as an irreducible factor of $f$.

- Replace $d$ by $d - \deg(h)$, put $g(X) = f(X)/h(X)$ and return $g$ as an irreducible factor of $f$ if $d = 1$. Terminate the execution of the algorithm if $d \leq 1$; otherwise, replace $f$ by $g$ and go on.

This finishes the description of Algorithm (3.1).

It follows from Explanation (1.18), Theorem (1.19) and the definition of $H$ that all application of Algorithm (1.16) together can be done in $O(d^5 \cdot \log|f|)$ arithmetic operations on $O(d^2 \cdot \log|f|)$-bit integers. A. Schönhage's observation (cf. Remark (1.20)) even brings this down to $O(d^4 \cdot \log|f|)$ arithmetic operations on $O(d \cdot \log|f|)$-bit integers.

It remains to analyze the cost of the computation of an approximation to a root of $f$. In [21] it is shown that the cost of computing approximations to all roots of $f$ simultaneously, up to the precision needed in Algorithm (3.1), is dominated by the cost of the applications of Algorithm (1.16). This paper is however not yet published, and therefore we sketch how an approximation to a root of $f \in \mathbb{Z}[X]$ of degree $d$ can be found in time polynomial in $d, \log|f|$ and the number of bits needed. The algorithm is due to A. Schönhage and is considerably slower than his method in [21]; we only include it to show that the problem can be solved in polynomial time. We need the following lemma, which follows from [10, Theorems 6.4b and 6.4e].

\[
(3.2) \text{LEMMA. Let } g(X) = \sum_{i=0}^{d} g_i X^i \in \mathbb{C}[X], \text{ and let } \alpha \text{ be the root of } g \text{ which is smallest in absolute value. If } R(g) = \min\{|g_0/g_m|^{1/m} : m \geq 1, g_m \neq 0\}, \text{ then } \frac{1}{2} \cdot R(g) \leq |\alpha| \leq d \cdot R(g).
\]

\textbf{Proof.} If $g_0 = 0$, then $X = 0$ is a root, and the lemma is obviously true. So assume $g_0 \neq 0$. First, suppose that the lower bound on $|\alpha|$ is violated. Then

\[
|\alpha| < \frac{1}{2} \left| \frac{g_0}{g_m} \right|^{1/m}
\]

for all $m$ with $g_m \neq 0$. So

\[
\left| \sum_{m=1}^{d} g_m \alpha^m \right| \leq \sum_{m=1}^{d} |g_m||\alpha|^m < |g_0| \sum_{m=1}^{d} \frac{1}{2^m} < |g_0|.
\]

This implies that we cannot have $\sum_{i=0}^{d} g_i \alpha^i = 0$, a contradiction.

Now suppose that $|\alpha| > d \cdot R(g)$. Let $\alpha = \alpha_1, \alpha_2, \ldots, \alpha_d$ be the roots of $g$. Then

\[
g_m = g_d \cdot \sum_{i_1,i_2,\ldots,i_{d-m}} \alpha_{i_1} \cdot \alpha_{i_2} \cdots \cdot \alpha_{i_{d-m}}
\]

for $m = 0, 1, \ldots, d - 1$, and in particular

\[
go = g_d \cdot \prod_{i=1}^{d} \alpha_i.
\]
So,

\[
g_m = \sum_{i_1, i_2, \ldots, i_m} \frac{1}{\alpha_{i_1}} \cdot \frac{1}{\alpha_{i_2}} \cdot \ldots \cdot \frac{1}{\alpha_{i_m}}
\]

for \( m = 0, 1, \ldots, d - 1, d \). Since \( |\alpha_i| > d \cdot R(g) \) for \( i = 1, 2, \ldots, d \), we have

\[
\left| \frac{g_m}{g_0} \right| < \left( \frac{d}{m} \right)^m \left( \frac{1}{d \cdot R(g)} \right)^m \leq \frac{1}{R(g)^m}
\]

for any \( m \). It follows that

\[
\left| \frac{g_0}{g_m} \right|^{1/m} > R(g)
\]

for all \( m \) with \( g_m \neq 0 \). This is in contradiction with the definition of \( R(g) \). This proves Lemma (3.2).

We now show how to approximate a root in polynomial time. We may assume that among the roots \( \alpha_1, \alpha_2, \ldots, \alpha_d \in \mathbb{C} \) of \( f \) there is an \( \alpha_t \) satisfying \( |\alpha_t| < 1 \) (otherwise, replace \( f(X) \) by \( X^d \cdot f(1/X) \)). Let \( t \in \mathbb{Z}_{\geq 0} \) and \( \alpha_t \in 2^{-t} \mathbb{Z} \) such that

\[
\min_i |\alpha_t - \alpha_i| < 4d \cdot 2^{-t}.
\]

Initially, this condition is satisfied for \( t = 0 \) and \( \alpha_0 = 0 \). We show how to compute \( \alpha_{t+1} \in 2^{-(t+1)} \mathbb{Z} \) such that (3.3) holds with \( t \) replaced by \( t + 1 \).

For all \( a \in 2^{-(t+1)} \mathbb{Z} \) such that

\[
|a - \alpha_t| < 4d \cdot 2^{-t} + 2^{-(t+1)}
\]

we compute the coefficients of \( g_a(X) = f(X + a) \) and an approximation \( r(g_a) \) to \( d \cdot R(g_a) \) such that

\[
d \cdot R(g_a) \leq r(g_a) \leq 2d \cdot R(g_a),
\]

where \( R(g_a) \) is defined as in Lemma (3.2). Define \( \alpha_{t+1} \) as the \( a \) for which \( r(g_a) \) is minimal.

To prove that \( \alpha_{t+1} \) satisfies (3.3) with \( t \) replaced by \( t + 1 \), notice that the roots of \( g_a(X) \) are the \( \alpha_i - a \), and that it follows from (3.3) and (3.4) that there is an \( a' \) among the \( a \) such that \( \min_i |a' - \alpha_i| < 2^{-(t+1)} \). This yields:

\[
\min_i |\alpha_{t+1} - \alpha_i| \leq r(g_{\alpha_{t+1}}) \quad \text{(Lemma (3.2) and (3.5))}
\leq r(g_a) \quad \text{(choice of } \alpha_{t+1} \text{)}
\leq 2d \cdot R(g_a) \quad \text{(due to (3.5))}
\leq 4d \cdot \min_i |a' - \alpha_i| \quad \text{(Lemma (3.2))}
\leq 4d \cdot 2^{-(t+1)} \quad \text{(choice of } a' \text{)}.
\]

It is clear that the computation of \( \alpha_{t+1} \) can be done in time polynomial in \( d, t, \) and \( \log |f| \). It follows that an approximation to a root of \( f \) can be found in time polynomial in \( d, \log |f| \) and the number of bits needed.

We have shown the following theorem.
(3.6) **Theorem.** A primitive polynomial $f$ of degree $d$ in one variable with integral coefficients can be completely factored over the integers in time polynomial in $d$ and $\log |f|$.

Using A. Schönhage's observation mentioned in Remark (1.20) and his improved version of the polynomial-time root finding algorithm described above (cf. [21]), we get the following theorem.

(3.7) **Theorem.** A primitive polynomial $f$ of degree $d$ in one variable with integral coefficients can be completely factored over the integers in $O(d^4 \cdot (d + \log |f|))$ arithmetic operations on $O(d \cdot (d + \log |f|))$-bit integers.

As mentioned in Remark (1.20), the number of operations can be reduced to $O(d^3 \cdot (d + \log |f|))$ if we use Schönhage's improved basis reduction algorithm. The description of the algorithm should in that case be slightly modified; we refer to [22] for details.
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