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Abstract. We develop a numerical method based on Sinc functions to obtain an approximate solution of a one-dimensional Cauchy singular integral equation (CSIE) over an arbitrary, smooth, open arc $L$ of finite length in the complex plane. At the outset, we reduce the CSIE to a Fredholm integral equation of the second kind via a regularization procedure. We then obtain an approximate solution to the Fredholm integral equation by means of Nyström's method based on a Sinc quadrature rule. We approximate the matrix and right-hand side of the resulting linear system by an efficient method of computing the Cauchy principal value integrals. The error of an $N$-point approximation converges to zero at the rate $O(e^{-cN^{1/2}})$, as $N \to \infty$, provided that the coefficients of the CSIE are analytic in a region $D$ containing the arc $L$ and satisfy a Lipschitz condition in $D$.

1. Introduction. In this paper we consider an application of the Sinc function method to the approximate solution of a Cauchy singular integral equation taken over a smooth, open arc $L$ of finite length in the complex plane. The equation to be solved on $L$ has the form

$$\tag{1.1} (aw + bSw + K_1w = f_1,$$

where for $t \in L$,

$$\tag{1.2} Sw(t) = \frac{1}{\pi i} \int_L \frac{w(\tau) \, d\tau}{\tau - t},$$

$$\tag{1.3} K_1w(t) = \int_L k_1(t, \tau) w(\tau) \, d\tau.$$ 

The integral appearing in (1.2) is a Cauchy principal value integral defined by

$$\tag{1.4} \int_L \frac{w(\tau) \, d\tau}{\tau - t} = \lim_{\varepsilon \to 0^+} \int_{L_{\varepsilon}} \frac{w(\tau) \, d\tau}{\tau - t},$$

where $L_{\varepsilon}$ is the part of $L$ obtained by deleting from $L$ all those points which are within a distance $\varepsilon$ from $t$. The complex functions $a, b, f_1$ and $k_1$ in Eq. (1.1) are assumed to be given on $L$ and it is required to find $w$, or an approximation to $w$. 
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Following Muskhelishvili [12, §106] we assume that $a, b, k_1$ and $f_1$ satisfy a Lipschitz condition on $L$ ($k_1$ satisfies a Lipschitz condition with respect to both variables) and that the condition

$$r(t) \equiv a^2(t) - b^2(t) \neq 0$$

is satisfied on the closure $\overline{L}$ of $L$. We look for solutions $w$ of Eq. (1.1) belonging to the class $H^*$ [12, §77] (see also Definition 3.1 of this paper). The class $H^*$ consists of all functions which satisfy Lipschitz conditions everywhere on $L$ except at the endpoints, where integrable singularities are allowed.

Let $\kappa$ and $Z(t)$ be respectively the index and the fundamental function of Eq. (1.1) corresponding to the class $h_0$ [12, §109] (see also Subsection 2.3 of this paper). Then it is well known [12, §109] that Eq. (1.1) is equivalent (in the sense that solutions $w \in H^*$ are being sought) to the following equation

$$w + \frac{a}{r} K_1 w - \frac{b}{r} Z S \left( \frac{K_1 w}{Z} \right) = f_2,$$

where

$$f_2 = \frac{af_1}{r} - \frac{bZ}{r} S \left( \frac{f_1}{Z} \right) + \frac{bZ}{r} P_{\kappa-1},$$

and where in (1.7) $P_{\kappa-1}$ is an arbitrary polynomial of degree at most $\kappa - 1$ ($P_{\kappa-1} \equiv 0$ if $\kappa \leq 0$), provided that when $\kappa < 0$ the additional conditions

$$\int_{L} \frac{t^{\kappa-1} (K_1 w - f_1) (t)}{Z(t)} dt = 0, \quad j = 1(1)(-\kappa)$$

are satisfied. Interchanging the order of integration in the last term on the left-hand side of Eq. (1.6), we rewrite Eq. (1.6) in the form [12, §111]

$$w - K_2 w = f_2,$$

where

$$K_2 w(t) = \int_{L} \left[ \frac{bZ}{r} (t) \frac{1}{\pi i} \int_{L} \frac{k_1 (u, \tau) / Z(u)}{u - t} du - \frac{a}{r} (t) k_1 (t, \tau) \right] w(\tau) d\tau.$$

As it was observed in [3], [4], [5], [6], [8], [9], rather than solving Eq. (1.9) for $w \in H^*$, which may be unbounded at either or both endpoints of $L$, it is practically more convenient to solve for the function

$$g = \frac{r w}{Z},$$

which turns out to be bounded and continuous on $L$. Making use of the substitution (1.11), Eq. (1.9) becomes

$$(I - K) g = f,$$

where $I$ is the identity operator and $K$ is a Fredholm integral operator defined by

$$K g(t) = \int_{L} k(t, \tau) g(\tau) d\tau.$$

The kernel $k(t, \tau)$ in (1.13) is defined by

$$k(t, \tau) = \frac{Z}{r} (t) \left[ \frac{b(t)}{\pi i} \int_{L} \frac{k_1 (u, \tau) / Z(u)}{u - t} du - \frac{a}{Z(t)} (t) k_1 (t, \tau) \right].$$
and the term \( f \) on the right-hand side of (1.12) is given by

\[
(1.15) \quad f = \frac{af_1}{Z} - bS \left( \frac{f_1}{Z} \right) + bP_{k-1}.
\]

The Fredholm integral equation of the second kind, (1.12)–(1.15), will be the starting point for the numerical method of this paper. We shall solve Eq. (1.12)–(1.15) approximately by means of Nyström’s method based on a Sinc quadrature rule.

The paper has been organized into seven sections and two appendices. First, in Section 2 we recall some necessary background material related to the theory of the singular integral equation (1.1), so that the paper could be read independently. However, throughout the paper we quite frequently refer the reader to Muskhelishvili [12] for details of proofs. In Section 3 we examine closely the integral equation (1.12)–(1.15). First we show that the function \( g \) defined by (1.11) is indeed a solution of Eq. (1.12)–(1.15) which is continuous and bounded on \( L \) for any solution \( w \in H^* \) of Eq. (1.1). Next we establish some properties of the kernel \( k \) and right-hand side \( f \) given by the formulas (1.14) and (1.15), respectively. In particular, we establish analyticity of \( k \) in some domain \( D \) containing \( L \) under the assumption that the coefficients of Eq. (1.1) are analytic in \( D \). We also determine, for fixed \( t \) on \( L \), the rate at which the kernel \( k(t, \tau) \) becomes infinite as the second variable \( \tau \) approaches either of the endpoints of \( L \). These properties will later play an essential role in developing approximate methods for solving Eq. (1.12)–(1.15).

In Section 4, which can be viewed as an independent part of the paper, we present Nyström’s method based on a Sinc quadrature rule for the numerical solution of the general Fredholm integral equation of the second kind given by (1.12), (1.13). Under appropriate assumptions on the kernel \( k(t, \tau) \) of the operator \( K \) and right-hand side \( f \), we show that the error of convergence has exponential decay with respect to the number of nodes used in the quadrature rule. It turns out that this method is well suited for finding an approximate solution of Eq. (1.12)–(1.15), provided that we could accurately evaluate the kernel \( k \) and right-hand side \( f \) (see (1.14) and (1.15)), which in general are not known explicitly. Therefore, in Section 5 we first develop some effective quadrature formulas for the approximate evaluation of Cauchy principal value integrals given by (1.2). Finally, in Section 6 we combine results of the previous sections to describe an algorithm for the approximate solution of Eq. (1.12)–(1.15). We use formulas from Section 5 to evaluate the coefficients of the matrix and the components of the right-hand side vector in the linear system resulting from Nyström’s method, and we show that the error is still of exponential decay. The final section contains two numerical examples on which our algorithm was tested.

We would like to stress that it is, of course, this exponential (rather than algebraic) rate of convergence which makes this method and the general Sinc function technique in numerical analysis so attractive (see the review paper [13]). Other known methods of solving Eq. (1.1) are based on collocation or Galerkin schemes. The rates of convergence of the error in these methods are of the order \( O(n^{-c}) \), where \( n \) denotes the number of function evaluations or basis functions, and where \( c \) depends on the number of derivatives of the coefficients in Eq. (1.1) that exist and are uniformly bounded on \( L \) (see [3], [4], [5], [8], [9], [10], [11], [14]). In addition, all other methods seem to deal only with singular integral equations (1.1) taken...
over the interval (-1,1), whereas the method of this paper can be applied to more general arcs \( L \) in the complex plane.

Finally, we want to point out that the first important attempt to provide a foundation for the application of Sinc methods to the approximate solution of Eq. \((1.1)\) taken over the interval \((-1,1)\) was made in [6], where the use of a somewhat complicated projection method was suggested. However, in the course of experiments and trials the authors have found that the Nyström method applied to the numerical solution of Eq. \((1.12)-(1.15)\) is simple to implement, and it allows for carrying out a complete convergence and error analysis.

2. Preliminaries. In this section we state some definitions and results from the theory of singular integral equations, making this paper self-contained (for more details we refer the reader to Muskhelishvili’s book [12]). We recall such notions as special and nonspecial ends of an arc \( L \), the index and the fundamental function of Eq. \((1.1)\) corresponding to the class \( h_0 \).

2.1. An Arc \( L \) and the Class of Functions \( \text{Lip}(L) \). Throughout the paper we shall be assuming that \( L = L(c_1,c_2) \) is a smooth, open arc of finite length in the complex plane with ends \( c_1, c_2 \) and direction from \( c_1 \) to \( c_2 \) (see [12] for precise definition and properties of such arcs). Here we want to point out that according to this definition, the points \( c_1, c_2 \) do not belong to \( L \). The closure of arc \( L = L(c_1,c_2) \) will be denoted by \( \overline{L} \), i.e., \( \overline{L} = L \cup \{c_1, c_2\} \).

Let us recall that a complex function \( w(t) \) defined on \( L \) satisfies a Lipschitz condition on \( L \) with exponent \( \mu \) \((0 < \mu \leq 1)\) if for all points \( t_1, t_2 \in L \) we have
\[
|w(t_1) - w(t_2)| \leq C|t_1 - t_2|^{\mu},
\]
where \( C \) is a positive constant independent of \( t_1 \) and \( t_2 \). We write \( w \in \text{Lip}(L) \) or \( w \in \text{Lip}_\mu(L) \) if we wish to emphasize the exponent \( \mu \), and we shall say that \( w \) is a function of the class \( \text{Lip}(L) \) or \( \text{Lip}_\mu(L) \), respectively. Let us note that if \( w \in \text{Lip}(L) \) then \( w \) can be uniquely defined at the ends \( c_1 \) and \( c_2 \), so that \( w \in \text{Lip}(\overline{L}) \). We shall always assume this to be the case when talking about \( w \in \text{Lip}(L) \).

2.2. Special and Nonspecial Ends of \( L \). Let the coefficients \( a \) and \( b \) of Eq. \((1.1)\) belong to \( \text{Lip}(L) \) and let the following condition be satisfied:
\[
r(t) \equiv a^2(t) - b^2(t) \neq 0, \quad t \in \overline{L}.
\]
For \( t \in \overline{L} \) let us define the function \( G \) by
\[
G(t) = \frac{a(t) - b(t)}{a(t) + b(t)},
\]
and let \( \log G(t) \) be any definite one-valued branch of the logarithm which varies continuously on \( \overline{L} \). Let us assume that \( \alpha_j, \beta_j, j = 1, 2 \), are real numbers such that
\[
\alpha_j + i\beta_j = \pm \frac{\log G(c_j)}{2\pi i},
\]
where the minus sign is taken for \( j = 1 \) and plus sign for \( j = 2 \). Let integers \( \lambda_j \) be selected so that
\[
-1 < \alpha_j + \lambda_j \leq 0, \quad j = 1, 2.
\]
If \(-1 < \alpha_j + \lambda_j < 0\), then the corresponding end \( c_j \) is called nonspecial. If \( \alpha_j + \lambda_j = 0 \) or, equivalently, if \( \alpha_j \) is an integer, then \( c_j \) is a special end. Let us
observe that if \( c_j \) is a special end, then \( \beta_j = 0 \) if and only if \( b(c_j) = 0 \). Also, if \( \text{Im} a(c_j) = \text{Re} b(c_j) = 0 \), then \( c_j \) is a special end if and only if \( b(c_j) = 0 \).

2.3. The Index and Fundamental Function of Class \( h_0 \). Let integers \( \lambda_j \) be defined by (2.5). Then the number

\[
\kappa = - \sum_{j=1}^{2} \lambda_j
\]

is called the index of Eq. (1.1) corresponding to the class \( h_0 \). Let us recall (see [12, §109] for details) that all possible solutions \( w \in H^* \) of Eq. (1.1) can be divided into classes, depending on whether or not \( w \) is to remain bounded in neighborhoods of one or more of the nonspecial ends of \( L \). The class \( h_0 \) is the class for which no boundedness condition is imposed in any neighborhood of a nonspecial end of \( L \). Thus this class actually consists of all solutions \( w \) of Eq. (1.1) which belong to the space \( H^* \).

Let

\[
\Pi(z) = \prod_{j=1}^{2} (z - c_j)^{\lambda_j},
\]

\[
\Gamma(z) = \frac{1}{2\pi i} \int_L \frac{\log G(\tau) d\tau}{\tau - z}, \quad z \notin \overline{L},
\]

and let us set

\[
X(z) = \Pi(z) e^{\Gamma(z)}, \quad z \notin \overline{L}.
\]

Then for \( t \in L \) the fundamental function \( Z(t) \) of Eq. (1.1) corresponding to the class \( h_0 \) is defined by

\[
Z(t) = [a(t) + b(t)] X^+(t) = [a(t) - b(t)] X^-(t),
\]

where \( X^+(t) \) and \( X^-(t) \) denote limits of \( X(z) \) as \( z \) approaches \( t \) from the left and right of \( L \), respectively. By the Plemelj formulas [12, §17] it is seen from (2.9) and (2.10) that

\[
Z(t) = [a(t) + b(t)] e^{\frac{1}{2} \log G(t)} \Pi(t) e^{\Gamma(t)} = [a(t) - b(t)] e^{-\frac{1}{2} \log G(t)} \Pi(t) e^{\Gamma(t)},
\]

where for \( t \in L \),

\[
\Gamma(t) = \frac{1}{2\pi i} \int_L \frac{\log G(\tau) d\tau}{\tau - t}.
\]

It can also be shown [12, §107] that if we set

\[
\gamma_j = \alpha_j + \lambda_j + i\beta_j, \quad j = 1, 2,
\]

where \( \alpha_j, \beta_j, \lambda_j \) are defined by (2.4) and (2.5), then

\[
Z(t) = \omega(t) \prod_{j=1}^{2} (t - c_j)^{\gamma_j},
\]

where \( \omega \) is a function of the class Lip(\( L \)), \( \omega(t) \neq 0 \) on \( \overline{L} \), and where \( (t - c_j)^{\gamma_j} \) is any definite one-valued branch of this function which varies continuously on \( L \). It
follows from (2.14) that the function $Z^{-1} \in \text{Lip}(L')$ for any closed part $L'$ of $L$. It is clear that if $c_j$ is a nonspecial end or special end with $b(c_j) = 0$, then $Z^{-1}$ also satisfies a Lipschitz condition on $L$ near $c_j$ (in the first case $Z^{-1}(c_j) = 0$). If, however, $c_j$ is a special end and $b(c_j) \neq 0$, then $Z^{-1}$ no longer satisfies a Lipschitz condition on $L$ near $c_j$, although it is bounded there.

2.4. The Fundamental Function in the Case of Real $a$ and Purely Imaginary $b$. Let us assume that

\begin{equation}
\text{Im} a(t) = \text{Re} b(t) = 0, \quad t \in \overline{L},
\end{equation}

and let us introduce a continuous function $\Theta$, defined on $L$ by

\begin{equation}
\Theta(t) = \frac{1}{\pi} \arg[a(t) + b(t)] + M,
\end{equation}

where $M$ is an integer. We note that

\begin{equation}
\arg[a(t) + b(t)] = \arctan \left( \frac{\text{Im} b(t)}{a(t)} \right) + \pi m(t),
\end{equation}

where $-\pi/2 < \arctan x < \pi/2$ for $x \in \mathbb{R}$ and where $m(t)$ takes on only integer values and may have discontinuities at zeros of $a$. It follows from (2.16) and (2.3) upon setting

\begin{equation}
\log G(t) = -2\pi i \Theta(t)
\end{equation}

that we obtain on $L$ a definite, one-valued and continuous logarithm of the function $G$. Simple calculations, (2.16) and (2.18) also show that

\begin{equation}
e^{\frac{1}{2} \log G(t)} = (-1)^M \frac{a(t) + b(t)}{|a(t) + b(t)|}.
\end{equation}

Therefore, from (2.11), (2.12), (2.7), (2.18), (2.19), (2.2) and (2.15) we obtain

\begin{equation}
Z(t) = (-1)^M r^{1/2}(t) \prod_{j=1}^{2} (t - c_j)^{\lambda_j} e^{-\int_{L} \Theta(\tau) d\tau/(\tau - t)}.
\end{equation}

By (2.4), (2.5) and (2.18) we see that integers $\lambda_j$, $j = 1, 2$, appearing in (2.20) can now be chosen so that

\begin{equation}
-1 < \lambda_j \pm \Theta(c_j) \leq 0,
\end{equation}

where $\Theta$ is defined by (2.16), the plus sign is taken for $j = 1$ and the minus for $j = 2$. Let us note that if we set $M = 0$ and omit the term $r^{1/2}$ on the right-hand side of (2.20), then we obtain a function which is called the fundamental solution of Eq. (1.1) by Dow and Elliott [3]. As can be seen from (2.21), the introduction of the integer $M$ in (2.16) allows for a broader choice of $\lambda_j$, which is of some importance if the formula (2.20) is used for computational purposes.

3. Properties of the Integral Equation (1.12)-(1.15). In this section we show that the function $g$ given by (1.11), which is a solution of Eq. (1.12)-(1.15), is bounded and continuous on $L$. We also establish some important properties of the kernel $k$ and right-hand side $f$ given by the formulas (1.14) and (1.15), respectively. In particular, we show that $k$ and $f$ are analytic functions ($k$ with respect to each variable) in some domain $D$ containing $L$ if the coefficients of the
singular integral equation (1.1) are analytic in \( D \). We also determine the rate at which, for fixed \( t \) from the arc \( L \), the kernel \( k(t, \tau) \) becomes infinite as the second variable \( \tau \) approaches either of the endpoints of \( L \). These facts will be essential for the development of a numerical method in Section 4.

3.1. Boundedness and Continuity of \( g \). As was stated in Section 1, the solution \( w \) of Eq. (1.1) is being sought in the class \( H^* \).

Definition 3.1 [12, §77]. The function \( w(t) \), given on an arc \( L = L(c_1, c_2) \) such that \( w \in \text{Lip}(L') \) on every closed part \( L' \) of \( L \), and near an endpoint \( c = c_1 \) or \( c_2 \) of the form

\[
w(t) = \frac{w^*(t)}{(t - c)^\alpha}, \quad 0 \leq \alpha < 1,
\]

where \( w^* \in \text{Lip}(L) \), is said to belong to the class \( H^* \).

We already mentioned in Section 1 that instead of solving Eq. (1.1) for \( w \in H^* \) we shall look for the function \( g \) related to \( w \) by (1.11).

Theorem 3.2. Let \( a, b, k_1, f_1 \) belong to \( \text{Lip}(L) \) \((k_1 \text{ with respect to both variables})\) and let condition (1.5) be satisfied on \( L \). Let \( \kappa \) and \( Z(t) \) be respectively the index and fundamental function of Eq. (1.1) corresponding to the class \( h_0 \). Then for any solution \( w \in H^* \) of Eq. (1.1) the function \( g \) defined by (1.11) is continuous and bounded on \( L \). Furthermore, the function \( g \) is a solution of Eq. (1.12)–(1.15), where in (1.15) \( P_{\kappa-1} \) is a polynomial of degree not greater than \( \kappa - 1 \) \((P_{\kappa-1} \equiv 0, \text{ if } \kappa \leq 0)\).

Proof. It was shown in Section 1 that \( g \) satisfies Eq. (1.12)–(1.15). Also, \( g \) is continuous on \( L \) since \( Z \) is continuous on \( L \) (see Subsection 2.3). Thus it remains to prove that \( g \) is bounded on \( L \). Rewriting Eq. (1.1), we have

\[
aw + bSw = f_0,
\]

where \( f_0 = f_1 - K_1w \). It is easy to show that \( f_0 \in \text{Lip}(L) \). Therefore, from (1.6), (1.7) and (1.11) we obtain

\[
g = \frac{af_0}{Z} - bS \left( \frac{f_0}{Z} \right) + bP_{\kappa-1}.
\]

It is obvious from (2.14), (2.13) and (2.5) that the first and last terms on the right-hand side of (3.3) are bounded on \( L \). Furthermore, \( S(f_0/Z) \in \text{Lip}(L') \) for every closed part \( L' \) of \( L \). Hence, let us examine the behavior of \( S(f_0/Z) \) on \( L \) near the endpoints \( c_j, j = 1, 2 \). If \( c_j \) is a nonspecial end, then \((f_0/Z)(c_j) = 0 \). It then follows from (2.14), (2.13), (2.5) and the theorem in [12, §19, p. 46] that \( S(f_0/Z) \) satisfies a Lipschitz condition on \( L \) near \( c_j \) and hence is bounded there. On the other hand, if \( c_j \) is a special end, then from the same equations of Section 2 and (29.7), (29.8) in [12, §29] we observe that for \( t \in L \) and \( t \) in a neighborhood of \( c_j \) we have

\[
S \left( \frac{f_0}{Z} \right)(t) = C_1 \log(t - c_j) + s_1(t)
\]

if \( b(c_j) = 0 \) and

\[
S \left( \frac{f_0}{Z} \right)(t) = \frac{C_2}{(t - c_j)^2} + s_2(t)
\]
if \( b(c_j) \neq 0 \). In (3.4) and (3.5), \( C_1, C_2 \) are constants and \( s_1(t) \) and \( s_2(t) \) are functions that satisfy Lipschitz conditions on \( L \) near \( c_j \). If \( b(c_j) = 0 \), then we see from (3.4), 5° in [12, §6] and 1° in [12, §7] that \( bS(f_0/Z) \) satisfies a Lipschitz condition on \( L \) near \( c_j \) and hence is bounded there. If \( b(c_j) \neq 0 \), then (3.5) implies boundedness of \( S(f_0/Z) \) on \( L \) near \( c_j \), and Theorem 3.2 follows. □

The proof of Theorem 3.2 and results from Subsection 2.2 yield the following corollary.

**Corollary 3.3.** If \( \text{Im} \, a(c_j) = \text{Re} \, b(c_j) = 0 \) for \( j = 1, 2 \), in particular, if \( a(t) \) is real and \( b(t) \) purely imaginary on \( L \), then \( g \in \text{Lip}(L) \).

### 3.2. Properties of the Kernel \( k \) of (1.14) and the Right-Hand Side \( f \) of (1.15).

Let us assume that \( D \) is a bounded, simply connected domain in the complex plane such that \( D \) contains \( L = L(c_1, c_2) \) and such that the points \( c_1, c_2 \) are boundary points of \( D \). Let \( D^+ \) and \( D^- \) denote the parts of \( D \) lying respectively to the left and right-hand sides of \( L \). Furthermore, let \( \Omega \) be the union of two sets, \( L \times D \) and \( D \times L \). Throughout the paper, \( H(D) \) will represent the set of all analytic functions in \( D \) and \( C(\overline{D}) \) will denote the set of all continuous functions on the closure \( \overline{D} \) of \( D \). In what follows, whenever we say that a function \( f \) defined on \( L \) is in \( H(D) \) and satisfies some additional properties on \( D \) (such as, for example, \( f \) is bounded on \( D \)), we will mean that \( f \) has an analytic extension to \( D \) with these properties. A similar convention will apply to a function of two variables defined on \( L \times L \), if one of the variables is fixed and the function is considered as a function of only the other variable.

**Assumption 3.4.** Let \( a, b \in \text{Lip}(L) \cap H(D) \cap C(\overline{D}) \) and let condition (1.5) be satisfied for all \( t \in D \).

**Lemma 3.5.** Let Assumption 3.4 be satisfied, let \( Z(t) \) be the fundamental function of Eq. (1.1) corresponding to the class \( h_0 \) and let \( \alpha_j, \lambda_j, j = 1, 2 \), be defined by (2.4) and (2.5). Then \( Z, Z^{-1} \in H(D) \), \( Z^{-1} \) is bounded in \( D \) and there exists a constant \( C > 0 \) such that

\[
|Z(z)| \leq C( |z - c_1| |z - c_2| )^{\sigma - 1}, \quad z \in D,
\]

where

\[
\sigma = 1 + \min_{j=1,2} (\alpha_j + \lambda_j) > 0.
\]

**Proof.** Let us recall that the fundamental function \( Z(t) \) is defined for \( t \in L \) by (2.10). If we extend \( Z \) to \( D \) by the formula

\[
Z(z) = X(z) \begin{cases} \frac{[a(z) + b(z)]}{\sqrt{\sigma}}, & z \in D^+, \\ \frac{[a(z) - b(z)]}{\sqrt{\sigma}}, & z \in D^-,
\end{cases}
\]

where \( X(z) \) is given by (2.9), then from the theorem on analytic continuation we see that \( Z \in H(D) \). Furthermore, \( Z^{-1} \in H(D) \) since \( Z \neq 0 \) on \( D^+ \cup D^- \) by (3.8), (1.5), (2.9), and likewise \( Z \neq 0 \) on \( L \) by (2.14). It is clear that in order to prove that \( Z^{-1} \) is bounded in \( D \) it will be sufficient to show that \( Z^{-1} \) is bounded in \( D \) near the points \( c_j, j = 1, 2 \). Proceeding similarly as in [12, §79], it is easy to see that for \( z \in D \setminus L \) and \( z \) near \( c_j \),

\[
X(z) = (z - c_j) Y(z),
\]
where $\gamma_j$ is given by (2.13), $(t - c_j)^{\nu}$ is any branch of this function defined in the complex plane cut along $L$, and $Y(z)$ is some function which is bounded and stays away from zero in the neighborhood of $c_j$. Boundedness of $Z^{-1}$ in $D$ near $c_j$ and the inequality (3.6) now follow from (3.8) and (3.9). □

Assumption 3.6. Let $a, b$ be as in Assumption 3.4 and in addition let us assume that there exist positive constants $C$ and $\mu_j$ such that

$$(3.10) \quad |b(z)| \leq C|z - c_j|^\mu_j, \quad z \in D,$$

whenever $c_j$ is a special end of $L$, and $b(c_j) = 0$.

We note that if both ends of $L$ are nonspecial, then Assumption 3.6 reduces to Assumption 3.4.

Assumption 3.7. In addition to satisfying a Lipschitz condition with respect to both variables on $L \times L$, let us assume that there exist positive constants $C$ and $\rho_j$ such that

$$(3.10) \quad |b(z)| < C|z - c_j|^\rho_j, \quad z \in D,$$

whenever $c_j$ is a special end of $L$, and $b(c_j) = 0$.

We note that if both ends of $L$ are nonspecial, then Assumption 3.6 reduces to Assumption 3.4.

Lemma 3.8. Let Assumptions 3.6 and 3.7 be satisfied and for $(t, \tau) \in L \times L$ let $H(t, \tau)$ be defined by

$$(3.12) \quad H(t, \tau) = b(t) \int_L \frac{k_1(u, \tau)/Z(u)}{u - t} \, du,$$

where $Z$ is the fundamental function of Eq. (1.1) corresponding to the class $h_0$. Then $H(\cdot, \tau) \in H(D)$ for all $\tau \in L$, $H(t, \cdot) \in H(D)$ for all $t \in L$ and $H(t, \tau)$ is bounded in $\Omega$.

Proof. Two cases need to be considered.

I. The case when $\tau \in L$. For fixed $\tau \in L$ let the function $H(t, \tau)$, given for $t \in L$ by (3.12), be extended to $D$ with respect to $t$ as follows:

$$(3.13) \quad H(t, \tau) = b(t) \begin{cases} -\pi i h(t, \tau) + \Phi(t, \tau), & t \in D^+, \\ \pi i h(t, \tau) + \Phi(t, \tau), & t \in D^-, \end{cases}$$

where

$$(3.14) \quad h(t, \tau) = \frac{k_1(t, \tau)}{Z(t)},$$

and where

$$(3.15) \quad \Phi(t, \tau) = \int_L \frac{h(u, \tau) \, du}{u - t}.$$
Boundedness for the remaining \( t \) will then follow from the maximum principle. Also, since \( b(t)h(t, \tau) \) is bounded on \( D \times L \), we only need to consider the boundedness of \( b(t)\Phi(t, \tau) \). The following argument will simplify our considerations. Let \( L \) be divided into two parts, \( L_1 \) and \( L_2 \), such that \( c \in \overline{L_1} \), and such that \( L_2 \) is at a finite distance from \( c \). Let us split \( \Phi(t, \tau) \) into the sum of two integrals, \( \Phi_1(t, \tau) \) and \( \Phi_2(t, \tau) \), which are taken respectively over \( L_1 \) and \( L_2 \). It is obvious that only \( b(t)\Phi_1(t, \tau) \) has to be examined. Let us first assume that \( c \) is either a nonspecial end, or else it is a special end with \( b(c) \neq 0 \). Then it follows from (2.14), (2.13) and 1°, 2° of Appendix A that \( \Phi(t, \tau) \) is bounded for all \( \tau \in L, t \in D^+ \cup D^- \) and \( t \) being in the neighborhood of \( c \). On the other hand, if \( c \) is a special end with \( b(c) = 0 \), then the boundedness of \( b(t)\Phi(t, \tau) \) for the same \( \tau \) and \( t \) follows from 1° in Appendix A and the inequality (3.10).

II. The case when \( t \in L \). Let us define \( \Psi(t, \tau) \) for fixed \( t \in L \) and \( \tau \in D \), by

\[
\Psi(t, \tau) = \int_L \frac{h(u, \tau) \, du}{u-t},
\]

where \( h \) is given by (3.14). It is clear from (3.12) and (3.16) that in order to prove that \( H(t, \cdot) \in H(D) \) and that \( H(t, \tau) \) is bounded on \( L \times D \), it will suffice to show that \( \Psi(t, \cdot) \in H(D) \) and that \( b(t)\Psi(t, \tau) \) is bounded on \( L \times D \). First we note by (12.4) of [12, §12] that (3.16) can be rewritten as

\[
\Psi(t, \tau) = \Psi_1(t, \tau) + h(t, \tau) \left[ \pi i + \log \frac{c_2-t}{c_1-t} \right],
\]

where

\[
\Psi_1(t, \tau) = \int_L \frac{h(u, \tau) - h(t, \tau)}{u-t} \, du.
\]

It follows from (3.14) and (3.11) that for fixed \( t \in L \) the integrand in (3.18) can be bounded from above, independently of \( \tau \in D \), by a function that is integrable over \( L \) with respect to \( u \). Thus by Lebesgue's dominated convergence theorem, \( \Psi_1(t, \cdot) \in C(D) \). Now let \( \Delta \) be a closed triangle such that \( \Delta \subset D \). Since \( h(t, \cdot) \in H(D) \), it follows by Fubini's theorem that \( \int_{\partial \Delta} \Psi_1(t, \cdot) \, d\tau = 0 \), and thus Morera's theorem implies that \( \Psi_1(t, \cdot) \in H(D) \). Therefore, we conclude by (3.17) that \( \Psi(t, \cdot) \in H(D) \).

It remains to prove that \( b(t)\Phi(t, \tau) \) is bounded on \( L \times D \). It can be seen from (3.17) and (3.18) that it will be sufficient to show that \( b(t)\Psi(t, \tau) \) is bounded for all \( \tau \in D, t \in L \) and \( t \) being in the neighborhood of \( c \), where \( c \) is either of the endpoints \( c_1, c_2 \) of \( L \). But this follows from (3.16), (3.11) and 3°, 4° in Appendix A, by considering, as in case I above, the possibilities of \( c \) being a nonspecial end, a special end with \( b(c) \neq 0 \) or a special end with \( b(c) = 0 \). \( \square \)

**Theorem 3.9.** Let Assumptions 3.6 and 3.7 be satisfied and let the kernel \( k(t, \tau) \) of the operator \( K \) of (1.13) be given by (1.14), for \( (t, \tau) \in L \times L \). Then \( k(\cdot, \tau) \in H(D) \) for all \( \tau \in L \) and \( k(t, \cdot) \in H(D) \) for all \( t \in L \). Furthermore, there exists a constant \( C > 0 \) such that

\[
|k(t, \tau)| \leq C(|\tau - c_1| |\tau - c_2|)^{\sigma-1}, \quad (t, \tau) \in \Omega,
\]

where \( \sigma > 0 \) is given by (3.7).

**Proof.** The proof of Theorem 3.9 follows directly from (3.6) and Lemma 3.8. \( \square \)

**Assumption 3.10.** Let \( f_1 \in \text{Lip}(L) \cap H(D) \) and let \( f \) be bounded in \( D \).
THEOREM 3.11. Let Assumptions 3.6 and 3.10 be satisfied and let the right-hand side $f$ of Eq. (1.12) be given by Eq. (1.15). Then $f \in H(D)$ and $f$ is bounded in $D$.

Proof. By Lemma 3.5, $Z^{-1} \in H(D)$ and $Z^{-1}$ is bounded in $D$. Hence it is seen from (1.15) that we only need to consider the term $bS(f_1/Z)$. But analyticity and boundedness in $D$ of this term follow from Lemma 3.8 upon setting $k_1(t, \tau) = f_1(t)$ for $(t, \tau) \in \Omega$. ⊓⊔

4. Nyström’s Method Based on a Sinc Quadrature Rule for the Numerical Solution of Fredholm Integral Equation (1.12)–(1.15). First, at the beginning of this section we shall recall briefly some definitions and results from the numerical theory of Sinc functions (see also [13]). Next, in Subsection 4.2 we present Nyström’s method based on a Sinc quadrature rule to obtain an approximate solution of the integral equation (1.12), (1.13). We want to emphasize that the results of Subsection 4.2 are independent of the rest of this paper and can be used for the numerical solution of a general Fredholm integral equation of the second kind given by (1.12), (1.13). Finally, in Subsection 4.3 we show how the method of Subsection 4.2 can be applied to obtain an approximate solution of Eq. (1.12) (1.15), which was derived from the singular integral equation (1.1) via a regularization process.

4.1. The Sinc Quadrature Rule. Let $\mathbb{Z}$, $\mathbb{R}$, $\mathbb{C}$ denote, respectively, the set of all integers, the set of real numbers and the set of complex numbers, i.e., $\mathbb{Z} = \{n : n = 0, \pm 1, \ldots \}$, $\mathbb{R} = (-\infty, \infty)$, $\mathbb{C} = \{z = x + iy : x \in \mathbb{R}, y \in \mathbb{R}\}$. Let $d > 0$, and let us define $D_d$ by

$$D_d = \{z \in \mathbb{C} : |\text{Im } z| < d\}.$$  

Definition 4.1. Let $D$ be a simply connected, bounded domain in the complex plane $\mathbb{C}$ with boundary $\partial D$. Let $c_1, c_2$ ($c_1 \neq c_2$) be boundary points of $D$ and let $\phi$ be a conformal map of $D$ onto $D_d$ (see (4.1)) such that $\phi(c_1) = -\infty, \phi(c_2) = \infty$. Let $\phi^{-1}$ denote the inverse map of $\phi$ and let the smooth open arc of finite length $L = L(c_1, c_2)$ be given by

$$L = \{\phi^{-1}(x) : x \in \mathbb{R}\}.$$  

In what follows, the set of all complex analytic functions in $D$ will be denoted by $H(D)$.

Definition 4.2. Let the domain $D$ be defined as in Definition 4.1. Then $B(D)$ will represent the family of all functions $F \in H(D)$ such that

$$\int_{\phi^{-1}(L_x)} |F(z)\,dz| \to 0 \quad \text{as} \quad x \to \pm \infty,$$

$$N(F, D) \equiv \liminf_{y \to d} \int_{\phi^{-1}(L_y)} |F(z)\,dz| < \infty,$$

where for $x \in \mathbb{R}$ and $0 < y < d$,

$$L_x = \{z = x + iy : -d < y < d\},$$

$$L_y = \{z = x \pm iy : x \in \mathbb{R}\}.$$  

The following result, obtained by Stenger [13, Theorem 4.4], will be of importance.
THEOREM 4.3. Let \( F \in B(D) \) and let there exist positive constants \( C \) and \( \alpha \) such that
\[
|F(t)| \leq C|\phi'(t)|e^{-\alpha|\phi(t)|}, \quad t \in L.
\]
For a positive integer \( N \) choose \( h = \left[ \frac{2\pi d/(\alpha N)}{1/2} \right] \) and set \( z_n = \phi^{-1}(nh) \), \( n = -N, \ldots, N \). Then
\[
\int_L F(t) \, dt - h \sum_{n=-N}^N F(z_n) \phi'(z_n) \leq e^{-\frac{2\pi d \alpha N}{1 - e^{-\frac{2\pi \alpha d N}{1}}}} \left( \frac{N(F, D)}{1 - e^{-\frac{2\pi \alpha d N}{1}}} + \frac{2C}{\alpha} \right).
\]
We shall refer to the summation formula in (4.8) as a Sine quadrature rule.

4.2. Nyström's Method Based on a Sine Quadrature Rule for the Numerical Solution of the General Fredholm Integral Equation of the Second Kind. Notations introduced in Subsection 4.1 will be used in this subsection. We shall assume in what follows that the domain \( D \), the arc \( L = L(c_1, c_2) \) and the map \( \phi \) are given as in Definition 4.1. One more definition will also be useful.

Definition 4.4. Let \( X \) be the Banach space of all continuous and bounded complex functions defined on \( L \) normed with the sup norm, i.e., for \( g \in X \),
\[
\|g\|_X = \sup_{t \in L} |g(t)|.
\]
For \( g \in X \) and \( t \in L \), let
\[
K g(t) = \int_L k(t, \tau) g(\tau) \, d\tau
\]
be a bounded operator from \( X \) to \( X \), i.e., \( \|K\| < \infty \), for which \((I - K)^{-1}\) exists on \( X \) and hence is bounded. Then, for given \( f \in X \), the equation
\[
(I - K)g = f
\]
has a unique solution \( g \in X \) which will be found approximately by means of Nyström's method. For given positive integer \( N \), \( h > 0 \), \( g \in X \) and \( t \in L \), let \( K_N g \) be defined by
\[
K_N g(t) = h \sum_{n=-N}^N \frac{k(t, z_n)}{\phi'(z_n)} g(z_n),
\]
where
\[
z_n = \phi^{-1}(nh).
\]
Then the Nyström method for solving Eq. (4.11) is to find a solution \( g_N \in X \) of the equation
\[
(I - K_N)g_N = f.
\]
We shall show that under certain assumptions on \( k(t, \tau) \), Eq. (4.14) has a unique solution for \( N \) sufficiently large, and we shall bound the error \( \|g - g_N\|_X \).

LEMMA 4.5. Let the following conditions be satisfied:
(a) \( k(\cdot, \tau) \in H(D) \) for all \( \tau \in L \);
(b) there exist positive constants \( C \) and \( \alpha \) such that for all \( t \in D \) and all \( \tau \in L \),
\[
|k(t, \tau)| \leq C|\phi'(\tau)|e^{-\alpha|\phi(\tau)|};
\]
(c) let $K$ and $K_N$ be defined by (4.10) and (4.12), respectively. Then for any $g \in X$ the functions $Kg(t)$ and $K_Ng(t)$ belong to $H(D)$; moreover,

$$\sup_{t \in D} |Kg(t)| \leq \frac{2C}{\alpha} \|g\|_X,$$

$$\sup_{t \in D} |K_Ng(t)| \leq C \left( h + \frac{2}{\alpha} \right) \|g\|_X.$$

**Proof.** For $g \in X$ and $t \in D$ we have from (4.10) and (4.15) that

$$|Kg(t)| \leq \int_L |k(t, \tau)g(\tau)| d\tau \leq C\|g\|_X \int_L e^{-\alpha|\phi(\tau)|} |\phi'(\tau)| d\tau,$$

$$= C\|g\|_X \int_{-\infty}^{\infty} e^{-\alpha|x|} dx,$$

and thus (4.16) follows. It can also be seen from (4.18) that $k(t, \tau)g(\tau)$ is bounded from above, independently of $t$, by a function integrable over $L$. Hence by Lebesgue’s dominated convergence theorem, $Kg(t)$ is continuous in $D$. Next, applying Fubini’s theorem, we also see that for any closed triangle $\Delta \subset D$ we have $\int_{\partial \Delta} Kg(t) dt = 0$. Thus, Morera’s theorem implies that $Kg(t) \in H(D)$. Similarly for (4.17): From (4.12), (4.13) and (4.15) we obtain

$$|K_Ng(t)| \leq |k(t, z_n) \phi'(z_n)| g(z_n) | \leq C_\|g\|_X \sum_{n=-N}^{N} e^{-\alpha|n\ell|}.$$

Since for $\alpha, h > 0$ we have $e^{\alpha h} - 1 > \alpha h$, (4.17) follows after evaluating and estimating the sum on the right-hand side of (4.19). \qed

**COROLLARY 4.6.** $K$ is a bounded operator from $X$ to $X$ with $\|K\| \leq 2C/\alpha$.

**COROLLARY 4.7.** $K_N$ is a compact operator from $X$ to $X$ with $\|K_N\| \leq C(h + 2/\alpha)$.

**LEMMA 4.8.** Let the following conditions be satisfied:

(a) $k(t, \cdot) \in H(D)$ for all $t \in L$;
(b) the inequality (4.15) is satisfied for all $t \in L$ and for all $\tau \in D$;
(c) $h$ in (4.12) and (4.13) is selected by $h = [2\pi d/(\alpha N)]^{1/2}$.

Then for any $g \in H(D)$ and $g$ bounded in $D$,

$$\|(K - K_N)g\|_X \leq \frac{2}{\alpha} \sup_{z \in D} |g(z)|.$$

**Proof.** Let $M = \sup_{z \in D} |g(z)|$. For fixed $t \in L$ let us consider the function $F(z) = k(t, z)g(z)$, where $z \in D$. Then it follows from assumption (b) that

$$|F(z)| \leq MC|\phi'(z)| e^{-\alpha|\phi(z)|}, \quad z \in D.$$

We also observe that $F \in B(D)$, since (4.3) and (4.4) follow from (4.21). For example, we have

$$N(F, D) \leq MCN(e^{-\alpha|\phi(z)|}|\phi'(z)|, D) = 2MC \int_{-\infty}^{\infty} e^{-\alpha|x+id|} dx.$$
Thus, since
\begin{equation}
(K - K_N)g(t) = \int F(\tau) d\tau - h \sum_{n=-N}^{N} \frac{F(z_n)}{\phi'(z_n)},
\end{equation}
Lemma 4.8 follows from Theorem 4.3, (4.21), (4.22) and (4.23). \(\square\)

**Theorem 4.9.** Let all assumptions of Lemmas 4.5 and 4.8 be satisfied and let \((I - K)^{-1}\) exist on \(X\). Then there is an integer \(N_0 > 0\) such that for all integers \(N > N_0\), \((I - K_N)^{-1}\) exists on \(X\) and
\begin{equation}
\|(I - K_N)^{-1}\| \leq \frac{1 + \|(I - K)^{-1}\| \|K_N\|}{1 - \|(I - K)^{-1}\| \|(K - K_N)K_N\|}.
\end{equation}
Let \(f \in H(D)\) and let \(f\) be bounded in \(D\). Let \(g \in X\) and \(g_N \in X\) be solutions of Eqs. (4.11) and (4.14), respectively. Then \(g \in H(D)\) and \(g\) is bounded in \(D\). Furthermore, there exists a constant \(C > 0\) independent of \(N\) and \(g\) such that for \(N > N_0\),
\begin{equation}
\|g - g_N\|_X \leq Ce^-(2\pi daN^1/2) \sup_{z \in D} |g(z)|.
\end{equation}

**Proof.** To prove the first part of Theorem 4.9, let us take \(g \in X\). Then it follows from Lemma 4.5 that \(K_Ng \in H(D)\) and that the inequality (4.17) holds true. Now applying Lemma 4.8 to \(g_N\), we have from (4.20) and (4.17) that
\begin{equation}
\|(K - K_N)K_Ng\|_X \leq e^-(2\pi daN^1/2) \frac{2C^2}{\alpha} \left[ \frac{2}{1 - e^-(2\pi daN^1/2)} + 1 \right] \left( h + \frac{2}{\alpha} \right) \|g\|_X.
\end{equation}
But the inequality (4.26) implies that \(\|(K - K_N)K_N\| \to 0\) as \(N \to \infty\) and hence the first part of Theorem 4.9 follows from Theorem 1.10 in [1, §1.7] and Corollaries 4.6 and 4.7. To prove the second part of Theorem 4.9, we first observe that the identity \(g = Kg + f\) and Lemma 4.5 imply that \(g \in H(D)\) and that \(g\) is bounded in \(D\). To verify (4.25), we note from (4.11) and (4.14) that
\begin{equation}
g - g_N = (I - K_N)^{-1}(K - K_N)g,
\end{equation}
and hence
\begin{equation}
\|g - g_N\|_X \leq \|(I - K_N)^{-1}\| \|(K - K_N)g\|_X.
\end{equation}
Now using (4.24), we see that the first factor on the right-hand side of (4.28) can be estimated by a constant as \(N \to \infty\), since \(\|(K - K_N)K_N\| \to 0\) and since, by Corollary 4.7, \(\|K_N\|\) can be bounded independently of \(N\). Thus, (4.25) follows from (4.28) and (4.20). \(\square\)

In order to find the solution \(g_N\) of Eq. (4.14), assuming of course that \(N > N_0\), we first solve the linear system
\begin{equation}
(I - K)d = f
\end{equation}
for the vector \(d = (d_{-N}, \ldots, d_N)^t\), where in (4.29) \(I\) denotes the unit matrix of order \(2N + 1\), and where the square matrix \(K = (k_{mn})_{m,n=-N}^N\) of the same order and the vector \(f = (f_{-N}, \ldots, f_N)^t\) are defined by
\begin{equation}
k_{mn} = h \frac{k(z_m, z_n)}{\phi'(z_n)},
\end{equation}
It follows from Theorem 4.9 that the linear system (4.29) has a unique solution. For, if \( g_N \) is a solution of Eq. (4.14), then \( \mathbf{d} = (g_N(z_{-N}), \ldots, g_N(z_N))^t \) satisfies (4.29) and conversely, to each solution \( \mathbf{d} \) of (4.29) there corresponds a unique solution \( g_N \in X \) of Eq. (4.14) which agrees with the components of \( \mathbf{d} \) at the points \( z_n, n = -N(1)N \) (see [2, §3.0]). Thus, having found a solution \( \mathbf{d} \) of (4.29), we have

\[
g_N(z_n) = d_n, \quad n = -N(1)N,
\]

and hence from (4.14) and (4.12),

\[
g_N(t) = f(t) + h \sum_{n=-N}^N \frac{k(t,z_n)}{\phi'(z_n)} d_n, \quad t \in L.
\]

4.3. The Numerical Solution of Eq. (1.12)–(1.15). We now consider applicability of Nyström's method of Subsection 4.2 to obtain an approximate solution of Eq. (1.12)–(1.15). Let us assume that the arc \( L = L(c_1,c_2) \) and the domain \( D \) are defined as in Definition 4.1, and let Assumptions 3.6, 3.7 and 3.10 be satisfied. In addition, assume that for the map \( \phi \) of Definition 4.1 and for any \( \alpha > 0 \) there is a positive constant \( C \) such that

\[
|z - c_1|/|z - c_2| \leq C|\phi'(z)|e^{-\alpha|\phi(z)|}, \quad z \in D.
\]

If \((I-K)^{-1}\) exists on \( X \), then it follows from Theorems 3.9, 3.11, 4.9 and inequality (4.34) that Nyström's method of Subsection 4.2 with \( \alpha = \sigma \), where \( \sigma \) is given by (3.7), can be applied to obtain an approximate solution of Eq. (1.12)–(1.15). The inequality (4.25) then gives a bound on the error between the exact solution \( g \) and its approximation \( g_N \) defined in (4.33), where \( \mathbf{d} = (d_{-N}, \ldots, d_N)^t \) is a solution of the linear system (4.29). It is clear from the definitions of the kernel \( k \), and the right-hand side \( f \) (see (1.14) and (1.15)) that in order to evaluate the coefficients \( k_{mn} \) (see (4.30)) of the matrix \( K \) and components \( f_m \) (see (4.31)) of the vector \( f \) of the linear system (4.29), it will be necessary to have a good numerical technique for approximating singular integrals of the form (1.2). We therefore consider this problem before describing completely an algorithm for obtaining an approximate solution of Eq. (1.12)–(1.15).

5. Quadrature Formulas for Evaluating Cauchy Principal Value Integrals. In this section we derive formulas for the approximate evaluation of singular integrals \( SF(t), t \in L \), defined by (1.2) in the case when the function \( F \) is analytic in some domain containing \( L \). First we present a general, infinite sum formula, which will later be used to obtain a finite sum formula for a certain class of functions \( F \). The formulas presented here were first introduced for specific arcs \( L \) in [6].

In this section we shall use the notations and definitions of Subsection 4.1. In what follows we assume that the arc \( L = L(c_1,c_2) \), the domain \( D \), the map \( \phi \) and the constant \( d \) are the same as those of Definition 4.1. Also, by \( H(D) \) and \( B(D) \) we denote the classes of functions introduced in Subsection 4.1.

5.1. General Quadrature Formula. For \( h > 0 \) and \( n \in \mathbb{Z} \) we define the functions

\[
t_n(z) = \frac{h \cos[\pi \{\phi(z) - nh\}/h] - 1}{\pi i \phi'(z_n)(z - z_n)}, \quad z \in D,
\]
where

\[ z_n = \phi^{-1}(nh). \]

For later purposes we note that

\[ t_n(z_m) = \begin{cases} \frac{h}{\pi} \frac{(-1)^{m-n} - 1}{\phi'(z_n)(z_m - z_n)}, & \text{if } n \neq m, \\ 0, & \text{if } n = m. \end{cases} \]

**Lemma 5.1.** Let the functions \( t_n(z) \) be defined by Eq. (5.1). Then there is a constant \( C > 0 \) such that for all \( n \in \mathbb{Z} \)

\[ \sup_{t \in L} |t_n(t)| \leq C. \]

**Proof.** See Appendix B. \( \Box \)

**Theorem 5.2.** Assume that a function \( F \in B(D) \) is such that \( \int_L |F(z)\,dz| < \infty \), and let either one of the following inequalities (5.5) or (5.6) be satisfied:

\[ \sum_{n \in \mathbb{Z}} \left| \frac{F(z_n)}{\phi'(z_n)} \right| < \infty; \]

\[ \sum_{n \in \mathbb{Z}} |F(z_n)| < \infty. \]

Given \( t \in L \), let \( SF(t) \) be defined by (1.2), and let \( \varepsilon(t) \) be defined by

\[ \varepsilon(t) = SF(t) - \sum_{n \in \mathbb{Z}} F(z_n)t_n(t), \]

where \( t_n(t) \) are given by (5.1). Then

\[ |\varepsilon(t)| \leq N(F, D, t) \frac{e^{-\pi d/(2h)}}{2\pi \sinh[\pi d/(2h)]}, \]

where

\[ N(F, D, t) = \liminf_{y \to d^-} \int_{\phi^{-1}(L_y)} \left| \frac{F(z)}{z-t} \right| \,dz, \]

and where \( L_y \) in (5.9) is defined by (4.6).

**Proof.** See Appendix B. \( \Box \)

We remark that under our assumptions on \( F \) in Theorem 5.2, the quantity \( N(F, D, t) \) as well as \( SF(t) \) may become unbounded as \( t \) approaches either of the endpoints of \( L \). Hence, in this case the estimate (5.8) should be interpreted in the sense of a relative error.

### 5.2. Uniform Estimate for \( N(F, D, t) \)

If the domain \( D \) satisfies some additional geometric properties and \( F(z) \) goes to zero fast enough as \( z \) approaches the endpoints of the arc \( L \), then it is possible to obtain a bound for \( N(F, D, t) \) which is independent of \( t \).

**Assumption 5.3.** Let \( c \) denote either of the endpoints \( c_1, c_2 \) of \( L \) and let \( L_y \) be given by (4.6). For a constant \( Y \), \( 0 < Y < d \), let positive constants \( \zeta_l, l = 1, 2, 3 \), exist such that

\[ |z-t| \geq \zeta_1 |t-c| \]
for all \( z \in \phi^{-1}(L_y) \), where \( Y < |y| < d \), and for all \( t \in L \cap D(c, \xi_2) \), where 
\[ D(c, \xi_2) = \{ z \in \mathbb{C} : |z - c| \leq \xi_2 \} \], and such that 
\[ |z - t| \geq \xi_3 \] 
(5.11)

for all \( z \in \phi^{-1}(L_y) \), where \( Y < |y| < d \), and for all \( t \in L \setminus \bigcup_{j=1}^{2} D(c_j, \xi_2) \). In addition, let us also assume that for any \( \alpha > 0 \), there exists a constant \( C > 0 \) such that 
\[ |z - c|^{\alpha-1}|dz| < C \] 
(5.12)

for all \( y \) satisfying \( Y < |y| < d \).

**Lemma 5.4.** Let Assumption 5.3 be satisfied and let \( F(z) \) be a complex-valued function defined on \( D \) for which there exist positive constants \( C \) and \( \alpha \) such that 
\[ |F(z)| \leq C(|z - c_1| |z - c_2|)^\alpha, \quad z \in D. \] 
(5.13)

Let \( N(F, D, t) \) be defined by (5.9). Then 
\[ \sup_{t \in L} N(F, D, t) < \infty. \] 
(5.14)

**Proof.** It is easy to see that the uniform boundedness of \( N(F, D, t) \) for \( t \in L \setminus \bigcup_{j=1}^{2} D(c_j, \xi_2) \) follows from (5.11), (5.13) and (5.12). Therefore, assume that 
\( t \in L \cap D(c_1, \xi_2) \) (the case when \( t \in L \cap D(c_2, \xi_2) \) is analogous) and let \( y \) be such that \( Y < |y| < d \). Then using (5.13), we obtain 
\[ \int_{\phi^{-1}(L_y)} \frac{|F(z)|}{z - t} |dz| \leq C \sup_{z \in D} |z - c_2|^{\alpha} \int_{\phi^{-1}(L_y)} \frac{|z - c_1|^{\alpha}}{|z - t|} |dz|, \] 
(5.15)

where \( \sup_{z \in D} |z - c_2|^{\alpha} \) is finite because \( D \) is bounded. Now, since 
\[ \int_{\phi^{-1}(L_y)} \frac{|z - c_1|^{\alpha}}{|z - t|} |dz| \pm \int_{\phi^{-1}(L_y)} \frac{|z - c_1|^{\alpha}}{|z - c_1|} |dz| \]
\[ \leq |t - c_1| \int_{\phi^{-1}(L_y)} \frac{|z - c_1|^{\alpha-1}}{|z - t|} |dz| + \int_{\phi^{-1}(L_y)} |z - c_1|^{\alpha-1}|dz|, \] 
(5.16)

the inequality (5.14) follows from (5.15), (5.16), (5.10) and (5.12). \( \square \)

5.3. Finite Sum Quadrature Formula. The next step in deriving effective formulas for approximating the singular integrals \( SF(t) \) is to replace the infinite sum in (5.7) with a finite one.

**Assumption 5.5.** Let the domain \( D \) and the map \( \phi \) be defined as in Definition 4.1. In addition, assume that there exists a constant \( C > 0 \) such that 
\[ |z - c_1| |z - c_2| \leq Ce^{-|\phi(z)|}, \quad z \in D, \] 
(5.17)

and such that 
\[ \int_{\phi^{-1}(L_x)} |dz| < C, \quad \text{as } x \to \pm \infty, \] 
(5.18)

where \( L_x \) in (5.18), for \( x \in \mathbb{R} \), is given by (4.5).
THEOREM 5.6. Let Assumptions 5.3 and 5.5 be satisfied. Let $F \in H(D)$, and let us also assume that there exist positive constants $C$ and $\alpha$ such that

\begin{equation}
|F(z)| \leq C(|z - c_1||z - c_2|)^\alpha, \quad z \in D.
\end{equation}

Let $SF(t)$ be defined for $t \in L$ by (1.2), and let $h$ be selected for a positive integer $N$ by $h = [2\pi/\alpha N]^{1/2}$. Then there exists a constant $C_1 > 0$, which is independent of $N$, such that for all $t \in L$,

\begin{equation}
\left| SF(t) - \sum_{n=-N}^{N} F(z_n) t_n(t) \right| \leq C_1 N^{1/2} e^{-N^{1/2} \alpha N^{1/2}},
\end{equation}

where $t_n(t)$ and $z_n$ in (5.20) are defined by (5.1) and (5.2), respectively.

Proof. It follows from the assumptions that all hypotheses of Theorem 5.2 are satisfied. In particular, we see from (5.19) and (5.17) that there is a constant $C_2$ such that

\begin{equation}
\sum_{n \in \mathbb{Z}} |F(z_n)| \leq C_2 \sum_{n \in \mathbb{Z}} e^{-\alpha|n|h} < \infty,
\end{equation}

and hence the inequality (5.6) holds. Next, by Lemmas 5.4, 5.1 and (5.8), (5.19), (5.17) we have for $t \in L$ that

\begin{equation}
\left| SF(t) - \sum_{n=-N}^{N} F(z_n) t_n(t) \right| \leq C_3 e^{-\pi d/h} + C_4 \sum_{n=N+1}^{\infty} e^{-\alpha n h},
\end{equation}

where $C_3, C_4$ are positive constants independent of $N$ and $t$. The estimate (5.20) now follows from (5.22) upon choosing $h$. □

COROLLARY 5.7. Let all assumptions of Theorem 5.6 except the inequality (5.19) be satisfied. Let numbers $F_j$, $j = 1, 2$, and constants $0 < \alpha < 1$ and $C > 0$ be such that

\begin{equation}
|F(z) - F_j| \leq C|z - c_j|^{\alpha}, \quad z \in D,
\end{equation}

for $j = 1, 2$. Then there exists a constant $C_1 > 0$ which is independent of $N$ and such that for all $t \in L$,

\begin{equation}
\left| SF(t) - S(LF)(t) - \sum_{n=-N}^{N} [F(z_n) - LF(z_n)] t_n(t) \right| \leq C_1 N^{1/2} e^{-N^{1/2} \alpha N^{1/2}},
\end{equation}

where

\begin{equation}
LF(z) = \frac{c_2 - z}{c_2 - c_1} F_1 + \frac{z - c_1}{c_2 - c_1} F_2, \quad z \in D.
\end{equation}

Proof. From (5.25) and (5.23) we have for $z \in D$,

\begin{equation}
|(F - LF)(z)| \leq \frac{c_2 - z}{c_2 - c_1} |F(z) - F_1| + \frac{z - c_1}{c_2 - c_1} |F(z) - F_2| \leq \frac{C}{|c_2 - c_1|} |c_2 - z|^{\alpha} |z - c_1|^{\alpha}(|c_2 - z|^{1 - \alpha} + |z - c_1|^{1 - \alpha}).
\end{equation}

Since $D$ is a bounded region, the functions $|c_2 - z|^{1 - \alpha}$ and $|z - c_1|^{1 - \alpha}$ are uniformly bounded on $D$. Hence, there exists a constant $C_2 > 0$ such that

\begin{equation}
|(F - LF)(z)| \leq C_2 (|z - c_1||z - c_2|)^{\alpha}, \quad z \in D.
\end{equation}
Thus, (5.24) follows upon applying Theorem 5.6 to \((F - LF)(z)\). □

We note that \(S(LF)(t)\) can be evaluated explicitly for \(t \in L\), and hence (5.24) provides a very accurate formula for the approximate evaluation of \(SF(t)\) for functions \(F\) satisfying the assumptions of Corollary 5.7.

6. Algorithms and Error Estimates for the Numerical Solution of Eq. (1.1). Finally, we are in a position to present an algorithm to approximate the solution of Eq. (1.12)–(1.15), and hence also of Eq. (1.1). We shall assume that the arc \(L = L(c_1, c_2)\) and the domain \(D\) are given as in Definition 4.1, and that the inequality (4.34) and Assumptions 5.3 and 5.5 are satisfied. The coefficients \(a, b, k_1, f_1\) of Eq. (1.1) will be assumed to satisfy Assumptions 3.6, 3.7 and 3.10, so that all results from Subsection 3.2 concerning the fundamental function \(Z\) of Eq. (1.1) corresponding to the class \(h_0\), the kernel \(k\) (see (1.14)) and the right-hand side \(f\) (see (1.15)) of Eq. (1.12)–(1.15) will hold true. Let us also assume that for \(K\) defined by (1.13) the operator \((I - K)\) has an inverse on the space \(X\) (see Definition 4.4). In presenting the algorithm, we consider two cases. First we describe and analyze in detail the algorithm when both endpoints of the arc \(L = L(c_1, c_2)\) are nonspecial (see Subsection 2.2). Next, we treat the case when one or both of the endpoints are special. In what follows, we assume that the fundamental function \(Z\) is known explicitly. Later, in Subsection 6.4, we explain how one can compute \(Z\) approximately in the case when an explicit formula for \(Z\) is not available.

6.1. Nonspecial Ends. In this subsection we assume that both ends \(c_1, c_2\) of the arc \(L = L(c_1, c_2)\) are nonspecial. The following additional result about the fundamental function \(Z\) will be needed.

**Lemma 6.1.** Let the assumptions of Lemma 3.5 be satisfied and let \(c_j, j = 1\) or 2, be a nonspecial end of \(L\), i.e., \(-1 < \alpha_j + \lambda_j < 0\). Then there exists a constant \(C_j > 0\) such that

\[
|Z^{-1}(z)| \leq C_j |z - c_j|^{-\alpha_j - \lambda_j}, \quad z \in D.
\]

**Proof.** Following the proof of Lemma 3.5, we see that (6.1) follows from (3.8), (3.9) and (1.5). □

To simplify the derivation of the algorithm, let us set

\[
\alpha = \min(\sigma, -\alpha_1 - \lambda_1, -\alpha_2 - \lambda_2) > 0,
\]

where \(\sigma, \alpha_j, \lambda_j, j = 1, 2\), are given by (3.7), (2.4) and (2.5). Then (3.6) and (6.1) imply that there exists a constant \(C > 0\) such that the fundamental function \(Z\) satisfies

\[
|Z(z)| \leq C(|z - c_1| |z - c_2|)^{\alpha - 1}, \quad |Z^{-1}(z)| \leq C(|z - c_1| |z - c_2|)^{\alpha}, \quad z \in D.
\]

To obtain an approximate solution of Eq. (1.12)–(1.15), we use Nyström’s method described in Subsection 4.2, with

\[
h = \left(\frac{2\pi d}{\alpha N}\right)^{1/2}, \quad z_n = \varphi^{-1}(nh).
\]
We approximate the singular integrals in the expressions for $k_{mn}$ (see (4.30), (1.14)) and $f_m$ (see (4.31), (1.15)) by means of the summation formula in (5.20) with

$$h^* = \left( \frac{\pi d}{a2N} \right)^{1/2}$$

and $2N$ in place of $h$, $z_n$ and $N$, respectively. It is obvious from (6.4) and (6.5) that $h^* = h/2$ and $z_n = z_n^*$. Therefore, on using (5.3), we obtain

$$\tilde{k}_{mn} = \frac{h}{\phi'(z_n)} \left( \frac{Z}{r} \frac{b(z_m)h^*}{\pi i} \sum_{l=-2N}^{2N} \frac{k_1(z_l^*, z_n)/Z(z_l^*)}{\phi'(z_l^*)} \frac{1 - (-1)^{l-2m}}{z_l^* - z_m} \right)$$

and

$$\tilde{f}_m = \frac{af_1}{Z} (z_m) - \frac{b(z_m)h^*}{\pi i} \sum_{l=-2N}^{2N} \frac{f_1(z_l^*)/Z(z_l^*)}{\phi'(z_l^*)} \frac{1 - (-1)^{l-2m}}{z_l^* - z_m}$$

$$+ b(z_m)P_{n-1}(z_m)$$

in place of $k_{mn}$ and $f_m$. It follows from Theorem 5.6 and the inequality (6.3) that

$$|k_{mn} - \tilde{k}_{mn}| \leq h \frac{|z_n - c_1||z_n - c_2|^{\alpha-1}}{|\phi'(z_n)|} O(N^{1/2}e^{-(2\pi daN)^{1/2}}).$$

$$|f_m - \tilde{f}_m| \leq O(N^{1/2}e^{-(2\pi daN)^{1/2}}).$$

Of course, the linear system (4.29) is now replaced by

$$(I - \tilde{K})\tilde{d} = \tilde{f},$$

where $\tilde{d} = (\tilde{d}_{-N}, \ldots, \tilde{d}_N)^t$ and where $\tilde{K} = (\tilde{k}_{mn})_{m,n=-N}^N$ and $\tilde{f} = (\tilde{f}_{-N}, \ldots, \tilde{f}_N)^t$ are given by (6.6) and (6.7).

We shall use maximum vector and matrix norms, i.e.,

$$|d|_\infty = \max_{-N \leq n \leq N} |d_n|, \quad |K|_\infty = \max_{-N \leq m \leq N} \sum_{n=-N}^N |k_{mn}|,$$

$$|d - \tilde{d}|_\infty \leq \frac{|(I - \tilde{K})^{-1}|_\infty}{1 - |(I - \tilde{K})^{-1}|_\infty |K - \tilde{K}|_\infty} (|f - \tilde{f}|_\infty + |K - \tilde{K}|_\infty |d|_\infty).$$

But for Nyström's method we have $|(I - K)^{-1}|_\infty \leq \|(I - K_N)^{-1}\|$ (see [2, §3.1]), where $K_N$ is defined by (4.12). Hence it follows from (4.24), Corollary 4.7 and the fact that $\|(K - K_N)K_N\| \to 0$ as $N \to \infty$, that there exists a constant $C > 0$, which is independent of $N$, such that

$$|(I - K)^{-1}|_\infty \leq C.$$
Now using (6.8), (6.9) and (4.34), we obtain from (6.12)

\( |d - \tilde{d}|_\infty = O(N^{1/2}e^{-(2\pi d\alpha N)^{1/2}}). \)

Therefore, from (4.25), (4.32), (6.14) and the triangle inequality we have

\( |g(z_n) - \tilde{d}_n| = O(N^{1/2}e^{-(2\pi d\alpha N)^{1/2}}), \quad n = -N(1)N, \)

which gives the discrete error estimate between the exact values of the solution \( g \) of Eq. (1.12)–(1.15) at the points \( z_n \) and the corresponding components of the solution \( \tilde{d} \) of the linear system (6.10).

To find an approximation to \( g(t) \) for arbitrary \( t \in L \), we can make use of Eq. (4.33). First, let us replace \( d_n \) by \( \tilde{d}_n \), where \( \tilde{d} = (\tilde{d}_{-N}, \ldots, \tilde{d}_N)^t \) is a solution of the linear system (6.10). Next, we approximate the singular integrals in \( k(t, z_n) \) and \( f(t) \) (see (1.14) and (1.15)) by means of the summation formula in (5.20), where \( h_*, z_n^* \) defined by (6.5) and \( 2N \) replace \( h, z_n \) and \( N \), respectively. Denoting by \( \tilde{k} \) and \( \tilde{f} \) the approximations to \( k \) and \( f \) obtained in this way, we see that \( g_N \) in (4.33) is replaced by \( \tilde{g}_N \), where

\( \tilde{g}_N(t) = \tilde{f}(t) + h \sum_{n=-N}^N \frac{\tilde{k}(t, z_n)}{\phi'(z_n)} \tilde{d}_n, \quad t \in L. \)

Carrying out a similar error analysis as above, we can then show that

\( |g(t) - \tilde{g}_N(t)| = O(N^{1/2}e^{-(2\pi d\alpha N)^{1/2}}), \quad t \in L. \)

Thus, it is seen from (6.15) and (6.17) that both discrete and continuous errors are of exponential decay with respect to \( N \).

It follows from (6.16), that in order to evaluate \( \tilde{g}_N(t) \) for each new value of \( t \in L \), complicated expressions for \( \tilde{f}(t) \) and \( \tilde{k}(t, z_n) \) have to be computed. One way to overcome this inconvenience is to construct an interpolant to \( g \), which would also give an exponential error estimate for all \( t \in L \), and whose cost of evaluation for arbitrary \( t \in L \) would be relatively low. To develop this idea further, we shall need the following result which establishes some properties of the function \( g \).

**Lemma 6.2.** Let Assumptions 3.4 and 3.10 be satisfied and let \( k_1(t, \tau) \) satisfy a Lipschitz condition with respect to both variables on \( L \times L \). Let us also assume that \( k_1(., \tau) \in H(D) \) for all \( \tau \in L \) and that \( k_1(t, \tau) \) is bounded on \( D \times L \). Let \( 0 < \mu < 1 \) be such that \( a, b, f_1 \in \text{Lip}_\mu(L) \) and let there exist positive constants \( C_1 \) and \( C_2 \) such that

\( |k_1(t_1, \tau) - k_1(t_2, \tau)| \leq C_1|t_1 - t_2|^\mu, \quad t_1, t_2, \tau \in L, \)

and

\( |b(z) - b(c_\lambda)| \leq C_2|z - c_\lambda|^\mu, \quad z \in D, \)

for \( j = 1, 2 \). Let both ends \( c_1, c_2 \) of the arc \( L = L(c_1, c_2) \) be nonspecial and let \( \alpha_j \) and \( \lambda_j, j = 1, 2 \), be given by (2.4) and (2.5). Then for any solution \( w \in H^* \) of Eq. (1.1) the function \( g \) defined by (1.11) is bounded and analytic in \( D \). Furthermore, \( g \) is continuous at the ends \( c_1 \) and \( c_2 \) and there exists a constant \( C_3 > 0 \) such that

\( |g(z) - g(c_\lambda)| \leq C_3|z - c_\lambda|^\tau, \quad z \in D, \)

\( \tau = 1, 2, \lambda = 1, 2. \)
for \( j = 1, 2 \), where

\[
\gamma = \min(\mu, -\alpha_1 - \lambda_1, -\alpha_2 - \lambda_2) > 0.
\]

**Proof.** First we show that for the fundamental function \( Z \) we have \( Z^{-1} \in \text{Lip}_\gamma(L) \). It is easy to see from our assumptions that the product of the first two factors on the right-hand sides of Eq. (2.11) is a function in the class \( \text{Lip}_\mu(L) \), since \( \log G \in \text{Lip}_\mu(L) \). Also it follows from Eqs. (2.7), (2.12) and the theorem stated in [12, §19, p. 46] that \( Z_1 \) defined by \( Z_1(t) = \Pi(t)e^{\Gamma(t)} \) satisfies \( Z_1^{-1} \in \text{Lip}_\mu(L') \), where \( L' \) is any closed subset of \( L \). Therefore, it only remains to consider \( Z_1^{-1}(t) \) on \( L \) near the points \( c_1 \) and \( c_2 \). Without loss of generality we shall analyze \( Z_1^{-1}(t) \) only for \( t \in L \) and \( t \) in a neighborhood of \( c_1 \). By adding and subtracting \( \log G(c_1) \) in the numerator of (2.12), it follows from (2.7), (2.4), the identity

\[
\log(c_2 - t) - \log(c_1 - t) = \log(\frac{c_2 - c_1}{c_2 - t} - \frac{c_1 - c_2}{c_1 - t})
\]

(see (12.9a) in [12, §12]) and the theorem in [12, §19, p. 46] that

\[
Z_1(t) = (t - c_1)^{\alpha_1 + \lambda_1 + i\beta_1} (t - c_2)^{\lambda_2} e^{h(t)},
\]

where \( h(t) \) is a function which satisfies a Lipschitz condition on \( L \) near \( c_1 \) with exponent \( \mu \). Thus, using results of [12, §7], we conclude from Eq. (6.22) that \( Z_1^{-1} \) satisfies a Lipschitz condition on \( L \) near \( c_1 \) with exponent \( \gamma \). This concludes the proof that \( Z^{-1} \in \text{Lip}_\gamma(L) \).

In order to verify the properties of \( g \) stated in Lemma 6.2, we first note from Eq. (3.3) that

\[
g = g_1 - g_2 + g_3.
\]

where

\[
g_1 = \frac{af_0}{Z}, \quad g_2 = bS \left( \frac{f_0}{Z} \right), \quad g_3 = bP_{\kappa-1},
\]

and where

\[
f_0(t) = f_1(t) - \int_L k_1(t, \tau)w(\tau) \, d\tau.
\]

It is easy to see from Eq. (6.25) and our assumptions on \( f_1 \) and \( k_1 \) that \( f_0 \) is bounded and analytic in \( D \) and that \( f_0 \in \text{Lip}_\mu(L) \). Hence it follows from Eq. (6.24), Lemma 3.5 and (6.1) that the function \( g_1 \) satisfies all assertions of Lemma 6.2. Obviously, the same is true for the function \( g_3 \). Let us therefore consider \( h_1 = S(f_0/Z) \), which can be extended analytically into \( D \) via the formulas

\[
h_1(t) = \begin{cases} 
- h_2(t) + H(t), & t \in D^+, \\
h_2(t) + H(t), & t \in D^-,
\end{cases}
\]

where \( h_2 = f_0/Z \) and where \( H(t) = (\pi i)^{-1} \int_L h_2(\tau)/(\tau - t) \, d\tau \). We conclude from (6.1) and from what has been proven about \( f_0 \) and \( Z^{-1} \) that \( h_2 \in \text{Lip}_\gamma(L) \) and also, that \( h_2(c_1) = h_2(c_2) = 0 \). By the theorem in [12, §22, p. 53], the function \( H \) satisfies all assertions of Lemma 6.2 in the regions \( D^+ \) and \( D^- \). Since the same is true for \( h_2 \), and since \( g_2 = bh_1 \), it thus follows that \( g \) has all the properties we set out to establish.
We are now ready to construct an interpolant to $g$. Let us assume that all
assumptions of Lemma 6.2 are satisfied, in addition to all assumptions listed at
the beginning of this section. Let us set $\hat{h} = [\pi d/(\gamma M)]^{1/2}$, where $\gamma$
is given by (6.21) and $M$ is a positive integer, and let us define points $\hat{z}_n = \phi^{-1}(n\hat{h})$, where
$n = -M(1)M$. Let

\begin{equation}
S(n, \hat{h})(x) = \frac{\sin[\pi(x - nh)/\hat{h}]}{\pi(x - nh)/\hat{h}}, \quad x \in \mathbb{R},
\end{equation}

and let $Lg(z)$ be the linear part of $g$, which is equal to $g$ at the endpoints $c_1, c_2$ of
the arc $L = L(c_1, c_2)$, i.e.,

\begin{equation}
Lg(z) = \frac{c_2 - z}{c_2 - c_1} g(c_1) + \frac{z - c_1}{c_2 - c_1} g(c_2), \quad z \in D.
\end{equation}

Then it follows from Lemma 6.2 and Theorem 4.3 of [13], applied to $g - Lg$, that

\begin{equation}
|g(t) - Lg(t) - \sum_{n=-M}^{M} [g - Lg](\hat{z}_n)S(n, \hat{h}) \circ \phi(t)| \leq CM^{1/2}e^{-\left(\pi d\gamma M\right)^{1/2}}
\end{equation}

for all $t \in L$, where $C$ depends only on $g, d$ and $\gamma$. Based on the inequality (6.29), the
interpolant to $g$ can now be constructed as follows. First, from (6.16) we compute
the approximations $\tilde{g}_n = \tilde{g}_N(\hat{z}_n)$ to $g$ at $\hat{z}_n$ for $n = -M(1)M$, for which we have

\begin{equation}
|g(\hat{z}_n) - \tilde{g}_n| \leq O(N^{1/2}e^{-2\pi d\alpha N^{1/2}}), \quad n = -M(1)M,
\end{equation}

by (6.17). Next we set

\begin{equation}
\tilde{L}g(t) = \frac{c_2 - t}{c_2 - c_1} \tilde{g}_M + \frac{t - c_1}{c_2 - c_1} \tilde{g}_M, \quad t \in L,
\end{equation}

which is a linear function in $t$ equal to $\tilde{g}_M$ and $\tilde{g}_M$ at $c_1$ and $c_2$, respectively. The
interpolant to $g$ is then defined by

\begin{equation}
\tilde{g}(t) = \tilde{L}g(t) + \sum_{n=-M}^{M} [\tilde{g}_n - \tilde{L}g(\hat{z}_n)]S(n, \hat{h}) \circ \phi(t), \quad t \in L.
\end{equation}

Using (6.29), the triangle inequality and (6.30), it is easy to estimate the difference $(g - \tilde{g})(t)$ for $t \in L$ by first estimating the expression $Lg(t) - \tilde{L}g(t)$.

Let us recall at this point that evaluations of $\tilde{g}_n = \tilde{g}_N(\hat{z}_n)$, $n = -M(1)M$, can
be carried out by means of Eq. (6.16). Then the construction of the interpolant $\tilde{g}$
in (6.32) is simplified significantly if $\gamma$ and $M$ in the expression for the step $\hat{h}$
are equal, respectively, to $\alpha$ and $2N$, which were used in the formula (6.4). Since we
can always choose $\alpha$ of Eq. (6.2) and $\gamma$ of Eq. (6.21) by the expression

\begin{equation}
\alpha = \gamma = \min(\sigma, -\alpha_1 - \lambda_1, -\alpha_2 - \lambda_2, \mu) > 0,
\end{equation}

we shall assume that $\gamma = \alpha$ and $M = 2N$. Then, of course, $\hat{h} = h/2$, and it is easy to
see that $\tilde{k}(\hat{z}_{2m}, \hat{z}_n)$ and $\tilde{f}(\hat{z}_{2m})$, $m = -N(1)N$, in (6.16) will be equal, respectively,
to $\tilde{k}_{mn}$ and $\tilde{f}_m$, from (6.6) and (6.7), since $\hat{h} = h^*$ and $\hat{z}_n = z^*_n$, $n = -2N(1)2N$.
This and (6.10) show in turn that $\tilde{g}_{2m} = \tilde{d}_m$, $m = -N(1)N$, where values of
$\tilde{d}_m$ have already been computed by solving the linear system (6.10). Also, the
evaluation of $\tilde{g}_m$ for $m$ odd and $-2N \leq m \leq 2N$ is easy, since the corresponding
values of $\tilde{k}(\hat{z}_m, \hat{z}_n)$ and $\tilde{f}(\hat{z}_m)$ in Eq. (6.16) will be computed by formulas similar to
those in (6.6) and (6.7). More precisely, let us replace $z_m$ and $2m$ in (6.6) and (6.7)
by $\hat{z}_m = z_m^*$ and $m$, respectively. Then the right-hand sides of (6.6) and (6.7) will
yield $k(\hat{z}_m, z_n)$ and $\hat{f}(\hat{z}_m)$, respectively. As we can see from (6.29) with $M$
replaced by $2N$, another advantage of taking $\alpha$ equal to $\gamma$ and proceeding as above is that
the difference between $g$ and its interpolant $\hat{g}$ (see (6.32)) will be of the same order
as the error between $g$ and its approximation $\tilde{g}_N$ (see (6.16), (6.17)), which will be
obtained via Nyström's method.

Since we are assuming for the time being that the fundamental function $Z$ is
known explicitly, the approximation to the solution $w$ of Eq. (1.1) can be obtained
from (1.11), once the approximation to $g$ is known. Let $\hat{w}$ be the approximation
to $w$ obtained by replacing $g$ in (1.11) by either $\tilde{g}_N$ of (6.16) or $\hat{g}$ of (6.32). Since,
in general, $Z(t)$ will be unbounded at the ends of $L = L(c_1, c_2)$, the absolute error $|w - \hat{w}(t)|$
may be large in the neighborhoods of $c_1$ and $c_2$. However, if $g(c_j) \neq 0$, $j = 1, 2$, then $w(t)$ will become infinite for $t$ approaching $c_1$ or $c_2$, at the same rate
as $Z(t)$ does. Thus, in this case the relative error $|(w - \hat{w})(t)/w(t)|$ will be of the
same order as the absolute error in the approximation of $g$ by $\tilde{g}_N$ or by $\hat{g}$.

6.2. Special Ends. In this subsection we assume that one or both of the endpoints
of the arc $L = L(c_1, c_2)$ are special. Let us first establish some additional properties
of the fundamental function $Z$.

**Lemma 6.3.** Let the assumptions of Lemma 3.5 be satisfied and let $c_j$, $j = 1$ or
2, be a special end with $b(c_j) = 0$, i.e., $\alpha_j + \lambda_j = 0$. Let us assume that $0 < \mu_j \leq 1$
is such that $a, b \in \text{Lip}_\mu_1(L)$, the inequality (3.10) of Assumption 3.6 is satisfied,
and that there exists a constant $C_1 > 0$ such that

$$ |a(z) - a(c_j)| \leq C_1 |z - c_j|^{\mu_j}, \quad z \in D. $$

Then $Z^{-1}$ is continuous at $c_j$, and there exists a constant $C_2 > 0$ such that

$$ |Z^{-1}(z) - Z^{-1}(c_j)| \leq C_2 |z - c_j|^{\mu_j}, \quad z \in D. $$

**Proof.** Without loss of generality we assume that $j = 1$, i.e., that $c_1$ is a special
end and that $b(c_1) = 0$. Then it follows from Eq. (2.4) that $\log G(c_1) = -a_1 2\pi i,$
where $a_1$ is an integer. By adding and subtracting $\log G(c_1)$ in the numerator of
(2.8) (compare [12, §16, Eq. (16.5)]) we obtain

$$ \Gamma(z) = \Gamma_0(z) - \alpha_1 \log \frac{z-c_2}{z-c_1}, \quad z \notin \overline{L}, $$

where

$$ \Gamma_0(z) = \frac{1}{2\pi i} \int_L \frac{h(\tau)}{\tau-z} d\tau, \quad h(\tau) = \log G(\tau) - \log G(c_1). $$

Here, $\log[(z-c_2)/(z-c_1)]$ is understood to be a definite branch of the logarithm
which is one-valued in the complex plane cut along $L$. The assumption $a, b \in \text{Lip}_\mu_1(L)$
implies that both $\log G$ and $h$ are in the class $\text{Lip}_\mu_1(L)$. Since obviously $h(c_1) = 0$, it follows by the theorem in [12, §16, p. 38] that $\Gamma_0(z)$ is continuous
at $c_1$ and that $\Gamma_0(z)$ tends to $\Gamma_0(c_1)$ as $z \to c_1$. It can also be shown, by making
use of the theorem in [12, §22, p. 53], that there is a constant $C > 0$ such that for
$z \notin \overline{L}$ and $z$ near $c_1$

$$ |\Gamma_0(z) - \Gamma_0(c_1)| \leq C |z - c_1|^{\mu_1}. $$
Now using (6.36) as well as (2.9), (2.7) and the relation $\alpha_1 + \lambda_1 = 0$, we obtain
\begin{equation}
X(z) = (z - c_2)^{-\alpha_1} e^{\Gamma_0(z)}, \quad z \notin L.
\end{equation}
Finally, since $b(c_1) = 0$, we find from (2.10) and (6.39) that
\begin{equation}
Z(c_1) = a(c_1) X(c_1).
\end{equation}
Thus, (6.35) now follows from (3.8), (6.40), (6.39), (6.38) (6.34) and (3.10). \hfill \Box

Without loss of generality let us now suppose that $c_1$ is a special end, and that $c_2$ is a nonspecial end. We also assume that $b(c_1) = 0$, since the case $b(c_1) \neq 0$ is seldom encountered in applications, and even if it occurs, it can be handled by a similar, although somewhat more complicated, analysis.

In order to describe the algorithm, let us assume, in addition to all assumptions mentioned at the beginning of this section, that the assumptions of Lemma 6.3 corresponding to $j = 1$ are also satisfied. Further, let us assume that the coefficients $k_1$ and $f_1$ of Eq. (1.1) satisfy inequalities similar to (6.34), with $j = 1$. More precisely, let there exist a constant $C > 0$ such that
\begin{align}
|k_1(z, \tau) - k_1(c_1, \tau)| &\leq C|z - c_1|^{\mu_1}, \quad z \in D, \ \tau \in L, \\
|f_1(z) - f_1(c_1)| &\leq C|z - c_1|^{\mu_1}, \quad z \in D.
\end{align}
Finally, set
\begin{equation}
\alpha = \min(\sigma, \mu_1, -\alpha_2 - \lambda_2),
\end{equation}
where $\sigma$, $\alpha_2$, $\lambda_2$ are given by Eqs. (3.7), (2.4), (2.5). As in Subsection 6.1, we first apply Nyström's method with $h = [2\pi d/(\alpha N)]^{1/2}$ and $z_n = \phi^{-1}(nh)$ to obtain an approximate solution of the integral equation (1.12)--(1.15). We approximate the singular integrals in $k_{mn}$ (see (4.30), (1.14)) and $f_m$ (see (4.31), (1.15)) via the summation formula in (5.24), in which we take $h^* = [\pi d/(\alpha 2N)]^{1/2}$, $z^*_n = \phi^{-1}(nh^*)$ and $2N$ in place of $h$, $z_n$ and $N$, respectively. We then get a linear system of the form $(I - K)d = f$. It is obvious from (5.24) that all error estimates from Subsection 6.1 still hold true. In particular, (6.17) will be satisfied if $f$ and $k$ in (6.16) are in this case approximations to $f$ and $k$, respectively, obtained by means of the summation formula in (5.24). Furthermore, we can show that an interpolant similar to the one in Eq. (6.32) can be constructed for $g$. Once again, an approximation to the solution $w$ of Eq. (1.1) will then be obtained via the relation (1.11).

Let us remark at this point that all cases considered so far, i.e., the ends of $L = L(c_1, c_2)$ being nonspecial as in Subsection 6.1 or else special, but with the coefficient $b$ vanishing at $c_2$, cover completely all possible situations which may occur when the coefficients $a$ and $b$ of Eq. (1.1) are respectively real and purely imaginary on $L$.

6.3. Determination of the Polynomial $P_{\kappa-1}$. We have tacitly assumed up to now that the polynomial $P_{\kappa-1}$ of degree not greater than $\kappa - 1$, appearing on the right-hand side of Eq. (1.15), was known explicitly. In general, however, instead of $P_{\kappa-1}$ we may only know values of the solution $w$ to Eq. (1.1) at some discrete points $t_j$, $j = 0(1)\kappa$, where $t_j \neq t_l$ for $j \neq l$. Hence, by the relation (1.11) we will also know values $g(t_j)$, $j = 0(1)\kappa$, of the solution $g$ to Eq. (1.12)--(1.15). Without
loss of generality let us consider the case of nonspecial ends from Subsection 6.1, and let us assume that

\begin{equation}
(6.43) \quad P_{-1}(z) = \sum_{j=0}^{\kappa-1} \gamma_j z^j,
\end{equation}

where the \(\gamma_j\) are unknown coefficients. Let the vectors \(\tilde{d}^{(j)} = (\tilde{d}^{(j)}_{-N}, \ldots, \tilde{d}^{(j)}_{N})^t\) for \(j = -1(1)\kappa - 1\) be solutions of the linear system

\begin{equation}
(6.44) \quad (I - \tilde{K}) \tilde{d}^{(j)} = \tilde{f}^{(j)},
\end{equation}

in which the matrices \(I\) and \(\tilde{K}\) are the same as in the linear system (6.10), and where the components \(\tilde{f}^{(j)}_m, m = -N(1)N\), of the vectors \(\tilde{f}^{(j)} = (\tilde{f}^{(j)}_{-N}, \ldots, \tilde{f}^{(j)}_{N})^t\) are given by

\begin{equation}
(6.45) \quad \tilde{f}^{(j)}_m = b(z_m) z_m^j
\end{equation}

for \(j = 0(1)\kappa - 1\), whereas the components \(\tilde{f}^{(-1)}_m\) of the vector \(\tilde{f}^{(-1)}\) are equal to the sum of the first two terms on the right-hand side in (6.7). It follows from (6.44) that the solution \(\tilde{d}\) of the linear system (6.10) can now be written in the form

\begin{equation}
(6.46) \quad \tilde{d} = \tilde{d}^{(-1)} + \sum_{j=0}^{\kappa-1} \gamma_j \tilde{d}^{(j)}.
\end{equation}

Thus having first solved (6.44) for \(\tilde{d}^{(j)}, j = -1(1)\kappa - 1\), we can determine the coefficients \(\gamma_j\) in (6.43) or (6.46) by equating either \(\tilde{g}_N(t)\) or \(\tilde{g}(t)\), given respectively by (6.16) and (6.32), to \(g(t)\) at the points \(t = t_j, j = 0(1)\kappa\). In the case when all discrete points \(t_j, j = 0(1)\kappa\), coincide with some of the points \(z_n, n = -N(1)N\), it follows from the identity \(\tilde{g}_N(z_m) = \tilde{d}^T\) that the coefficients \(\gamma_j\) can be found easily from (6.46) by equating appropriate components of the vector on the right-hand side of (6.46) with those of the corresponding values of the function \(g\). Once the vector \(\tilde{d}\) is determined, then an approximation to \(g(t)\), for \(t \in \mathbb{L}\), is obtained using either (6.16) or (6.32).

6.4. Numerical Evaluation of the Fundamental Function \(Z\). If the fundamental function \(Z\) is not known explicitly, then in order to carry out the algorithms described in Subsections 6.1 and 6.2, we will first have to evaluate \(Z\) at some discrete points. For example, for the case of nonspecial ends, the values \(Z(z_n^\ast), n = -2N(1)2N\), will be required, as we can see from Eqs. (6.6) and (6.7). It is obvious from Eq. (2.11) that the problem of computing \(Z(t)\) for \(t \in \mathbb{L}\) leads to the evaluation of the function \(\Gamma(t)\) given by (2.12). Let us assume that in addition to Assumption 3.4 we also have \(a, b \in \text{Lip}_M(D)\), i.e., \(a\) and \(b\) satisfy (2.1) for all \(t_1, t_2 \in D\). Then log \(G \in \text{Lip}_M(D) \cap H(D)\), where \(G\) is defined by (2.3). Hence, the function \(\Gamma\) defined in (2.12) can be computed at the required points using the summation formula in (5.24).

7. Numerical Examples. In this section we consider two numerical examples which illustrate some of the points discussed in the preceding sections.

Example 7.1 [3]. Consider the singular integral equation

\[-(1-t^2)^{1/2}w(t) + \frac{1}{\pi} \int_{-1}^{1} \frac{w(\tau) \, d\tau}{\tau - t} + \frac{1}{\pi} \int_{-1}^{1} \frac{w(\tau) \, d\tau}{\tau + t + 3} = -1 + \left(1 + (t^2 + 6t + 8)^{-1/2}\right)\]
for \(-1 < t < 1\). This equation has the particular solution \(w(t) = (1 - t^2)^{-1/2}\).

Both points \(-1\) and \(1\) are nonspecial ends, the index \(\kappa\) is 2, and the fundamental function \(Z\) is \(Z(t) = 2(1 - t^2)^{-1/2}\). Thus it follows from Eqs. (1.5) and (1.11) that the exact solution \(g\) of the Fredholm integral equation (1.12)–(1.15) is \(g(t) = 1/2\). Equation (1.12)–(1.15) has been solved approximately by the method of Subsection 6.1 with \(\alpha = 1/2\) and \(d = \pi/2\).

We have performed two tests for various values of \(N\). In the first of these we used the explicit formula for the fundamental function \(Z(t)\) to carry out computations, while in the second, the fundamental function \(Z(t)\) was computed approximately, as described in Subsection 6.4, according to the formula (2.20). In both cases we have obtained two significant figures of accuracy in the approximate solution to \(g(z_n)\), \(n = -N(1)N\), when \(N = 4\), three when \(N = 8\) and four when \(N = 16\). These results confirm the theoretical error estimate given by (6.15).

Example 7.2. Let us consider the singular integral equation

\[
(1-t)^{1/2}w(t) + \frac{(1+t)^{1/2}}{\pi} \int_{-1}^{1} \frac{w(\tau) d\tau}{|t-\tau|} + \int_{-1}^{1} (t+\tau)w(\tau) d\tau
\]

for \(-1 < t < 1\). This equation has the solution \(w(t) = (1 - t)^{-1/2}\). The points \(-1\) and \(1\) are respectively special and nonspecial ends, the index \(\kappa\) is 0 and the fundamental function \(Z\) is \(Z(t) = (1 - i)^{-1/2}\). The exact solution \(g\) of Eq. (1.12)–(1.15) is \(g(t) = 2\). The approximate solution of Eq. (1.12)–(1.15) has been obtained by the method of Subsection 6.2, in which we chose \(\alpha = 1/2\) and \(d = \pi/2\). As in the previous example, corresponding to each value of \(N\) we have set up the linear system arising from Nyström's method in two ways: firstly by making use of the explicit formula for the fundamental function and secondly by computing the fundamental function approximately. When computing approximations to \(g(z_n)\) for \(n = -N(1)N\) we have in both cases obtained one significant figure of accuracy when \(N = 4\), two when \(N = 8\) and three when \(N = 16\).

Appendix A. The Behavior of Cauchy Integrals Near the Ends of the Line of Integration in the Case when the Density Function Depends on a Parameter. Let \(L = L(c_1, c_2)\) be a smooth, open arc of finite length with ends \(c_1, c_2\) in the complex plane and with direction from \(c_1\) to \(c_2\), and let \(\Lambda\) be a set of points in the complex plane. Let us assume that \(w^*(t, \tau)\) is a bounded function defined on \(L \times \Lambda\) which satisfies, uniformly for \(\tau \in \Lambda\), a Lipschitz condition with respect to \(t \in L\), i.e., there exist constants \(C > 0\) and \(0 < \mu \leq 1\) such that

\[
|w^*(t_1, \tau) - w^*(t_2, \tau)| \leq C|t_1 - t_2|^{\mu},
\]

for all \(t_1, t_2 \in L\) and for all \(\tau \in \Lambda\). Let us define the function \(w\) for all \((t, \tau) \in L \times \Lambda\) by

\[
w(t, \tau) = \frac{w^*(t, \tau)}{(t - c)^{\gamma}}, \quad \gamma = i\beta,
\]

where \(c\) is either \(c_1\) or \(c_2\), where \(\beta\) is a real number and where \((t - c)^{\gamma}\) is any definite branch of this function which varies continuously on \(L\).
Let us state some results on the behavior of

\[ \Phi(z, \tau) = \int_L \frac{w(u, \tau) du}{u - z}, \]

where \( \tau \in \Lambda \). Let \( z \) be near \( c \), but not on \( L \). Then:

1°. If \( \gamma = 0 \) (i.e., \( w(t, \tau) = w^*(t, \tau) \)), then

\[ \Phi(z, \tau) = \pm w(c, \tau) \log \frac{1}{z - c} + \Phi_0(z, \tau), \]

where the upper sign is taken for \( c = c_1 \) and the lower one for \( c = c_2 \). In (A.4), \( \log(1/(z - c)) = -\log(z - c) \) is any branch of the logarithm which is one-valued near \( c \) in the complex plane cut along \( L \) and the function \( \Phi_0(z, \tau) \) is bounded for all \( z \) in the neighborhood of \( c \) and all \( \tau \in \Lambda \), i.e., there exist positive constants \( M, \delta \) such that

\[ |\Phi_0(z, \tau)| \leq M \quad \text{for} \quad |z - c| \leq \delta, \quad z \notin L, \quad \tau \in \Lambda. \]

2°. If \( \gamma \neq 0 \), then

\[ \Phi(z, \tau) = \pm \frac{\pi e^{\pm \gamma \pi i} w^*(c, \tau)}{\sin(\gamma \pi) (z - c)^\gamma} + \Phi_0(z, \tau), \]

where the signs are chosen as in 1°. In (A.6), \( (z - c)^\gamma \) is any branch of this function, one-valued near \( c \) in the complex plane cut along \( L \), taking the value \( (t - c)^\gamma \) on the left side of \( L \), and the function \( \Phi_0(z, \tau) \) has the same properties as in 1°.

In the case when the point \( z = t \) is on \( L \) and near \( c \) (of course, in this case the integral in (A.3) is to be understood as Cauchy principal value integral), we have the following results:

3°. If \( \gamma = 0 \), then \( \Phi \) has the form

\[ \Phi(t, \tau) = \pm w(c, \tau) \log \frac{1}{t - c} + \Phi_1(t, \tau), \]

where the signs are again chosen as in 1°, where \( \log(1/(t - c)) = -\log(t - c) \) is any branch of the logarithm that is one-valued and continuous on \( L \) and where \( \Phi_1(t, \tau) \) is a bounded function for all \( t \in L \) in the neighborhood of \( c \) and all \( \tau \in \Lambda \), i.e., there exist positive constants \( M, \delta \) such that

\[ |\Phi_1(t, \tau)| \leq M \quad \text{for} \quad |t - c| \leq \delta, \quad t \in L, \quad \tau \in \Lambda. \]

4°. If \( \gamma \neq 0 \), then

\[ \Phi(t, \tau) = \pm \pi \cot(\gamma \pi) \frac{w^*(c, \tau)}{(t - c)^\gamma} + \Phi_1(t, \tau), \]

where the signs are selected as in 1° and where \( \Phi_1(t, \tau) \) has the same properties as in 3°.

The above results were established in [12, §29] for the special case of \( w^*(t, \tau) = w^*(t) \), i.e., when \( w^* \) is independent of \( \tau \). In our case the proofs may be carried out in a similar way, and we therefore omit them.
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Appendix B. Proofs of Lemma 5.1 and Theorem 5.2.

Proof of Lemma 5.1. It follows from the properties of smooth arcs that there exist positive constants $C_1$ and $C_2$ such that for all $n \in \mathbb{Z}$ and $|n| > C_1$ we have

(B.1) \[ \int_{z_n}^{t} |dr| \leq C_2|t - z_n| \quad \text{for all } t \in l_n \]

and

(B.2) \[ |t - z_n| \geq \min_{t = z_{n-1}, z_{n+1}} |t - z_n| \quad \text{for all } t \in L \setminus l_n, \]

where $l_n$ is the part of $L$ between $z_{n-1}$ and $z_{n+1}$, and where the integration in (B.1) is taken over the part of $L$ from $z_n$ to $t$. It is obvious from the definition of $t_n(z)$ that in order to prove Lemma 5.1, it will be sufficient to verify (5.4) for all $n \in \mathbb{Z}$ such that $|n| > C_1$. Thus, let $|n| > C_1$, and let us consider two cases, that when $t \in l_n$ and the other when $t \in L \setminus l_n$. In the case when $t \in l_n$, we find from (5.1), on using (B.1), that

\[
|t_n(t)| = \frac{h}{\pi} \left| \frac{1 - \cos[\pi \{ \phi(t) - nh \}/h]}{\phi'(z_n)(t - z_n)} \right| \\
= \left| \int_{z_n}^{t} \frac{\phi'(\tau) \sin[\pi \{ \phi(\tau) - nh \}/h] d\tau}{\phi'(z_n)(t - z_n)} \right| \leq C_2 \max_{z \in l_n} \left| \frac{\phi'(z)}{\phi'(z_n)} \right| \leq C_2 I_n,
\]

where

(B.4) \[ I_n = \max_{\xi_1, \xi_2 \in [(n-1)h, (n+1)h]} \left| \frac{(\phi^{-1})'(\xi_1)}{(\phi^{-1})'(\xi_2)} \right|. \]

Similarly, when $t \in L \setminus l_n$, then from the obvious inequality $|1 - \cos[\pi \{ \phi(t) - nh \}/h]| \leq 2$ and (B.2) we have

(B.5) \[ |t_n(t)| \leq \frac{2}{\pi} \max_{t = z_{n-1}, z_{n+1}} \left| \frac{h}{\phi'(z_n)(t - z_n)} \right| \\
= \frac{2}{\pi} \max_{\xi = (n-1)h, (n+1)h} \left| \frac{(\phi^{-1})'(nh)}{(\phi^{-1})(\xi) - (\phi^{-1})(nh))/h} \right| \leq \frac{2}{\pi} I_n,
\]

where $I_n$ is defined by (B.4). Thus we see from (B.3) and (B.5) that the quantity $I_n$ given by (B.4) needs to be estimated in both cases.

Let us introduce a domain $B_0 \subset D_d$ which encloses the interval $[-h, h]$ on the $x$-axis; for simplicity, we have chosen $B_0$ to be a rectangle (see Figure B.6).

\[ \text{Figure B.6. The domain } B_0. \]
Let $s_n$ be the linear map such that $s_n((n - 1)h) = -h$ and such that $s_n((n + 1)h) = h$. Let $s_n^{-1}$ be the inverse map of $s_n$, and let $B_n = s_n^{-1}(B_0)$. Let us define a map $h_n$ on $B_0$ by $h_n(\xi) = \phi^{-1}(s_n^{-1}(\xi))$. It is clear that $h_n$ is a conformal mapping of $B_0$ onto some subset of $D$. For $\xi \in B_n$ we have $\phi^{-1}(\xi) = h_n(s_n(\xi))$ and hence

\[(\phi^{-1})'(\xi) = h'_n(s_n(\xi))s'_n(\xi).\]

Furthermore, since $s'_n(\xi) = \text{const} \neq 0$, Eq. (B.7) implies that

\[I_n = \max_{\eta_1, \eta_2 \in [-h, h]} \left| \frac{h'_n(\eta_1)}{h'_n(\eta_2)} \right|.

Now using a result from the theory of univalent functions (see Theorem 4 from [7, §4, Chapter 2]), we conclude that a uniform bound, independent of $n$, exists for the right-hand side of (B.8). Hence Lemma 5.1 is proven. \(\square\)

**Proof of Theorem 5.2.** Let the inequality (5.5) be satisfied and let $t \in L$. Let $n$ be a positive integer such that $-nh \leq \phi(t) \leq nh$ and let $0 < Y < d$. We introduce the following contours (see Figure B.10),

\[l_{n,Y}^1 = \phi^{-1}(\{z = x \pm iy: -(n + 2/3)h \leq x \leq (n + 2/3)h\}),\]
\[l_{n,Y}^2 = \phi^{-1}(\{z = \pm(n + 2/3)h + iy: -Y \leq y \leq Y\}),\]
\[l_{n,Y}^1 = l_{n,Y}^1 \cup l_{n,Y}^2,\]
\[L_n = \phi^{-1}(\{z = x: -(n + 1/3)h \leq x \leq (n + 1/3)h\}).\]

**Figure B.10. The contours $l_{n,Y}^1, l_{n,Y}^2, L_n$.**

In order to derive the formula for $\varepsilon(t)$ defined by (5.7), we assume that $t \neq z_k$ for all $k = -n(1)n$; the same formula for $t = z_k$ will follow by letting $t$ approach
For any \( \tau \in L_n \) and \( \tau \neq z_k \) for all \( k = -n(1)n \), we have from the residue theorem that

\[
\frac{F(\tau)[\phi(\tau) - \phi(t)]}{i(\tau - t)\phi'(\tau)} = -\sum_{k=-n}^{n} \frac{F(z_k)\phi(t) - kh h(-1)^k \sin[\pi\phi(\tau)/h]}{\phi'(z_k)\pi i (t - z_k)}
\]

(B.11)

\[
\frac{\sin[\pi\phi(\tau)/h]}{2\pi} \int_{l_{n,Y}} \frac{F(z)[\phi(z) - \phi(t)]dz}{[\phi(z) - \phi(\tau)](z - t)\sin[\pi\phi(z)/h]}.
\]

Given \( \varepsilon > 0 \), let \( L_n \) denote the image under the map \( \phi^{-1} \) of the set \( \{ z = x: -(n+1/3)h \leq x \leq (n+1/3)h \} \) with deleted segments of length \( 2\varepsilon \) centered at points \( kh, k = -n(1)n \), and \( \phi(t) \). Multiplying both sides of (B.11) by \( \phi'(\tau)/\pi[\phi(\tau) - \phi(t)] \) and integrating over \( L_n \) with respect to \( \tau \), we get

\[
\frac{1}{\pi i} \int_{L_n} \frac{F(\tau) d\tau}{\tau - t} - \sum_{k=-n}^{n} \frac{F(z_k)h(-1)^k}{\phi'(z_k)\pi i (t - z_k)} \times \int_{L_n} \frac{1}{\pi} \left\{ \frac{\sin[\pi\phi(\tau)/h]\phi'(\tau)}{\phi(\tau) - \phi(t)} - \frac{\sin[\pi\phi(\tau)/h]\phi'(\tau)}{\phi'(\tau) - kh} \right\} d\tau
\]

(B.12)

\[
= -\frac{1}{2\pi} \left\{ \frac{1}{\pi} \int_{L_n} \frac{\sin[\pi\phi(\tau)/h]\phi'(\tau) d\tau}{\phi(\tau) - \phi(t)} \int_{l_{n,Y}} \frac{F(z)dz}{(z - t)\sin[\pi\phi(z)/h]} \right\}.
\]

In the last integral in (B.12) we interchanged the order of integration, which is possible, since by (B.9), \( |\phi(z) - \phi(\tau)| \geq \min(h/3,Y) > 0 \) for all \( z \in l_{n,Y} \) and all \( \tau \in L_n \). Making a change of variables and letting \( \varepsilon \) go to zero in (B.12), we obtain

\[
\frac{1}{\pi i} \int_{L_n} \frac{F(\tau) d\tau}{\tau - t} - \sum_{k=-n}^{n} \frac{F(z_k)h(-1)^k}{\phi'(z_k)\pi i (t - z_k)} \int_{-N_n}^{N_n} \frac{\sin[\pi x/h]}{x - \phi(t)} - \frac{\sin[\pi x/h]}{x - kh} \} dx
\]

(B.13)

\[
= -\frac{1}{2\pi} \left\{ \frac{1}{\pi} \int_{-N_n}^{N_n} \frac{\sin[\pi x/h]}{x - \phi(t)} \int_{l_{n,Y}} \frac{F(z)dz}{(z - t)\sin[\pi\phi(z)/h]} \right\}.
\]

where \( N_n = (n + 1/3)h \).

Now we let \( n \) approach \( \infty \) and analyze (B.13). On the left-hand side we introduce

\[
\delta_n = \frac{1}{\pi} \left( \int_{-N_n}^{N_n} \frac{\sin[\pi x/h]}{x - \phi(t)} dx \right),
\]

(B.14)

\[
\delta_{n,k} = \frac{1}{\pi} \left( \int_{-N_n}^{N_n} \frac{\sin[\pi x/h]}{x - \phi(t)} dx \right),
\]

where in the second expression in (B.14), \( k = -n(1)n \). Clearly, \( \lim_{n \to \infty} \delta_n = 0 \),

(B.15)

but more importantly, it can be shown that

\[
\lim_{n \to \infty} \max_{-n/2 \leq k \leq n/2} |\delta_{n,k}| = 0,
\]

(B.16)
and also that there exists a constant \( C_1 > 0 \) such that
\[
\max_{-n \leq k \leq n} |\delta_{n,k}| \leq C_1 \quad \text{as } n \to \infty.
\]
Using (B.14), the identity
\[
\int_{-\infty}^{\infty} \frac{\sin[\pi x/h]}{x - x^*} \, dx = \pi \cos(\pi x^*/h) \quad \text{for } x^* \in R,
\]
and the definition of \( t_k(z) \), the left-hand side of (B.13) can be rewritten as
\[
\sum_{k=-n}^{n} F(z_k) t_k(t) + \sum_{k=-n}^{n} \frac{F(z_k)}{\pi i (t - z_k)} (\delta_n - \delta_{n,k}).
\]
It follows now from (B.15)–(B.17) and (5.5) that as \( n \to \infty \) the expression (B.19), and hence the left-hand side of (B.13), becomes
\[
SF(t) - \sum_{k \in \mathbb{Z}} F(z_k) t_k(t).
\]
Now we turn to the right-hand side of (B.13). Since \(|\sin[\pi \phi(z)/h]| \geq \sqrt{3}/2\) for all \( z \in l^2_{n,Y} \), it follows from (B.18), the definition of \( l_{n,Y} \) in (B.9), (4.3), (4.5) and (4.6) that as \( n \to \infty \) the first term on the right-hand side of (B.13) approaches
\[
\frac{1}{2\pi} \cos[\pi \phi(t)/h] \int_{\phi^{-1}(L_Y)} \frac{F(z) \, dz}{(z - t) \sin[\pi \phi(z)/h]}.
\]
Thus, it only remains to consider the second term on the right-hand side of (B.13). It can be shown that there exists a constant \( C_2 > 0 \) such that for all \( z \in l^2_{n,Y} \),
\[
\left| \int_{-N_n}^{N_n} \frac{\sin[\pi x/h]}{\phi(z) - x} \, dx \right| \leq C_2,
\]
uniformly as \( n \to \infty \). Hence it follows by the same argument as the one used above that the part of the integral corresponding to \( l^2_{n,Y} \) vanishes as \( n \to \infty \). Let us rewrite the contribution from \( l^1_{n,Y} \) as follows:
\[
-\frac{1}{2\pi} \int_{\phi^{-1}(L_Y)} \chi_{n,Y} \frac{1}{\pi} \int_{-N_n}^{N_n} \frac{\sin[\pi x/h]}{\phi(z) - x} \, dx \frac{F(z) \, dz}{(z - t) \sin[\pi \phi(z)/h]},
\]
where \( \chi_{n,Y} \) in (B.23) is the characteristic function of \( l^1_{n,Y} \). Similarly to the case of (B.22), it can now be shown that there exists a constant \( C_3 > 0 \) such that for all \( z \in \phi^{-1}(L_Y) \),
\[
\left| \int_{-N_n}^{N_n} \frac{\sin[\pi x/h]}{\phi(z) - x} \, dx \right| \leq C_3,
\]
uniformly as \( n \to \infty \). Therefore, from (B.24), Lebesgue’s dominated convergence theorem and the identity
\[
\int_{-\infty}^{\infty} \frac{\sin[\pi x/h]}{x - z} \, dx = \pi \exp[(i\pi z/h)\text{sgn } \text{Im } z], \quad z \in \mathbb{C} \setminus \mathbb{R},
\]
it follows that as \( n \to \infty \) the expression (B.23) approaches
\[
-\frac{1}{2\pi} \int_{\phi^{-1}(L_Y)} \frac{\exp[(i\pi \phi(z)/h)\text{sgn } \text{Im } \phi(z)] F(z) \, dz}{(z - t) \sin[\pi \phi(z)/h]}.
\]
Finally, combining all results from (B.20), (B.21) and (B.26), we obtain

\[ SF(t) = \sum_{n \in \mathbb{Z}} F(z_n) t_n(t) \]

(B.27)

\[ = \frac{1}{2\pi} \int_{\phi^{-1}(L_Y)} F(z) \left\{ \exp\left[ i\pi \phi(z)/h \right] \text{sgn} \text{ Im } \phi(z) \right\} - \cos\left[ \pi \phi(t)/h \right] \frac{dz}{(z-t) \sin\left[ \pi \phi(z)/h \right]} \]

The error bound (5.8) now follows from (B.27) by bounding the contour integral, taking the lim inf \( Y \to \) and making use of the inequality

(B.28)

\[ |\sin[\pi \phi(z)/h]| \geq \sinh |\pi Y/h|, \quad z \in \phi^{-1}(L_Y). \]

The proof of Theorem 5.2 for the case when (5.6) is satisfied instead of (5.5) is similar, and we will not give it in detail. We only note in this case that by the first inequality in (B.5) and the estimate (5.4), the expression in (B.19), i.e., the left-hand side of (B.13), approaches the limiting form (B.20) as \( n \to \infty \). This again yields (B.27), from which we obtain the estimate (5.8) as above.  
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