A Table of Elliptic Integrals of the Third Kind*

By B. C. Carlson

Abstract. As many as 72 elliptic integrals of the third kind in previous tables are unified by evaluation in terms of $R$-functions instead of Legendre's integrals. The present table includes only integrals having integrands with real singular points. In addition to 31 integrals of the third kind, most of them unavailable elsewhere, 10 integrals of the first and second kinds from an earlier table are listed again in new notation. In contrast to conventional tables, the interval of integration is not required to begin or end at a singular point of the integrand. Fortran codes for the standard $R$-functions $R_C$ and $R_J$, revised to include their Cauchy principal values, are listed in a Supplement.

1. Introduction. A table [4] of elliptic integrals of the first and second kinds is extended in this paper to integrals of the third kind. We choose a standard form,

\[ [p] = [p_1, \ldots, p_n] = \int_y^x \prod_{i=1}^n (a_i + b_i t)^{p_i/2} dt, \]

where $p_1, \ldots, p_n$ are integers and the integrand is real. The integral is assumed to be well defined; in particular, if $p_i$ is odd, $a_i + b_i t$ must be positive in the open interval of integration. Many integrals like

\[ \int (1 + n \sin^2 \phi)^{-1} (1 - k^2 \sin^2 \phi)^{-1/2} d\phi \]

and

\[ \int (1 + nz^2)^{-1} [(1 - z^2)(1 - k^2 z^2)]^{-1/2} dz \]

can be put in the form (1.1) by letting $t = \sin^2 \phi$ or $t = z^2$.

If we assume the $b$'s are nonzero and no two of the quantities $a_i + b_i t$ are proportional, then $[p_1, \ldots, p_n]$ is an elliptic integral if the number of odd $p$'s is exactly three (the "cubic case") or four (the "quartic case"). It is elliptic of third kind if at least one of the $p$'s is even and negative or if $p_1 + \cdots + p_n = -2, 0, 2, 4, \ldots$, the latter condition being impossible in the cubic case. Otherwise, it is first or second kind, and the only integrals of first kind are $[-1, -1, -1]$ and $[-1, -1, -1, -1]$.

The conditions that the integral be of third kind are deduced by using [2, (8.1-2)] to express $[p]$ as an $R$-function with "$b$-parameters" $-p_1/2, \ldots, -p_n/2, 2 + \sum p_i/2$. The integral is of third kind if at least one of these parameters is a positive integer (see [2, §8.5, §9.2]).
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We shall replace Legendre’s integrals of the first and third kinds by

\[ R_F(x, y, z) = \frac{1}{2} \int_0^\infty \frac{[(t + x)(t + y)(t + z)]^{-1/2}}{t} \, dt, \tag{1.2} \]

\[ R_J(x, y, z, \rho) = \frac{3}{2} \int_0^\infty \frac{[(t + x)(t + y)(t + z)]^{-1/2}(t + \rho)^{-1}}{t} \, dt. \tag{1.3} \]

Besides being symmetric in \(x, y, z\), these \(R\)-functions are homogeneous:

\[ R_F(\lambda x, \lambda y, \lambda z) = \lambda^{-1/2} R_F(x, y, z), \]
\[ R_J(\lambda x, \lambda y, \lambda z, \lambda \rho) = \lambda^{-3/2} R_J(x, y, z, \rho), \tag{1.4} \]

and they are normalized so that

\[ R_F(x, x, x) = x^{-1/2}, \quad R_J(x, x, x, x) = x^{-3/2}. \tag{1.5} \]

Two special cases are denoted by

\[ R_C(x, y) = R_F(x, y, y), \quad R_D(x, y, z) = R_J(x, y, z, z). \tag{1.6} \]

The function \(R_D\) replaces Legendre’s integral of the second kind, and \(R_C\) is an elementary function** embracing the logarithmic, inverse circular, and inverse hyperbolic functions [3, (4.9)–(4.13)]. Use of \(R_C\) allows unification of formulas for circular and hyperbolic cases of integrals of the third kind.

Fortran codes [5] for \(R_C\) and \(R_J\) are listed in the Supplements section of this issue, and codes for \(R_F\) and \(R_D\) are given in a Supplement to [4]. All four can be found also in most of the major software libraries, but the codes for \(R_C\) and \(R_J\) in the Supplement have recently been modified to compute the Cauchy principal value of the integral when the last variable is negative. As shown in Sections 5 and 6, Cauchy principal values are sometimes needed when using the formulas of this paper.

As explained in [4], the present table differs from customary integral tables [1], [7]***, [8] in two respects: We do not require the interval of integration to begin or end at a branch point of the integrand, and we do not separate special cases according to the positions of the branch points relative to the interval of integration and to one another. The unification of these special cases is made possible by application of the addition theorem and by the use of \(R\)-functions instead of Legendre’s integrals. The present table includes only integrands with real branch points; conjugate complex branch points resulting from an irreducible polynomial \(a_i + b_i t + c_i t^2\) are deferred to a later paper.

The table in Section 2 consists of quartic cases, since many cubic cases are included in these by taking \(a_i = 1\) and \(b_i = 0\) for various values of \(i\). To select integrals that are relatively simple, we arbitrarily require \(\sum |p_i| \leq 8\) and \(\sum p_i \leq 0\). Apart from permutation of subscripts in (1.1), there are just 37 quartic cases satisfying these criteria. We omit nine with \(p_5 = \pm 2, p_6 = \pm 2\) since they can

**Although not in connection with elliptic integrals, the use of a function equivalent to the reciprocal of \(R_C\) was proposed in 1897 by Fubini, while still a student at Pisa, in his first published paper [6]. I am obliged to Professor Luigi Gatteschi for this reference.

***Tables 3 and 4 in [7] use Legendre’s \(\Pi\) as defined by [1, (110.04)] and are inconsistent with [7, 8.111(4)], which differs in the sign of the parameter. The same is true of the 1965 edition.
easily be reduced to the others by (2.51)-(2.53), but we add three with \( \sum p_i > 0: [1,1,1,-1], [1,1,1,1], \) and \([1,1,1,1,-2]\). Thus we list 31 quartic cases, most of which are not available in previous tables. The formulas for \([1,-1,-1,-1], [1,1,-1,-3], [1,1,-1,-1]\), and \([1,1,1,-1]\) respectively unify 32, 72, 48, and 32 special cases in Byrd and Friedman's table [1].

All cubic cases of third kind with \( \sum |p_i| \leq 7 \) are contained in the quartic cases of Section 2 with three exceptions: \([1,1,1,-2], [3,1,-1,-2], \) and \([3,1,1,-2]\). Cubic cases of all three kinds will be discussed in a later paper.

Because some of the formulas are cumbersome when written out in the style of [4], we have introduced abbreviations to save space. For uniformity of style, the quartic cases of first and second kinds listed in [4] are listed again in Section 3 in the new notation. Derivation of formulas by recurrence relations is discussed in Section 4. The fundamental formula for \([1,-1,-1,-1,-2]\) is proved in Section 5, and Cauchy principal values are discussed in Section 6. All integral formulas have been checked by numerical integration; some details of the checks are given in the Supplement.

2. Table of Quartic Cases. We assume \( x > y \) and \( a_i + b_it > 0, y < t < x, \) for \( i = 1,...,4. \) Assumptions about \( a_5 + b_5t \) will be stated where necessary. We define

\[
\begin{align*}
d_{ij} &= a_i b_j - a_j b_i, \\
r_{ij} &= \frac{d_{ij}}{b_i b_j} = \frac{a_i}{b_i} - \frac{a_j}{b_j}, \\
X_i &= (a_i + b_i x)^{1/2}, \\
Y_i &= (a_i + b_i y)^{1/2}, \\
U_{ij} &= (X_i X_j Y_k Y_m + Y_i Y_j X_k X_m)/(x - y),
\end{align*}
\]

where \( i,j,k,m \) is any permutation of \(1,2,3,4\);

\[
\begin{align*}
W^2 &= U_{12}^2 - d_{13} d_{14} d_{25}/d_{15}; \\
Q^2 &= (X_5 Y_5 W/X_1 Y_1)^2, \\
P^2 &= Q^2 + d_{25} d_{35} d_{45}/d_{15}; \\
A(p_1,...,p_n) &= X_1^{p_1} \cdots X_n^{p_n} - Y_1^{p_1} \cdots Y_n^{p_n}.
\end{align*}
\]

These definitions imply, if \( P \) is chosen positive,

\[
\begin{align*}
U_{ij}^2 - U_{ik}^2 &= d_{im} d_{jk}, \\
P &= (X_1^{-1} X_2 X_3 X_4 Y_5^{-1} Y_1^{-1} Y_2 Y_3 Y_4 Y_5^2)/(x - y),
\end{align*}
\]

and hence, with the help of [4, (5.22)],

\[
\begin{align*}
U_{13}^2 &= U_{12}^2 - d_{14} d_{23}, \\
U_{14}^2 &= U_{12}^2 - d_{13} d_{24}, \\
W^2 &= U_{11}^2 - d_{1j} d_{1k} d_{15}/d_{15},
\end{align*}
\]

where \( i,j,k \) is any permutation of \(2,3,4\). When \( a_5 = 1 \) and \( b_5 = 0 \), the quantities \( W, P, Q \) become \( W_1, P_1, Q_1 \):

\[
\begin{align*}
W_1^2 &= U_{12}^2 - b_2 d_{13} d_{14}/b_1, \\
Q_1^2 &= (W_1/X_1 Y_1)^2, \\
P_1^2 &= Q_1^2 + b_2 b_3 b_4/b_1.
\end{align*}
\]

If one limit of integration is infinite, (2.3) simplifies to

\[
\begin{align*}
U_{ij} &= (b_i b_j)^{1/2} Y_k Y_m + Y_i Y_j (b_k b_m)^{1/2}, \\
U_{ij} &= X_i X_j (b_k b_m)^{1/2} + (b_i b_j)^{1/2} X_k X_m,
\end{align*}
\]

\( x = +\infty, \quad y = -\infty \).
all square roots being nonnegative, while

\[ Q^2 = \frac{b_5}{b_1}(Y_5W/Y_1)^2, \quad x = +\infty, \]
\[ Q^2 = \frac{b_5}{b_1}(X_5W/X_1)^2, \quad y = -\infty. \]

All quartic cases will be expressed in terms of the quantities

\[ I_1 = 2R_F(U_{12}^2, U_{13}^2, U_{14}^2), \]
\[ I_2 = \frac{2}{3}d_{12}d_{13}R_D(U_{12}^2, U_{13}^2, U_{14}^2) + \frac{2X_1Y_1}{X_4Y_4U_{14}}, \]
\[ I_3 = \frac{2d_{12}d_{13}d_{14}}{3d_{15}} R_J(U_{12}^2, U_{13}^2, U_{14}^2, W^2) + 2R_C(P^2, Q^2), \]
\[ I_3' = \frac{-2d_{12}d_{13}d_{14}}{3b_1} R_J(U_{12}^2, U_{13}^2, U_{14}^2, W_1^2) + 2R_C(P_1^2, Q_1^2). \]

It will be seen from the tables that

\[ I_1 = [-1, -1, -1, -1], \quad I_2 = [1, -1, -1, -3], \]
\[ I_3 = [1, -1, -1, -1, -2], \quad I_3' = [1, -1, -1, -1, -1]. \]

Thus, \( I_3 \) reduces to \( I_3' \) if \( a_5 = 1 \) and \( b_5 = 0 \), and \( I_3 \) reduces to \( I_2 \) if \( a_5 = a_4 \) and \( b_5 = b_4 \).

If one limit of integration is a branch point of the integrand, then \( X_i \) or \( Y_i \) is 0 for some value of \( i \leq 4 \), and one of the two terms on the right-hand side of (2.3) vanishes. If \( X_1Y_1 = 0 \) then \( P, Q, P_1 \), and \( Q_1 \) are infinite, and the \( R_C \)-functions in (2.15) and (2.16) vanish by (1.6) and (1.4). If both limits of integration are branch points, the elliptic integral is called complete, and \( U_{12}U_{13}U_{14} = 0 \). It is not assumed that \( b_i \neq 0 \) nor that \( d_{ij} \neq 0 \), unless one of these quantities occurs in a denominator. The relation \( d_{ij} = 0 \) is equivalent to proportionality of \( a_i + b_it \) and \( a_j + b_jt \).

We are now ready to list 31 cases of

\[ [p_1, \ldots, p_5] = \int_y^x (a_1 + b_1t)^{p_1/2} \cdots (a_5 + b_5t)^{p_5/2} dt, \]

15 with \( p_5 = 0, 2, \) or 4 and 16 with \( p_5 = -2 \) or \(-4 \). The first 10 have \( p_5 = 0 \) and involve \( I_3' \) but not \( I_3 \).

\[ [1, -1, -1, -1] = I_3'. \]
\[ [1, 1, -1, -3] = (b_2I_3' + d_{24}I_2)/b_4. \]
\[ [3, -1, -1, -3] = (b_1I_3' + d_{14}I_2)/b_4. \]

\[ [1, 1 - 1, -1] = [b_2(r_{13} + r_{24})I_3' + d_{24}r_{34}I_2 - d_{12}r_{13}I_1]/2 \]
\[ + A(1, 1, 1, -1)/b_3. \]

\[ [3, -1, -1, -1] = (b_1/2) \left[ \sum_{i=2}^{4} r_{1i}I_3' + b_4r_{24}r_{34}I_2 \right. \]
\[ \left. - b_1r_{12}r_{13}I_1 + 2A(1, 1, 1, -1)/b_2b_3 \right]. \]
[1, 1, 1, -3] = \left(\frac{b_2b_3}{2b_4}\right) \left[ \sum_{i=1}^{3} r_{i4}I_{3}^{i} + 3b_4r_{24}r_{34}I_{2} - b_1r_{12}r_{13}I_{1} \right] + A(1, 1, 1, -1)/b_4.

[3, 1, -1, -3] = (b_1b_2/2b_4)[(r_{13} + 2r_{14} + r_{24})I_{3}^{'} + b_4r_{24}(2r_{14} + r_{34})I_{2} - b_1r_{12}r_{13}I_{1}]
+ (b_1/b_3 b_4) A(1, 1, 1, -1).

[1, 1, 1, -5] = \left(\frac{b_2b_3}{b_4^2}\right)I_{3}^{'} + \left(\frac{d_2d_3d_4}{b_4}\right) \left[ \sum_{i=1}^{3} r_{i4}^{-1}\right] I_{2} - (d_1d_{13}/3b_4d_{14})I_{1} - (2/3b_4)A(1, 1, 1, -3).

[1, 1, 1, -1] = (b_2b_3/8)\left[r_{12}^2 - r_{12}^2 - r_{13}^2 + 2r_{24}r_{34}\right]I_{3}^{'}
+ \left(\sum_{i=1}^{3} r_{i4}/8\right) \left[ b_3d_2d_34I_{2} + 2A(1, 1, 1, -1) \right]
+ (b_3d_{12}r_{13}/8) (r_{12} - r_{34})I_{1} + A(1, 1, 1, 1)/2b_4.

The next five integrals, with \( p_5 = 2 \) or \( 4 \), involve \( I_{3}^{'} \) but not \( I_{3} \). No restriction is placed on \( a_5 \) or \( b_5 \).

\[ -1, -1, -1, -1, 2 \] = \left(\frac{b_5}{2}\right)\left[ (r_{12} - r_{35} - r_{45})I_{3}^{'} + b_4r_{24}r_{34}I_{2} - b_1r_{12}r_{13}I_{1} + (2/b_2b_3) A(1, 1, 1, -1) \right].

\[ 1, -1, -1, -1, 2 \] = \left(\frac{b_5}{2}\right)\left[ (r_{12} - r_{35} - r_{45})I_{3}^{'} + b_4r_{24}r_{34}I_{2} - b_1r_{12}r_{13}I_{1} + (2/b_2b_3) A(1, 1, 1, -1) \right].

\[ 1, 1, -1, -3, 2 \] = \left(\frac{b_5}{b_4}\right)\left[ (r_{13} + r_{24} - 2r_{45})I_{3}^{'} + b_4r_{24}r_{34}I_{2} - b_1r_{12}r_{13}I_{1} \right]
+ (b_5/b_3 b_4) A(1, 1, 1, -1).

\[ -1, -1, -1, -1, 4 \] = \left(\frac{b_5^2}{2b_1}\right) \left[ -\sum_{i=1}^{4} r_{i5}I_{3}^{i} + b_4r_{24}r_{34}I_{2} + b_1(2r_{15}^2 - r_{12}r_{13})I_{1} \right]
+ (2/b_2b_3) A(1, 1, 1, -1).
The next 11 integrals have $p_5 = -2$, and we assume $a_5 + b_5 t$ either is positive on the closed interval of integration or changes sign in the open interval of integration. In the latter case the integral is interpreted as a Cauchy principal value; see Section 6. All 11 integrals involve $I_3$, and the six with $\sum p_i \geq -2$ involve $I_3^2/b_5^2$ also.

\[(2.34)\quad [1, -1, -1, -1, -2] = I_3.\]
\[(2.35)\quad [-1, -1, -1, -1, -2] = (b_5 I_3 - b_1 I_1)/d_{15}.\]
\[(2.36)\quad [1, 1, -1, -1, -2] = (d_{25} I_3 + b_2 I_2^2)/b_5.\]
\[(2.37)\quad [1, -1, -1, -3, -2] = (b_5 I_3 - b_4 I_2)/d_{45}.\]
\[(2.38)\quad [1, 1, -1, -3, -2] = (d_{25} I_3 - d_{24} I_2)/d_{45}.\]
\[(2.39)\quad [-1, -1, -1, -3, -2] = (b_5^2/d_{15} d_{45}) I_3 - (b_2^2/d_{14} d_{45}) I_2 + (b_1^2/d_{14} d_{15}) I_1.\]
\[(2.40)\quad [1, 1, 1, -3, -2] = (d_{25} d_{35}/b_5 d_{45}) I_3 + (b_2 b_3/b_4 b_5) I_3' - (d_{24} d_{34}/b_4 d_{45}) I_2.\]
\[(2.41)\quad [3, -1, -1, -1, -2] = (d_{15} I_3 + b_1 I_3')/b_5.\]
\[(2.42)\quad [3, 1, -1, -1, -2] = (d_{15} d_{25}/b_5^2) I_3 + (b_1 b_2/2 b_5)\]
\[(2.43)\quad [(r_{13} + 2 r_{15} + r_{24}) I_3' + b_4 r_{24} r_{34} I_2 - b_1 r_{12} r_{13} I_1]\]
\[+ (b_1/b_3 b_5) A(1, 1, 1, -1)/b_5.\]
\[(2.44)\quad [1, 1, 1, 1, -2] = (d_{25} d_{35}/b_5^2) I_3 + (b_2 b_3 b_4/8 b_5) (\sigma^2 - 2 \tau) I_3'\]
\[(2.45)\quad \sigma = \sum_{i=1}^{d_{15}} r_{i5},\quad \tau = \sum_{i=1}^{d_{15}} r_{i5}^2.\]

The final five integrals have $p_5 = -4$. All five involve $I_3$, and the two with $\sum p_i \geq -2$ involve $I_3^2/b_5^2$ also. We assume $a_5 + b_5 t$ is positive on the closed interval of integration.

\[(2.46)\quad [1, 1, -1, -1, -4] = \frac{1}{2} \left( \frac{d_{23}}{d_{53}} + \frac{d_{24}}{d_{54}} - \frac{d_{21}}{d_{51}} \right) I_3 + \frac{d_{24} d_{34}}{2 d_{35} d_{45}} I_2\]
\[- \frac{d_{12} d_{13}}{2 d_{15} d_{35}} I_1 - \frac{1}{d_{35}} A(1, 1, 1, -1, -2).\]
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\[ [1, -1, -1, -1, -4] = \frac{1}{2} \left( \frac{b_1}{d_{15}} - \sum_{i=2}^{4} \frac{b_i}{d_{45}} \right) I_3 + \frac{b_5 d_{24} d_{34} - I_2}{2d_{25}d_{35}d_{45}} \]

\[ - \frac{b_5 d_{12} d_{13}}{2d_{15}d_{25}d_{35}} I_1 - \frac{b_5}{d_{25}d_{35}} A(1, 1, 1, -1, -2). \]

\[ [1, 1, 1, -1, -4] = (b_2 b_3^2/2 b_5^2) [b_5 (r_{25} + r_{25} r_{35}/r_{15} - r_{24} r_{35}/r_{45}) I_3 \]

\[ + 2 I_3' + (b_4 r_{24} r_{34}/r_{45}) I_2 - (b_1 r_{12} r_{13}/r_{15}) I_1 \]

\[ - A(1, 1, 1, -1, -2)/b_5. \]

\[ [-1, -1, -1, -1, -4] = \frac{-1}{2d_{15}} \sum_{i=1}^{4} \frac{1}{r_{15}} I_3 + \frac{b_5^2 d_{24} d_{34}}{2d_{15}d_{25}d_{35}d_{45}} I_2 \]

\[ + \frac{b_5^2}{d_{15}^2} \left( 1 - \frac{r_{12} r_{13}}{2r_{25} r_{35}} \right) I_1 \]

\[ - \frac{b_5^2}{d_{15}d_{25}d_{35}} A(1, 1, 1, -1, -2). \]

\[ [1, 1, 1, 1, -4] = (d_{25} d_{35} d_{45}/2 b_5^4) \sum_{i=1}^{4} r_{15}^{-1} I_3 \]

\[ + (b_2 b_3 b_4/2 b_5^2) \sum_{i=1}^{4} r_{15} I_3' + (d_{24} d_{34}/b_5^2) I_2 \]

\[ - (b_4 d_{12} d_{13}/2 b_5 d_{15}) (r_{15} + r_{45}) I_1 \]

\[ - A(1, 1, 1, 1, -2)/b_5 + (2 b_4/b_5^2) A(1, 1, 1, 1, 1). \]

The nine integrals with \( p_5 = \pm 2, \ p_6 = \pm 2, \sum |p_i| \leq 8, \) and \( \sum p_i \leq 0 \) can be reduced to those listed above by using the identities

\[ (a_5 + b_5 t)^{-1} (a_6 + b_6 t)^{-1} = [b_5 (a_5 + b_5 t)^{-1} - b_6 (a_6 + b_6 t)^{-1}] / d_{65}, \]

\[ (a_5 + b_5 t)^{-1} (a_6 + b_6 t) = [b_6 + d_{65} (a_5 + b_5 t)^{-1}] / b_5, \]

\[ (a_5 + b_5 t) (a_6 + b_6 t) = [d_{65} (a_5 + b_5 t) + b_6 (a_5 + b_5 t)^2] / b_5. \]

3. Quartic Cases of First or Second Kind. In [4] the nine quartic integrals of first or second kind with \( \sum |p_i| \leq 8 \) were evaluated in terms of \( R_F \) and \( R_D \). Since \( R_D \) is symmetric in only its first two variables, the third was chosen variously as \( U_{12}^2, U_{13}^2, \) or \( U_{14}^2 \) to simplify the formulas. In (2.14) and hence throughout Section 2, \( U_{14}^2 \) is the choice. For uniformity of notation and for use in deriving the formulas of Section 2, we list again the nine integrals in present notation and add for convenience \([-1, -1, -1, -3]\), which is a special case of \([-1, -1, -1, -3, 2]\).

\[ [-1, -1, -1, -1] = I_1. \]

\[ [1, -1, -1, -3] = I_2. \]

\[ [-1, -1, -1, -3] = (b_4 I_2 - b_1 I_1)/d_{14}. \]

\[ [-1, -1, -1, -3, 2] = (d_{54} I_2 + d_{15} I_1)/d_{14}. \]

\[ [1, 1, -3, -3] = [2d_{24} I_2 + d_{12} I_1 + 2A(1, 1, -1, -1)]/d_{34}. \]
\[ [1, -1, -3, -3] = [(b_3d_{24} + b_4d_{23})I_2 + b_3d_{12}I_1 + 2b_3A(1, 1, -1, -1)]/d_{23}d_{34}. \]

\[ [-1, -1, -3, -3] = (1/d_{13})(r_{23}^{-1} - r_{14}^{-1} + 2r_{34}^{-1})I_2 + (1/d_{34})(r_{23}^{-1} - r_{14}^{-1})I_1 + (2b_3^2/d_{13}d_{23}d_{34})A(1, 1, -1, -1). \]

\[ [1, 1, -1, -5] = [(d_{13}d_{24} + d_{14}d_{23})I_2 + d_{12}d_{13}I_1 + 2d_{14}A(1, 1, 1, -3)]/3d_{14}d_{34}. \]

\[ [1, -1, -1, -5] = (1/3b_4)(r_{14}^{-1} - 2r_{24}^{-1} - 2r_{34}^{-1})I_2 - (b_4d_{12}d_{13}/3d_{14}d_{24}d_{34})I_1 - (2b_4^2/3d_{24}d_{34})A(1, 1, 1, -3). \]

\[ [-1, -1, -1, -5] = (2/3d_{41}) \sum_{i=2}^{4} r_{i4}^{-1}I_2 + (b_1/d_{14})^2(1 - r_{12}r_{13}/3r_{24}r_{34})I_1 - (2b_4^2/3d_{14}d_{24}d_{34})A(1, 1, 1, -3). \]

4. Reduction by Recurrence Relations. The integrals in Sections 2 and 3 are expressed in terms of \( I_1, I_2, I_3, \) and \( I_3' \) by using recurrence relations, most of which were proved in [4]. Let \( e_i \) denote an \( n \)-tuple with 1 in the \( i \)th place and 0's elsewhere (for example, \([p + 2e_1] = [p_1 + 2, p_2, \ldots, p_n]\)). We denote [4, (5.4)] by (Ai):

\[ (p_1 + \cdots + p_n + 2)b_i[p] = \sum_{j \neq i} p_jd_{ji}[p - 2e_j] + 2A(p + 2e_i). \]

For concise reference we write [4, (5.1)] in two forms:

\[ (Bij) \quad d_{ij}[p] = b_j[p + 2e_i] - b_i[p + 2e_j], \]

\[ (Cij) \quad b_j[p] = b_i[p - 2e_i + 2e_j] + d_{ij}[p - 2e_i]. \]

Equation (Cij) is (Bij) with \( p \) replaced by \( p - 2e_i \). Finally, [4, (5.22)] implies \( \sum (a_i + b_it)d_{jk} = 0 \) and hence

\[ \sum [p + 2e_i]d_{jk} = 0, \]

where \( \sum \) denotes summation over cyclic permutations of \( i, j, k \). Replacing \( p \) by \( p - 2e_k \), we see that

\[ (Dijk) \quad d_{ij}[p] = d_{kj}[p + 2e_i - 2e_k] + d_{ik}[p + 2e_j - 2e_k]. \]

We discuss first the reduction of the integrals in Section 3, because they will be used to reduce those in Section 2 and because the procedure differs at some points from that used in [4]. Equations (3.1) and (3.2) were proved in [4, §4]. Equation (3.3) obviously comes from (B14) and (3.4) from (D145). For (3.5) we first use (D342) to get

\[ d_{34}[1, 1, -3, -3] = d_{24}I_2 + d_{32}[1, -1, -3, -1]. \]
To reduce the last term, we put \( [p] = [1, -1, -1, -1] \) in (A1) and in [4, (5.3)] to find, respectively,

\[
0 = d_{12}[1, -3, -1, -1] + d_{13}[1, -1, -3, -1] + d_{14}l_2
+ 2A(3, -1, -1, -1),
\]

(4.3)

\[
b_1I_1 - b_2[1, -3, -1, -1] - b_3[1, -1, -3, -1] - b_4I_2
= 2A(1, -1, -1, -1).
\]

(4.4)

Elimination of \([1, -3, -1, -1]\) yields

\[
d_{32}[1, -1, -3, -1] = d_{24}I_2 + d_{12}I_1 + 2A(1, 1, -1, -1),
\]

(4.5)

which we have simplified by using (4.8) and [4, (5.22)].

Equation (3.6) follows from (B23) and (3.7) from (B13). Equation (3.8) comes from putting \([p] = [1, 1, -1, -3]\) in (A1); (3.9) then follows from (B24) and (3.10) from (B14).

Equation (2.19) is a special case of (2.34). Equations (2.20) and (2.21) come from (C24) and (C14), respectively. To get (2.22) we use (A3) and evaluate \([-1, 1, -1, -1]\) by (C21). Equations (2.23), (2.24), and (2.26) come from (C12), (C34), (C14), and (C34), respectively. For (2.27) we use (A4) and evaluate \([-1, 1, 1, -1]\) by (C31) and \([1, -1, 1, -1]\) by (C32). For (2.28) we use (A1) and evaluate \([1, -1, 1, 1]\) by (C42) and \([1, 1, -1, 1]\) by (C43). Equations (2.29) to (2.33) follow in order from (C51), (C52), (C54), (C54), and (C51).

We shall prove (2.34) in Section 5. Equations (2.35) to (2.44) follow in order from (B15), (C25), (B15), (B45), (D452), (C35), (C15), (C15), and (C45). To get (2.46) we put \([p] = [1, 1, -1, -1, -2]\) in (A3) and evaluate \([-1, 1, -1, -1, -2]\) by (C21). Equations (2.47) to (2.50) then follow in order from (B25), (C35), (B15), and (C45).

The formulas resulting from this procedure have often been simplified with the help of various identities. Besides [4, (5.22)] we note

\[
(4.6) \quad r_{ik} + r_{kj} = r_{ij} = -r_{ji},
\]

\[
(4.7) \quad r_{ik}^2 + r_{jk}^2 - r_{ij}^2 = 2r_{ik}r_{jk},
\]

\[
(4.8) \quad d_{ij}A(p) = b_jA(p + 2e_i) - b_iA(p + 2e_j),
\]

\[
(4.9) \quad \sum A(p + 2e_i)d_{jk} = 0,
\]

where \( \sum \) denotes summation over cyclic permutations of \( i, j, k \). Equation (4.6) is obvious from (2.1), and (4.7) comes from squaring (4.6). Equation (4.8) follows from (2.6) and [4, (5.7)], and the proof of (4.9) is like that of (4.1).

5. The Fundamental Integral. Equations (2.13) and (2.14), with left sides identified in (2.17), were proved in [4, Section 4], initially with a restriction on the \( a \)'s and \( b \)'s that was later removed by using the analyticity of the \( R \)-function when each of its variables lies in the complex plane cut along the nonpositive real axis. The proof of (2.15) is similar except for a complication: The variables \( W^2 \) and \( Q^2 \) are sometimes real and negative.
In this section we assume $x > y$ and $a_i + b_it > 0$, $y \leq t \leq x$, for $1 \leq i \leq 5$. From [4, (4.1), (4.3)] and (1.3) we find the companion of [4, (4.5), (4.6)]:

$$I_3 = [1, -1, -1, -1, -2] = (2/3d_{15})(d_{12}d_{13}d_{14})^{-1/2}$$

$$\cdot [R_J(z_2, \ldots, z_5) - R_J(z_2 + \lambda, \ldots, z_5 + \lambda)],$$

where, for $i = 2, \ldots, 5$,

$$z_i = Y^2_{i1}/Y^2_{i1}d_{1i}, \quad \lambda = (x - y)/X^2_{i1}Y^2_{i1}, \quad z_i + \lambda = X^2_{i1}/X^2_{i1}d_{1i}.$$

As in [4], this result depends on the temporary assumption that $-a_1/b_1$ is the first singularity of the integrand to the right of the interval of integration, which implies $d_{1i} > 0$, $i > 1$, and thus guarantees that all variables of $R_J$ are positive. We now apply the addition theorem [9, (8.11)],

$$R_J(z_2, \ldots, z_5) = R_J(z_2 + \lambda, \ldots, z_5 + \lambda) + R_J(z_2 + \mu, \ldots, z_5 + \mu)$$

$$+ 3R_C(\gamma + \delta, \gamma),$$

where $[4, (5.23)]$ is used in the last step. It follows that

$$25 + \mu = \frac{W^2}{d_{12}d_{13}d_{14}},$$

$$\gamma = Q^2/d_{12}d_{13}d_{14}d_{15}^2, \quad \gamma + \delta = P^2/d_{12}d_{13}d_{14}d_{15}^2,$$

where $W^2$, $P^2$, and $Q^2$ are defined by (2.4) and (2.5). Homogeneity of $R_J$ and $R_C$ [see (1.4) and (1.6)] now yields (2.15) from (5.6).

Since $z_2, z_3, z_4, \lambda$ are positive by (5.2), expansion of the right-hand side of (5.4) shows that $\mu > 0$. Since $z_5 > 0$ by (5.2), it follows by (5.8) that $W^2 > 0$ and by (2.5) that $Q^2 > 0$. Equation (2.8) shows that $P^2 > 0$. Thus the $R$-functions in (5.6) and (2.15) are well defined when the temporary assumption about $-a_1/b_1$ is satisfied. When it is not, the functions in (2.15) remain well defined if $W^2$ and $Q^2$, which have the same signs by (2.5), are positive.

To examine the sign of $W^2$, we let $w = X^1_i = a_1 + b_1x$ and allow $w$ to vary while fixing $x$ and $y$ and $X_i > 0$, $2 \leq i \leq 5$, and $Y_i > 0$, $1 \leq i \leq 5$. If we define

$$w_i = X^2_{i1}Y^2_{i1}/Y^2_{i1},$$

then $w_2, \ldots, w_5$ are fixed positive quantities, $w = w_1$ is a positive variable, and $d_{1i}$ is a linear function of $w$ because

$$w_i = X^2_{i1}Y^2_{i1}/Y^2_{i1}.$$
We shall want also, for \( i = 2, 3, 4 \),

\[
(5.12) \quad (x - y) d_{i5} = X_i^2 Y_i^2 - Y_i^2 X_i^2 = (Y_i Y_5 / Y_1)^2 (w_5 - w_i).
\]

Since \( Q^2 \) and \( W^2 \) are positive by (2.5) if \( d_{25} d_{35} d_{45} = 0 \), we may assume that \( w_5 \) is not equal to \( w_2, w_3, \) or \( w_4 \).

The graph of \( a_1 + b_1 t \) has the fixed positive ordinate \( Y_1^2 \) at \( t = y \), the variable positive ordinate \( w \) at \( t = x \), and the intercept \( -a_1/b_1 \) on the \( t \)-axis. As \( w \) runs through all positive real values, this intercept takes all values outside the fixed interval \([y, x]\) of integration. When \( w = w_i \) for some \( i > 1 \), the intercept coincides with the fixed intercept \(-a_i/b_i\) of the graph of \( a_i + b_it \). The temporary assumption about \(-a_1/b_1\) means that \( 0 < w < w_i, \ 2 \leq i \leq 5 \).

We find from (2.4) and (2.3) that

\[
(5.13) \quad W^2 = \left[ Y_5 Y_4 / Y_1 (x - y) \right]^2 f(w),
\]

\[
f(w) = \left[ (w w_2)^{1/2} + (w w_3 w_4)^{1/2} \right]^2 - (w_3 - w)(w_4 - w)(w_5 - w_2) / (w_5 - w).
\]

This is positive when \( w \) equals \( w_2, w_3, \) or \( w_4 \), but it changes sign as \( w \) goes through the singularity at \( w_5 \). Writing \( \varsigma \) for the positive square root \( w_1^{1/2} = X_1 \), we find

\[
(w - w_5) f(w) = w_5 \varsigma^4 + 2(w_2 w_3 w_4)^{1/2} \varsigma^3
\]

\[
+ [w_2 w_3 + w_2 w_4 + w_3 w_4 - w_5 (w_2 + w_3 + w_4)] \varsigma^2
\]

\[
- 2w_5 (w_2 w_3 w_4)^{1/2} \varsigma - w_2 w_3 w_4.
\]

By Descartes' rule of signs the polynomial in \( \varsigma \) has exactly one positive zero, say \( \varsigma_0 = w_0^{1/2} \). Thus \( f(w) \) changes sign exactly twice, at \( w_0 \) and \( w_5 \), as \( w \) goes through all positive values. Since \( f \) is positive at 0 and \( \infty \), it must be negative in the open interval with endpoints \( w_0 \) and \( w_5 \), either of which may be the greater. This interval cannot contain \( w_2, w_3, \) or \( w_4 \) since \( f \) is positive at those points.

We shall now establish (2.15) for all \( w > 0 \) by analytic continuation. We cut the \( w \)-plane along the nonpositive real axis and make a second cut between \( w_0 \) and \( w_5 \) on the positive real axis. The corresponding region of the \( \varsigma \)-plane is the open right half-plane with a cut between \( w_0^{1/2} \) and \( w_5^{1/2} \) on the positive real axis. The coefficient of \( R_j \) in (2.15) and the variables of both \( R_j \) and \( R_C \) are analytic functions of \( w \) in the cut \( w \)-plane by (2.3), (2.4), (2.5), (5.11), and (5.12). We recall that an \( R \)-function is analytic when each of its variables lies in the complex plane cut along the nonpositive real axis \([2, (6.8-6), Theorem 6.8-1]\). Therefore, if we can show that none of the variables can be real and nonpositive when \( w \) is in the cut \( w \)-plane, it will follow that \( R_j, R_C \), and the right-hand side of (2.15) are analytic.

Since \( U_{12}, U_{13}, \) and \( U_{14} \) are linear functions of \( \varsigma \) with positive coefficients by (2.3), they have positive real parts when \( \varsigma \) does, and their squares cannot be real and nonpositive. A similar remark, with \( \varsigma \) replaced by \( 1/\varsigma \), applies to \( P^2 \) by (2.8). It remains to consider \( W^2 \) and \( Q^2 \).

Now \( W^2 \) is real and nonpositive if and only if \( f(w) + r = 0 \) for some \( r \geq 0 \). The quantity

\[
(5.15) \quad (w - w_5) [f(w) + r] = (w - w_5) f(w) + r \varsigma^2 - rw_5
\]

is a quartic polynomial in \( \varsigma \) whose coefficients, like those of (5.14), have the signs

\[
(5.16) \quad +, +, \pm, -, -.
\]
By Descartes’ rule of signs there is exactly one positive zero, which must lie on the cut between \( w_0^{1/2} \) and \( w_5^{1/2} \) where \( f(w) \) takes every nonpositive real value. Either the other three zeros are real and negative or else one is negative and the other two are conjugate complex. In the latter case the polynomial must have the form

\[
\begin{align*}
&f(w) = w_5(\xi - \xi)(\xi + \eta)(\xi - \alpha - i\beta)(\xi - \alpha + i\beta) \\
&= w_5[\xi^2 + (\eta - \xi)(\xi - \xi\eta)[\xi^2 - 2\alpha\xi + \alpha^2 + \beta^2]],
\end{align*}
\]

where \( \xi \) and \( \eta \) are positive and \( \alpha \) and \( \beta \) are real. The coefficients of \( \xi^3 \) and \( \xi \) have the signs required by (5.16) if and only if

\[
\begin{align*}
&\eta - \xi - 2\alpha > 0, \\
&(\alpha^2 + \beta^2)(\eta - \xi) + 2\alpha\xi\eta < 0,
\end{align*}
\]

which imply \( 2\alpha(\alpha^2 + \beta^2 + \xi\eta) < 0 \) and hence \( \alpha < 0 \). Thus the conjugate complex roots have negative real part. We conclude that a quartic polynomial whose coefficients have the signs (5.16) has one real positive zero and three zeros in the open left half-plane. Thus no zero of (5.15) lies in the cut right-half \( \xi \)-plane, and \( W^2 \) cannot be real and nonpositive at any point in the cut \( w \)-plane.

By (2.5) and (5.13), \( Q^2 \) is a positive multiple of \( f(w)/w \). Since \( w \neq 0 \) in the cut plane, \( Q^2 \) is real and nonpositive if and only if \( f(w) + rw = 0 \) for some \( r \geq 0 \). The quantity

\[
(w - w_5)[f(w) + rw] = (w - w_5)f(w) + r\xi^4 - w_5r\xi^2
\]

is a quartic polynomial in \( \xi \) whose coefficients, like those of (5.14), have the signs (5.16). Thus \( Q^2 \), like \( W^2 \), cannot be real and nonpositive at any point of the cut plane. This completes the proof that the right-hand side of (2.15) is analytic in \( w \) on the cut \( w \)-plane.

The left side of (2.15) is defined by (1.3), which can be rewritten in the form of [4, (4.12)]:

\[
\begin{align*}
&I_3 = [1, -1, -1, -1, -1, -2] = (x - y)(Y_1/Y_2Y_3Y_4Y_5^2) \\
&\quad \cdot R_{-1}
\begin{pmatrix}
-1 & 1 & 1 & 1 & 1 \\
2 & 2 & 2 & 2 & 2 \\
\end{pmatrix}
\begin{pmatrix}
w \\
X_2^3 \\
Y_1^2 \\
Y_2^2 \\
Y_5^2 \\
\end{pmatrix}.
\end{align*}
\]

This is analytic in the \( w \)-plane cut along the nonpositive real axis, even without the second cut from \( w_0 \) to \( w_5 \). Since (2.15) is known to hold if \( 0 < w < w_i, \ 2 \leq i \leq 5 \), it holds throughout the twice-cut \( w \)-plane by the permanence of functional relations. Each of the two terms on the right-hand side of (2.15) is discontinuous across the second cut, but the discontinuities must cancel (as can be verified explicitly) because the left side is continuous. Hence the second cut is unnecessary and can be removed after defining \( R_J \) and \( R_C \) on the cut so as to make the right-hand side continuous. A suitable definition for each is its Cauchy principal value, which is the arithmetic average of its values on the upper and lower edges of the cut. With this definition, (2.15) holds on the \( w \)-plane cut only along the nonpositive real axis. In particular it holds for all positive values of \( w \), which was to be proved.

At each endpoint of the second cut the Cauchy principal value is to be interpreted as a limit of values off the cut or of principal values on the cut. The limit is easy to evaluate at the end where \( w = w_5 \), since this implies by (5.11) that \( d_{55} \) vanishes, \( a_5 + b_5t \) is proportional to \( a_1 + b_1t \), and \( [1, -1, -1, -1, -2] \) reduces to \( (a_1/a_5)[-1, -1, -1, -1] \).
6. Cauchy Principal Values. According to Section 5, the evaluation of \( I_3 \) may involve Cauchy principal values of both \( R_J \) and \( R_C \), even though \( a_5 + b_5 t \) is positive on the closed interval of integration. We shall prove now that formulas (2.34) to (2.44) are still valid if \( a_5 + b_5 t \) changes sign in the open interval of integration. If the left side of each formula is taken to be a Cauchy principal value, then \( I_3 \) as defined by (2.15) involves the Cauchy principal value of either \( R_J \) or \( R_C \) but not both, since \( W^2 \) and \( Q^2 \) have opposite signs by (2.5) when \( X_5 Y_5^2 < 0 \).

It suffices to consider (2.34), since the proofs of (2.35) to (2.44) by recurrence relations (Bij), (Cij), and (Dijk) do not depend on the sign of \( a_5 + b_5 t \). We shall assume \( a_5 + b_5 x < 0 < a_5 + b_5 y \), but the proof with \( x \) and \( y \) interchanged is similar. The method is much like that in Section 5.

We fix \( x \) and \( y \) and \( X_i > 0 \), \( 1 \leq i \leq 4 \) and \( Y_i > 0 \), \( 1 \leq i \leq 5 \), while allowing \( X_5^2 = a_5 + b_5 x \) to vary in the complex plane. By (5.10), \( w_1, \ldots, w_4 \) are fixed positive quantities while \( w_5 = X_5 Y_5^2 / Y_5^2 \) is variable. Since \( w \) is an abbreviation for \( w_1 \), we see from (5.11) that the coefficient of \( R_J \) in (2.15) is analytic except for a pole at \( w_1 \). The first three arguments of \( R_J \) are fixed and positive, but it follows from (5.13) that the fourth argument has the form

\[
W^2 = A + \frac{B}{w_5 - w_1},
\]

where \( A \) and \( B \) are real and independent of \( w_5 \). A little algebra shows that \( A > 0 \) if \( B = 0 \), and hence \( W^2 \) cannot be real and nonpositive unless \( \tau_5 \) is real. We cut the \( w_5 \)-plane along the nonpositive real axis and also along every interval of the positive real axis where \( W^2 \leq 0 \). Unless \( B = 0 \), one of these intervals will have the pole at \( w_1 \) as one endpoint, and so the cut plane will in all cases include an open interval of the positive real axis, where \( X_5^2 > 0 \) and (2.15) is valid by Section 5. In the cut plane, \( W^2 \) is analytic in \( w_5 \) and cannot be real and nonpositive. Hence, the first term on the right-hand side of (2.15) is analytic in \( w_5 \) on the cut plane.

We rewrite the second term, using the homogeneity of \( R_C \), as

\[
2w_5^{-1/2} R_C((Pw_5^{-1/2})^2, Q^2/w_5).
\]

Equation (2.8) shows that

\[
P w_5^{-1/2} = M w_5^{-1/2} + N w_5^{1/2},
\]

where \( M \) and \( N \) are positive and independent of \( w_5 \). If \( w_5 \) is in the cut plane, both terms on the right-hand side of (6.3) lie in the open right half-plane, and hence \((Pw_5^{-1/2})^2 \) cannot be real and nonpositive. Neither can \( Q^2/w_5 \), since it is a positive multiple of \( W^2 \) by (2.5). Thus, the second term on the right-hand side of (2.15) also is analytic in \( w_5 \) on the cut plane.

Finally, the left side of (2.15) is analytic in \( w_5 \) on the cut plane because the first four arguments of \( R_{-1} \) in (5.20) are fixed and positive while the last argument is a positive multiple of \( w_5 \). Since the cut plane contains an open interval of the positive real axis and (2.15) holds on that interval, it holds everywhere in the cut plane by the permanence of functional relations. The equality clearly persists if each term in the equation is replaced by the arithmetic average of its values on the upper and lower edges of the cut along the negative real axis. On the left side this average is the Cauchy principal value of \( I_3 \). On the right-hand side, either \( R_J \) or \( R_C \) takes
its Cauchy principal value, but since \( Q^2 \) and \( W^2 \) have opposite signs when \( w_5 \) is negative, one of the two functions will be continuous across the cut.

A numerical example in which \( I_3 \) and \( R_C \) take their principal values is given at the end of the Supplement.
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Supplement to
A Table of Elliptic Integrals of the Third Kind

By B. C. Carlson

This supplement contains Fortran codes for the functions \( R_c(x,y) \) and \( R_j(x,y,z,p) \). If \( y \) or \( p \) is negative, the Cauchy principal value is computed. The codes are followed by some numerical values that were used to check the formulas in Sections 2 and 3.

```fortran
DOUBLE PRECISION FUNCTION RC(X,Y,ERRTOL,IERR)

C
C THIS FUNCTION SUBROUTINE COMPUTES THE ELEMENTARY INTEGRAL
C RC(X,Y) = INTEGRAL FROM ZERO TO INFINITY OF
C
C -1/2   -1
C (1/2MT+X) (T+Y) DT,
C
WHERE X IS NONNEGATIVE AND Y IS NONZERO. IF Y IS NEGATIVE,
THE CAUCHY PRINCIPAL VALUE IS COMPUTED BY USING A PRELIMI-
NARY TRANSFORMATION TO MAKE Y POSITIVE; SEE EQUATION (2.12)
OF THE SECOND REFERENCE BELOW. WHEN Y IS POSITIVE, THE
DUPICATION THEOREM IS ITERATED UNTIL THE VARIABLES ARE
NEARLY EQUAL, AND THE FUNCTION IS THEN EXPANDED IN TAYLOR
SERIES TO FIFTH ORDER. LOGARITHMIC, INVERSE CIRCULAR, AND
INVERSE HYPERBOLIC FUNCTIONS ARE EXPRESSED IN TERMS OF RC
BY EQUATIONS (4.9)-(4.13) OF THE SECOND REFERENCE BELOW.
REFERENCES: B. C. CARLSON AND E. M. NOTIS, ALGORITHMS FOR
INCOMPLETE ELLIPTIC INTEGRALS, ACM TRANSACTIONS ON MATHEMA-
TICAL SOFTWARE, 7 (1981), 398-403; B. C. CARLSON, COMPUTING
ELLiptic Integrals by Duplication, Numer. Math. 33 (1979),
1-16.
AUTHORS: B. C. CARLSON AND ELAINE M. NOTIS, AMES LABORATORY-
DOE, IOWA STATE UNIVERSITY, AMES, IA 50011, AND R. L. PEXTON,
LAWRENCE LIVERMORE NATIONAL LABORATORY, LIVERMORE, CA 94550.
AUG. 1, 1979, REVISED SEPT. 1, 1987.

CHECK VALUES: RC(0,1/4) = RC(1/16,1/8) = PI,
RC(9/4,2) = LN(2),
RC(1/4,-2) = LN(2)/3,
CHECK BY ADDITION THEOREM: RC(X,X+Z) + RC(Y,Y+Z) - RC(0,Z),
WHERE X, Y, AND Z ARE POSITIVE AND X * Y = Z * Z.
```
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INTEGER IERR,PRINTR
DOUBLE PRECISION C1,C2,ERRTOL,LANDA,LOLIM
DOUBLE PRECISION M5,SN,UPLIM,X,Y,N,W
LOGICAL FLAG
INTRINSIC FUNCTIONS USED: DABS,DRAMAX1,DSQRT
PRINTR IS THE UNIT NUMBER OF THE PRINTER.
DATA PRINTR/6/
LOLIM DETERMINES THE LOWER LIMIT AND UPLIM THE UPPER LIMIT
OF THE RANGE OF ADMISSIBLE VALUES OF X AND Y FOR WHICH THE
COMPUTATION WILL PROCEED WITHOUT UNDERFLOW OR OVERFLOW.
LOLIM IS NOT LESS THAN THE MACHINE MINIMUM MULTIPLIED BY 5.
UPLIM IS NOT GREATER THAN THE MACHINE MAXIMUM DIVIDED BY 5.

ACCEPTABLE VALUES FOR:  LOLIM     UPLIM
IBM 360/370 SERIES :  3.0D-78  1.0D+75
CDC 6600/7600 SERIES :  1.0D-292  1.0D+121
UNIVAC 1100 SERIES   :  1.0D-307  1.0D+307
CRAY 11 SERIES        :  2.0D-438  5.40D+464
VAX 11 SERIES         :  1.50D-38  3.0D+37
IBM PC                :  1.50D-38  3.0D+37

WARNING: IF THIS PROGRAM IS CONVERTED TO SINGLE PRECISION,
THE VALUES FOR THE UNIVAC 1100 SERIES SHOULD BE CHANGED TO
LOLIM = 1.0E-37 AND UPLIM = 1.0E+37 BECAUSE THE MACHINE
EXTRACTION CHANGE WITH THE PRECISION.

DATA LOLIM/1.50D-38/, UPLIM/3.0D+37/

ON INPUT:
X AND Y ARE THE VARIABLES IN THE INTEGRAL RC(X,Y).

ERRTOL IS CHOSEN TO DETERMINE THE ACCURACY OF THE COMPUTED
APPROXIMATION TO THE INTEGRAL. TRUNCATION OF A TAYLOR SERIES
AFTER TERMS OF FIFTH ORDER INTRODUCES A RELATIVE ERROR LESS
THAN THE AMOUNT SHOWN IN THE SECOND COLUMN OF THE FOLLOWING
TABLE FOR EACH VALUE OF ERRTOL IN THE FIRST COLUMN. IN ADDI-
TION TO THE TRUNCATION ERROR THERE WILL BE ROUND-OFF ERROR,
BUT IN PRACTICE THE TOTAL ERROR FROM BOTH SOURCES IS USUALLY
LESS THAN THE AMOUNT GIVEN IN THE TABLE. SINCE THE TRUNC-
ATION ERROR IS LESS THAN 10 * ERRTOL / (1 - 2 * ERRTOL),
DECREASING ERRTOL BY A FACTOR OF 10 YIELDS SIX MORE DECIMAL
DIGITS OF ACCURACY AT THE EXPENSE OF ONE OR TWO MORE ITERA-
TIONS OF THE DUALPLICATION THEOREM.

SAMPLE CHOICES: ERRTOL RELATIVE TRUNCATION

<table>
<thead>
<tr>
<th>ERRTOL</th>
<th>ERROR LESS THAN</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.0D-3</td>
<td>2.0D-17</td>
</tr>
<tr>
<td>3.0D-3</td>
<td>2.0D-14</td>
</tr>
<tr>
<td>1.0D-2</td>
<td>2.0D-11</td>
</tr>
<tr>
<td>3.0D-2</td>
<td>2.0D-8</td>
</tr>
<tr>
<td>1.0D-1</td>
<td>2.0D-5</td>
</tr>
</tbody>
</table>

ON OUTPUT:
X, Y, AND ERRTOL ARE UNALTERED.

IERR IS THE RETURN ERROR CODE:
IERR = 0 FOR NORMAL COMPLETION OF THE SUBROUTINE,
IERR = 1 FOR ABNORMAL TERMINATION.

*******************************************************************************
WARNING: CHANGES IN THE PROGRAM MAY IMPROVE SPEED AT THE
EXPENSE OF ROBUSTNESS.
*******************************************************************************

IF (X.LT.0.000D0 .OR. Y.EQ.0.000D0 .OR. (X+DABS(Y)).LT.LOLIM) OR.
(X+DABS(Y)).GT.UPLIM .OR. FLAG) THEN
WRITE(PRINTR,104)
104 FORMAT(1HM,42H** ERROR - INVALID ARGUMENTS PASSED TO RC)
WRITE(PRINTR,108) X,Y
108 FORMAT(1N,4HX = ,D23.16,4X,4HY = ,D23.16)
IERR = 1
RETURN
END IF

IERR = 0
IF (Y.GT.0.000D0) THEN
XN = X
YN = Y
W = 1.000D0
ELSE
TRANSFORM TO POSITIVE Y
XN = X - Y
YN = - Y
W = DSQRT(X) / DSQRT(XN)
END IF

MU = (XN + YN + YN) / 3.000D0
SN = (YN + MU) / MU / 2.000D0
IF (DABS(SN) .LT. ERRTOL) GO TO 120
LANDA = 2.000D0 * DSQRT(XN) * DSQRT(YN) + YN
XN = (XN + LANDA) * 0.250D0
YN = (YN + LANDA) * 0.250D0
GO TO 116
DOUBLE PRECISION FUNCTION RJI(X,Y,Z,P,ERRTOL,IERR)

THIS FUNCTION SUBROUTINE COMPUTES AN INCOMPLETE ELLIPTIC INTEGRAL OF THE THIRD KIND,

\[
RJ(x,y,z,p) = \int_0^z \frac{dt}{\sqrt{(1-t^2)(1-tp)}}
\]


CHECK VALUES: RJI(2,3,4,5) = 0.14297 57866 71567 53833 23308
RJI(7,2,3,4,5) = 0.27112 32044 29638 35582 20983

CHECK BY ADDITION THEOREM: RJI(X+Y,Z+W,P) + RJI(X,Y,Z+P) + RJI(X+Y,Z+W+P) = \frac{1}{3} / DSQRT(1)

WHERE X,Y,Z,P ARE POSITIVE AND X + Y = Z + W, A = P + P + (X+Y+Z+W), B = P + (P+X) + (P+Y),


INTEGER IERR, PRINFR

DOUBLE PRECISION A,B,ALFA,ETA,CI,C2,C3,C4,E1,E2,E3,EPSLON


DOUBLE PRECISION RXN,RY,YNZ,YNZ,YNZ,YNZ,YNZ,YNZ,YNZ,YNZ,YNZ

DOUBLE PRECISION DABS,DMax1,DMin1,DSQRT

PRINT 3

RC AND RF ARE FUNCTIONS COMPUTED BY EXTERNAL SUBROUTINES.

LOLIM DETERMINES THE LOWER LIMIT AND UPLIM THE UPPER LIMIT OF THE RANGE OF ADMISSIBLE VALUES OF X,Y,Z,P FOR WHICH THE COMPUTATION WILL PROCEED WITHOUT UNDERFLOW OR OVERFLOW. LOLIM IS NOT LESS THAN THE CUBE ROOT OF THE VALUE OF LOLIM USED IN THE SUBROUTINE FOR RC.

UPLIM IS NOT GREATER THAN 0.3 TIMES THE CUBE ROOT OF THE VALUE OF UPLIM USED IN THE SUBROUTINE FOR RC.

ACCEPTABLE VALUES FOR: LOLIM UPLIM

IBM 360/370 SERIES : 2.00-26 3.00-24
CDC 6000/7000 SERIES : 5.00-98 3.00-106
UNIVAC 1100 SERIES : 5.00-103 6.00-101
CRAY : 2.900-813 1.100-821

IBM 11 SERIES : 2.500-13 9.00-11

IBM PC : 2.500-13 9.00-11

WARNING: IF THIS PROGRAM IS CONVERTED TO SINGLE PRECISION, THE VALUES FOR THE UNIVAC 1100 SERIES SHOULD BE CHANGED TO LOLIM = 5.0E-13 AND UPLIM = 6.0E+11 BECAUSE THE MACHINE EXTREMA CHANGE WITH THE PRECISION.

DATA LOLIM/2.50D-13/, UPLIM/9.0D+11/

ON INPUT:

ERRTOL IS CHOSEN TO DETERMINE THE ACCURACY OF THE COMPUTED APPROXIMATION TO THE INTEGRAL. TRUNCATION OF A TAYLOR SERIES AFTER TERMS OF FIFTH ORDER INTRODUCES A RELATIVE ERROR LESS THAN THE AMOUNT SHOWN IN THE SECOND COLUMN OF THE FOLLOWING TABLE FOR EACH VALUE OF ERRTO IN THE FIRST COLUMN. IN ADDITION TO THE TRUNCATION ERROR THERE WILL BE ROUNDOFF ERROR, BUT IN PRACTICE THE TOTAL ERROR FROM BOTH SOURCES IS USUALLY LESS THAN THE AMOUNT GIVEN IN THE TABLE. SINCE THE TRUNCATION ERROR IS LESS THAN 3 * ERRTO ** 6 / (1-ERRTO) ** 3/2, DECREASING ERRTO BY A FACTOR OF 10 YIELDS SIX MORE DECIMAL DIGITS OF ACCURACY AT THE EXPENSE OF ONE OR TWO MORE ITERATIONS OF THE DUALITATION THEOREM. ERROR TOLERANCES (ETOLRC AND ERRTO) WILL BE PRESSED TO THE SUBROUTINES FOR RC AND RF TO MAKE THE TRUNCATION ERROR FOR RC AND RF LESS THAN FOR RJ.
SAMPLE CHOICES:  
ERRTOL  RELATIVE TRUNCATION  ERROR LESS THAN  
1.0D-1  4.0D-18  
3.0D-1  3.0D-15  
1.0D-2  4.0D-12  
3.0D-2  3.0D-9  
1.0D-3  4.0D-6  
ON OUTPUT:  
X, Y, Z, P, AND ERRTOL ARE UNALTERED.  
IERR IS THE RETURN ERROR CODE:  
IERR = 0 FOR NORMAL COMPLETION OF THE SUBROUTINE,  
IERR = 1 FOR ABNORMAL TERMINATION.  

WARNING: CHANGES IN THE PROGRAM MAY IMPROVE SPEED AT THE  
EXPENSE OF ROBUSTNESS.

IF (DMIN1(X,Y,Z).LT.0.0D0 .OR. DMIN1(X+Y,X+Z,Y+Z,DABS(P))  
   .LT.LOLIM .OR. DMAX1(X,Y,Z,DABS(P)).GT.UPLIM) THEN  
   WRITE(PRINTR,102)  
102 FORMAT(1H0,42H** ERROR - INVALID ARGUMENTS PASSED TO R1)  
WRITE(PRINTR,104) X,Y,Z,P  
104 FORMAT(1H0,42H** ERROR - INVALID ARGUMENTS PASSED TO R1)  
IERR = 1  
RETURN
END IF
C  
IERR = 0  
ETOLRC = 0.50D0 * ERRTOL  
IF (P.GT.0.0D0) THEN  
   XN = X  
   YN = Y  
   ZN = Z  
   PN = P  
ELSE  
   ORDER X,Y,Z AND TRANSFORM TO POSITIVE P  
   XN = DMIN1(X,Y)  
   YY = DMAX1(X,Y)  
   ZN = DMAX1(Y,Z)  
   YY = DMIN1(Z,Y)  
   YN = DMIN1(XN,YY)  
   XN = DMIN1(XN,YY)  
   A = 1.0D0 / (YN - P)  
   B = (ZN - YN) / A * (YN - XN)  
   PN = YN + B  
   RHO = XN * ZN / YN  
   TAU = P * PN / YN  
   RCX = RC(RHO,TAU,ETOLRC,IERR)  
   IF (IERR .NE. 0) RETURN  
   END IF
C  
   SIGMA = 0.0D0  
   POWER4 = 1.0D0  
C  
   116 MU = (XN + YN + ZN + PN + P) * 0.20D0  
   XNDEV = (MU - XN) / MU  
   YNDEV = (MU - YN) / MU  
   ZNDEV = (MU - ZN) / MU  
   PNDEV = (MU - PN) / MU  
   EPSLON = DMAX1(DABS(XNDEV),DABS(YNDEV),DABS(ZNDEV),DABS(PNDEV))  
   IF (EPSLON .LT. ERRTOL) GO TO 120
   XNROOT = DSQRT(XN)  
   YNROOT = DSQRT(YN)  
   ZNROOT = DSQRT(ZN)  
   LAMDA = XNROOT * (YNROOT + ZNROOT) + YNROOT * ZNROOT  
   ALFA = PN * (XNROOT + YNROOT + ZNROOT) + XNROOT * YNROOT * ZNROOT
   ALFA = ALFA * ALFA  
   BETA = PN * (PN + LAMDA) * (PN + LAMDA)  
   SIGMA = SIGMA + POWER4 * RC(ALFA,BETA,ETOLRC,IERR)  
   IF (IERR .NE. 0) RETURN  
   POWER4 = POWER4 * 0.250D0  
   XN = (XN + LAMDA) * 0.250D0  
   YN = (YN + LAMDA) * 0.250D0  
   ZN = (ZN + LAMDA) * 0.250D0  
   PN = (PN + LAMDA) * 0.250D0  
IF (P.GT.0.0D0) THEN  
   T3 = T3 + 116  
ELSE  
   ORDER X,Y,Z AND TRANSFORM TO POSITIVE P  
   XN = DMIN1(X,Y)  
   YY = DMAX1(X,Y)  
   ZN = DMAX1(Y,Z)  
   YY = DMIN1(Z,Y)  
   YN = DMIN1(XN,YY)  
   XN = DMIN1(XN,YY)  
   A = 1.0D0 / (YN - P)  
   B = (ZN - YN) / A * (YN - XN)  
   PN = YN + B  
   RHO = XN * ZN / YN  
   TAU = P * PN / YN  
   RCX = RC(RHO,TAU,ETOLRC,IERR)  
   IF (IERR .NE. 0) RETURN  
   END IF
C  
   SIGMA = 0.0D0  
   POWER4 = 1.0D0  
C  
   120 C1 = 1.0D0 / 14.0D0  
   C2 = 1.0D0 / 3.0D0  
   C3 = 3.0D0 / 22.0D0  
   C4 = 3.0D0 / 26.0D0  
   EA = XNDEV * (YNDEV + ZNDEV) + YNDEV * ZNDEV  
   EB = XNDEV * YNDEV * ZNDEV
   EC = PNDEV * PNDEV  
   E2 = EA - 1.0D0  
   E3 = EB + 2.0D0  
   PNDEV = (EA - EC)  
   S1 = 1.0D0 + E2 * (- (C1 - 1.50D0) * C3 * E2 - 1.50D0 * C4 - E3)  
   S2 = EB * (0.50D0 * C2 + PNDEV * (- (C3 - C3 + C2 + PNDEV) * C4))  
   S3 = PNDEV * EA * (C2 + PNDEV * C3) - C2 + PNDEV * EC  
   RJ = 1.0D0 * SIGMA + POWER4 * (S1 + S2 + S3) / (MU + DSQRT(MU))  
   IF (P.GT.0.0D0) THEN  
      RJ = A * (B + RJ + 3.0D0) * (RCX - RF(XN,YN,ZN,ERRTOL,IERR))  
   END IF
C  
   RETURN  
END
Numerical Checks. The 31 formulas in Section 2 and the 10 in Section 3 were checked numerically when \( x = 2.0, y = 0.5, a_1 = 0.1+0.2i, b_1 = 0.5-0.2i, 1 \leq i \leq 4, a_5 = 0.8, b_5 = 1 \). The functions \( R_3 \) and \( R_C \) (2.15) take their Cauchy principal values, while those in (2.16) have a positive last argument. In each of the 41 formulas the integral on the left side, defined by (2.18), was integrated numerically by the SLATEC code QNG. On the right-hand side, \( I_1, I_2, I_3, \text{ and } I_4 \) were calculated from (2.13) to (2.16) by using the codes for \( R \)-functions in the Supplements to this paper and [4]. The remaining calculations were done with a hand calculator. For each of the 41 formulas the values obtained for the two sides agreed to better than one part in a million.

Some of the intermediate values in these calculations are listed here:

\[
\begin{align*}
U^2_1 &= 0.24791575, \quad w^2 = -0.35688425, \quad w^2_i = 0.21911575, \\
U^2_3 &= 0.20471575, \quad p^2 = 3.0168477, \quad p^2_i = 0.55102655, \\
U^2_4 &= 0.19031575, \quad q^2 = -3.2075523, \quad q^2_i = 0.54102655, \\
R_C(p^2, q^2) &= 0.34465425, \quad R_C(p^2_i, q^2_i) = 1.3553823, \\
R_F(U^2_1, U^2_3, U^2_4) &= 2.1642326, \quad I_1 = 4.3284652, \\
R_D(U^2_1, U^2_3, U^2_4) &= 10.860876, \quad I_2 = 6.3592902, \\
R_3(U^2_1, U^2_3, U^2_4, w^2) &= -6.4342997, \quad I_3 = 1.4305398, \\
R_3(U^2_1, U^2_3, U^2_4, w^2_i) &= 9.9863171, \quad I_3^* = 2.9408494, \\
A(1,1,1,-1) &= 0.56155363, \quad A(1,1,1,-1,-2) = 0.0096998758, \\
A(1,1,1,-1) &= -0.039947562, \quad A(1,1,1,-1,-2) = -0.15740823, \\
A(1,1,1,-3) &= 2.7981283, \quad A(3,1,1,1) = 0.12035743, \\
A(1,1,-1,-1) &= 1.3360648
\end{align*}
\]

As a check on Section 6 the Cauchy principal value of \( I_3 \) was computed with the same values of \( x, y, a_1, \ldots, a_4, b_1, \ldots, b_4 \) used previously but with \( a_5 + b_5 t = -1+t \) so that the integrand has a simple pole on the interval of integration. The result obtained from (2.15), in which \( I_3 \) and \( R_C \) take their principal values, is

\[
I_3 = 2.55226304. \]

To check this, the integral over the interval (0.5,2) was approximated by the sum of the integrals over (0.5,1-10^{-9}) and (1+10^{-9},2), and the first of these two was replaced by the negative of the integral in which \( a_5 + b_5 t = 1-t > 0 \). No principal values are involved in computing the two integrals by (2.15), and the result is -32.991526227 + 35.543789264 = 2.55226304, in agreement with the first computation.