ON ESTIMATES FOR THE WEIGHTS IN GAUSSIAN QUADRATURE IN THE ULTRASPHERICAL CASE

KLAUS-JÜRGEN FÖRSTER AND KNUT PETRAS

ABSTRACT. In this paper the Christoffel numbers $a_{n \nu}^{(\lambda)G}$ for ultraspherical weight functions $w_\nu$, $w_\nu(x) = (1-x^2)^{\lambda-1/2}$, are investigated. Using only elementary functions, we state new inequalities, monotonicity properties and asymptotic approximations, which improve several known results. In particular, denoting by $\theta_{n \nu}^{(\lambda)}$ the trigonometric representation of the Gaussian nodes, we obtain for $\lambda \in [0, 1]$ the inequalities

$$\frac{\pi}{n+\lambda} \sin^2 \theta_{n \nu}^{(\lambda)} \left\{ 1 - \frac{\lambda(1-\lambda)}{2(n+\lambda)^2 \sin^2 \theta_{n \nu}^{(\lambda)}} \right\}$$

and similar results for $\lambda \notin (0, 1)$. Furthermore, assuming that $\theta_{n \nu}^{(\lambda)}$ remains in a fixed closed interval, lying in the interior of $(0, \pi)$ as $n \to \infty$, we show that, for every fixed $\lambda > -1/2$,

$$a_{n \nu}^{(\lambda)G} = \frac{\pi}{n+\lambda} \sin^2 \theta_{n \nu}^{(\lambda)} \left\{ 1 - \frac{\lambda(1-\lambda)}{2(n+\lambda)^2 \sin^2 \theta_{n \nu}^{(\lambda)}} \right\}$$

and $O(n^{-7})$.

1. Introduction

For fixed real $\lambda > -1/2$ let $w_\lambda$ be the ultraspherical weight function

$$w_\lambda(x) := (1-x^2)^{\lambda-1/2}, \quad x \in (-1, 1),$$

and let $P_n^{(\lambda)}$ be the corresponding orthogonal polynomial of degree $n$ normalized by $P_n^{(\lambda)}(1) = (n+2\lambda-1)$. Furthermore, let $x_{1,n}^{(\lambda)} < x_{2,n}^{(\lambda)} < \cdots < x_{n,n}^{(\lambda)}$ be the zeros of $P_n^{(\lambda)}$ in increasing order and let $0 < \theta_{1,n}^{(\lambda)} < \theta_{2,n}^{(\lambda)} < \cdots < \theta_{n,n}^{(\lambda)} < \pi$ be their trigonometric representation $x_{n \nu}^{(\lambda)} = -\cos \theta_{n \nu}^{(\lambda)}$.  
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In this paper we consider quadrature formulae $Q_n$ of (algebraic) degree $\deg(Q_n) = m > 0$ which are linear functionals of the type

\begin{equation}
Q_n[f] := \sum_{\nu=1}^{n} a_{\nu,n} f(x_{\nu,n}), \quad -1 < x_{1,n} < x_{2,n} < \cdots < x_{n,n} \leq 1,
\end{equation}

\begin{equation}
\int_{-1}^{1} f(x) w_\lambda(x) \, dx = Q_n[f] + R_n[f],
\end{equation}

\begin{equation}
R_n[p_\mu] = 0 \quad \text{for } \mu = 0, \ldots, m,
\end{equation}

\begin{equation}
R_n[p_{m+1}] \neq 0 \quad \text{for } \mu = m + 1,
\end{equation}

where the $n$ nodes $x_{\nu,n}$ and the weights $a_{\nu,n}$ are real numbers, $p_\mu$ denotes the monomial $p_\mu(x) = x^\mu$, and $R_n$ is the so-called 'error functional' of $Q_n$. Of all quadrature rules that have received attention, Gaussian quadrature is the most investigated (cf. Gautschi [19] and the bibliography cited therein). The Gaussian quadrature formula $Q_n^{(\lambda)G}$

\begin{equation}
Q_n^{(\lambda)G}[f] := \sum_{\nu=1}^{n} a_{\nu,n}^{(\lambda)G} f(x_{\nu,n}^{(\lambda)G}),
\end{equation}

is determined uniquely by its having maximal degree $\deg(Q_n^{(\lambda)G}) = 2n - 1$. The respective nodes $x_{\nu,n}^{(\lambda)G}$ are the zeros of $P_n^{(\lambda)}$, and the respective weights $a_{\nu,n}^{(\lambda)G}$, the so-called 'Christoffel numbers', are given by

\begin{equation}
a_{\nu,n}^{(\lambda)G} = \frac{2^{\nu-2} \pi \Gamma(n + 2\lambda)}{[\Gamma(\lambda)]^2 \Gamma(n + 1)} \left[ 1 - (x_{\nu,n}^{(\lambda)G})^2 \right]^{-1} \left[ P_n^{(\lambda)}(x_{\nu,n}^{(\lambda)G}) \right]^{-2}, \quad \lambda \neq 0
\end{equation}

(cf. Szegö [36, §15.3]). By the symmetry of the weight function $w_\lambda$ the Gaussian formula $Q_n^{(\lambda)G}$ is symmetric, i.e., $x_{\nu,n}^{(\lambda)G} = -x_{n+1-\nu,n}^{(\lambda)G}$ and $a_{\nu,n}^{(\lambda)G} = a_{n+1-\nu,n}^{(\lambda)G}$ ($\nu = 1, \ldots, n$). Therefore, it suffices to consider $\nu = 1, 2, \ldots, [(n+1)/2]$. In particular, we have that

\begin{equation}
x_{(n+1)/2,n}^{(\lambda)G} = 0, \quad a_{(n+1)/2,n}^{(\lambda)G} = \frac{\pi}{2} \frac{\Gamma \left( \frac{n}{2} + \frac{1}{2} \right) \Gamma \left( \frac{n}{2} + \lambda \right)}{\Gamma \left( \frac{n}{2} + 1 \right) \Gamma \left( \frac{n}{2} + \lambda + \frac{1}{2} \right)}
\end{equation}

for odd $n$.

If $\lambda \notin \{0, 1\}$, for the other nodes $x_{\nu,n}^{(\lambda)G}$ and weights $a_{\nu,n}^{(\lambda)G}$, elementary representations as in (1.6) are not known, but the knowledge of their asymptotic behavior and of explicit upper and lower bounds may be important for various theoretical and practical investigations in quadrature; see, e.g., the monographs on quadrature of Braß [5] and Davis and Rabinowitz [10] as well as the remarks in §5.

For the nodes $x_{\nu,n}^{(\lambda)G}$ several authors have obtained inequalities or asymptotic approximations; see, e.g., Szegö [36, pp. 116 ff], Tricomi [37], Ahmed, Muldoon, and Spigler [2] and, in particular, Gatteschi [17]. For Gaussian weights
it is well known (cf. Szegö [36, §15.3] and Davis and Rabinowitz [10])
that
\[ a_{\nu,n}^{(\lambda)G} = \frac{\pi}{n+\lambda} \sin^{2\lambda} \theta_{\nu,n}^{(\lambda)} (1 + \delta_{\nu,n}^{(\lambda)G}), \quad \lim_{n \to \infty} \delta_{\nu,n}^{(\lambda)G} = 0, \]
provided that the nodes \( x_{\nu,n}^{(\lambda)G} \) remain in a fixed closed interval lying in the
interior of \([-1, 1]\) and that \( \lambda \) is fixed. Whitney [38] improved (1.7) by showing
the asymptotic estimate (cf. also Ossicini [28])
\[ |\delta_{\nu,n}^{(\lambda)G}| \leq \frac{|\lambda(\lambda - 1)|}{(n+\lambda)^2 \sin^2 \theta_{\nu,n}^{(\lambda)}} (1 + \delta_{\nu,n}^{(\lambda)G}), \quad \lim_{n \to \infty} \delta_{\nu,n}^{(\lambda)G} = 0, \quad \lambda > 0, \]
valid under the same conditions on \( \nu \) and \( \lambda \) as above. Recently, Gatteschi [18]
obtained the following important asymptotic approximation, which is uniform
with respect to the parameter \( \nu = 1, 2, \ldots, \lfloor qn \rfloor \) for fixed \( q \in (0, 1) \) as
\( n \to \infty \),
\[ a_{\nu,n}^{(\lambda)G} = \frac{2}{n+\lambda} \sin^{2\lambda} \theta_{\nu,n}^{(\lambda)} \left\{ 1 - \frac{1}{2(n+\lambda)^2} \left( \sin^{-2} \theta_{\nu,n}^{(\lambda)} - \theta_{\nu,n}^{(\lambda)} \right) + \theta_{\nu,n}^{(\lambda)} O(n^{-3}) \right\}, \]
where \( j_{n,k} \) is the \( k \)th positive zero of the Bessel function \( J_n \). Shohat and
Winston [31] proved
\[ a_{\nu,n}^{(\lambda)G} > \frac{1}{n+\lambda + \frac{1}{2}} \sin^{2\lambda+1} \theta_{\nu,n}^{(\lambda)} \left[ 1 - \frac{\lambda + 2}{n + 2\lambda} \right]^2, \quad \lambda > -\frac{1}{2}, \]
while Winston [39], resp. Laden [26], have shown the monotonicity properties
\[ a_{\nu,n}^{(\lambda)G} < a_{\nu+1,n}^{(\lambda)G}, \quad a_{\nu,n}^{(\lambda)G} \sin^{-4\lambda} \theta_{\nu,n}^{(\lambda)} > a_{\nu+1,n}^{(\lambda)G} \sin^{-4\lambda} \theta_{\nu+1,n}^{(\lambda)} \quad \text{for } \lambda > 0, \quad \nu < n/2, \]
and the validity of the reversed inequalities for \( \lambda < 0 \). Note that all the above
inequalities in (1.10) and (1.11) are asymptotically not sharp in the sense of
(1.7). Inequalities for the first weight \( a_{1,n}^{(\lambda)G} \) have been obtained by Bernstein
[4] and Gatteschi and Vinardi [15]. Further explicit upper or lower bounds
for all Gaussian weights \( a_{\nu,n}^{(\lambda)G} \), with the exception of crude bounds (see, e.g.,
Monegato [27]), do not seem to be known.

The main purpose of this paper is to prove various simple but very accurate
inequalities for the Gaussian weights \( a_{\nu,n}^{(\lambda)G} \) involving only elementary functions.
The upper and lower bounds obtained are asymptotically sharp, provided that
\( \nu \) increases as \( n \) increases and \( \limsup_{n \to \infty} \nu/n < 1 \). Note that it follows
from (1.9) that for fixed \( \nu \) and increasing \( n \), asymptotically sharp results are
impossible without asymptotically sharp approximations of the zeros and values
of Bessel functions. Furthermore, for nodes \( x_{\nu,n}^{(\lambda)G} \) remaining in a fixed closed
interval in the interior of \([-1, 1]\), we derive inequalities and asymptotic values which are much sharper than those mentioned above.

2. Statement of the results

Our first result improves the monotonicity properties (1.11) and makes them asymptotically correct in the sense of (1.7).

**Theorem 1.** Let \( \nu < n/2 \); then, for the Gaussian weights \( a_{\nu, n}^{(\lambda)G} \), if \( \lambda \in [0, 1] \),

\[
a_{\nu, n}^{(\lambda)G} \sin^{-2\lambda} \theta_{\nu, n}^{(\lambda)} \leq a_{\nu+1, n}^{(\lambda)G} \sin^{-2\lambda} \theta_{\nu+1, n}^{(\lambda)},
\]

where equality holds if and only if \( \lambda \in \{0, 1\} \). If \( \lambda \not\in (0, 1) \), then the above result is valid if the inequality sign in (2.1) is reversed.

**Remark 1.** Complementing inequality (2.1), we state that, for \( \lambda \in [0, 1] \) and \( \nu < n/2 \),

\[
a_{\nu, n}^{(\lambda)G} \sin^{-2\lambda} \theta_{\nu, n}^{(\lambda)} \geq a_{\nu+1, n}^{(\lambda)G} \sin^{-2\lambda} \theta_{\nu+1, n}^{(\lambda)} (1 - \rho_{\nu, n}^{(\lambda)})^{1/2},
\]

where

\[
\rho_{\nu, n}^{(\lambda)} = \frac{\lambda (1 - \lambda)}{(n + \lambda)^2 \sin^2 \theta_{\nu, n}^{(\lambda)} + \lambda (1 - \lambda)} \frac{\cos^2 \theta_{\nu, n}^{(\lambda)} - \cos^2 \theta_{\nu+1, n}^{(\lambda)}}{\sin^2 \theta_{\nu+1, n}^{(\lambda)}}.
\]

If \( \lambda \notin (0, 1) \), then this result is valid if the inequality sign is reversed, where for \( \lambda < -4/11 \) the inequality (2.2) for \( \nu = 1 \) only holds if \((n + \lambda)^2 \sin^2 \theta_{1, n}^{(\lambda)} > \lambda (\lambda - 1)\). Using (2.3), we see that the monotonicity property (2.1) is improvable only by a factor of the order \((1 + \nu^{-3}O(1))\) for \( n \to \infty \) and \( \nu \leq qn \), \( q \in (0, 1) \) fixed.

**Remark 2.** Note that it may be more helpful to consider the expression \( \nu^{-k}O(1) \), where the \( O \)-estimate holds, as \( n \to \infty \), uniformly for \( \nu = 1, 2, \ldots, \lfloor qn \rfloor \), with \( q \) fixed, \( q \in (0, 1) \), instead of \( O(n^{-k}) \) as \( n \to \infty \). If the nodes \( x_{\nu, n}^{(\lambda)G} \) remain in a fixed closed interval lying in the interior of \([-1, 1]\), then we have \( O(n^{-k}) = \nu^{-k}O(1) \), but under the only assumption that \( \nu \) increases, the term \( \nu^{-k}O(1) \) additionally gives useful asymptotic results. Throughout this paper note that \( [(n + \lambda) \sin \theta_{\nu, n}^{(\lambda)}]^{-1} = \nu^{-1}O(1) \) for every fixed \( \lambda > -1/2 \) and \( \nu \leq qn \), \( q \in (0, 1) \) fixed, as \( n \to \infty \), which follows from the known asymptotic approximation of \( \theta_{\nu, n}^{(\lambda)} \) (see also (2.23)).

For odd \( n \), \( \lambda \in [0, 1] \) and all \( \nu \), one obtains from (2.1) the inequality \( a_{\nu, n}^{(\lambda)G} \leq a_{(n+1)/2, n}^{(\lambda)G} \sin^{2\lambda} \theta_{\nu, n}^{(\lambda)} \) as well as the reversed inequality for \( \lambda \notin (0, 1) \). Replacing \( a_{(n+1)/2, n}^{(\lambda)G} \) by its representation (1.6), we obtain a simple upper bound, which, as a special case, is contained in the next theorem. Using
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the notations

\begin{equation}
(2.4) \quad c_n^{(λ)} := \frac{\pi}{2} \frac{Γ \left( \frac{3}{2} + \frac{1}{λ} \right)}{Γ \left( \frac{3}{2} + λ \right)} \frac{Γ \left( \frac{3}{2} + \frac{1}{λ} \right)}{Γ \left( \frac{3}{2} + λ + \frac{1}{λ} \right)},
\end{equation}

\begin{equation}
(2.5) \quad c_n^{(λ)G} := \begin{cases} 
\frac{c_n^{(λ)}}{a_{(n+1)/2,n}} & \text{for odd } n, \\
\left( c_{n-1}^{(λ+1)} \right) \left( 1 - \lambda / ((n + λ)^2 + λ(1 - λ)) \right) & \text{for even } n,
\end{cases}
\end{equation}

we have the following inequalities, which are asymptotically sharp in the sense of (1.8).

**Theorem 2.** For the Gaussian weights \( a_{ν,n}^{(λ)G} \) we have, if \( λ ∈ [0, 1] \),

\begin{equation}
(2.6) \quad a_{ν,n}^{(λ)G} = c_n^{(λ)G} \sin^2 θ_{ν,n}^{(λ)} (1 + e_{ν,n}^{(λ)}),
\end{equation}

where

\begin{equation}
(2.7) \quad -\frac{λ(1 - λ) \cos^2 θ_{ν,n}^{(λ)}}{(n + λ)^2 \sin^2 θ_{ν,n}^{(λ)} + λ(1 - λ)} \leq e_{ν,n}^{(λ)} \leq 0.
\end{equation}

Equality in (2.7) holds if and only if \( λ \in \{0, 1\} \) or \( x_{ν,n}^{(λ)G} = 0 \). For \( λ ∉ (0, 1) \), the above results are also valid if the inequality signs in (2.7) are reversed, and where for \( λ < -4/11 \) the upper bound in (2.7) for \( ν = 1 \) or \( ν = n \) only holds if \( (n + λ)^2 \sin^2 θ_{1,n}^{(λ)} > λ(λ - 1) \).

**Remark 3.** For \( λ > 1 \) the results of Theorem 2 can be improved as follows. Using

\begin{equation}
(2.8) \quad c_n^{(λ)G} := \begin{cases} 
\frac{c_n^{(λ)}}{n+1} & \text{for odd } n, \\
\left( c_{n-1}^{(λ+1)} \right) \left( 1 - \frac{λ}{(n + 1)(n + 2λ - 1)} - \frac{(2λ - 1)(λ - 1)}{(n + 1)^2(n + 2λ - 1)^2} \right) & \text{for even } n,
\end{cases}
\end{equation}

instead of \( c_n^{(λ)G} \) in (2.6), we have that

\begin{equation}
(2.9) \quad \frac{(λ - 1)^2 \cos^2 θ_{ν,n}^{(λ)}}{(n + λ)^2 \sin^2 θ_{ν,n}^{(λ)} - (λ - 1)(λ - 2)} \leq e_{ν,n}^{(λ)G} \leq \frac{(λ - 1) \cos^2 θ_{ν,n}^{(λ)}}{[(n + λ)^2 - (λ - 1)(λ - 2)] \sin^2 θ_{ν,n}^{(λ)}}
\end{equation}

for \( λ ∈ [1, 2] \) and that the reversed inequalities hold for \( λ ≥ 2 \). In particular, for \( λ = 2 \), the upper and lower bound in (2.9) are equal, which gives the following simple representation for the weights \( a_{ν,n}^{(2)G} \) of the Gaussian formula \( Q_{ν,n}^{(2)G} \):

\begin{equation}
(2.10) \quad a_{ν,n}^{(2)G} = \frac{π}{n + 2} \sin^4 θ_{ν,n}^{(2)} \left\{ 1 + \frac{1}{(n + 1)(n + 3) \sin^2 θ_{ν,n}^{(2)}} \right\}.
\end{equation}
For the nodes $x_{v,n}^{(2)}$, note that $\tan[(n + 2)\theta_{v,n}^{(2)}] = (n + 2)\tan\theta_{v,n}^{(2)}$.

The following inequalities yield an asymptotic approximation which is sharper than that given in (1.8). In particular, we have that for $\lambda \in [0, 1]$, resp. $\lambda \notin (0, 1)$, the geometric mean of the bounds (2.6) and (2.7) again is a lower, resp. upper, bound for the Gaussian weights.

**Theorem 3.** For the Gaussian weights $\alpha_{v,n}^{(2)G}$ we have, if $\lambda \in [0, 1]$,

$$
\alpha_{v,n}^{(2)G} = c_{n}^{(2)G} \sin^{2}\theta_{v,n}^{(2)} \left\{ 1 - \frac{\lambda (1 - \lambda) \cos^{2}\theta_{v,n}^{(2)}}{(n + \lambda)^{2} \sin^{2}\theta_{v,n}^{(2)} + \lambda (1 - \lambda)} \right\}^{1/2} 
$$

(2.11)

$$
\cdot \left\{ 1 - \frac{\lambda (1 - \lambda) [1 + (-1)^{n}]}{4[(n + \lambda)^{2} + \lambda (1 - \lambda)]^{2}} - e_{v,n}^{(2)} \right\}^{-1},
$$

where

$$
0 \leq e_{v,n}^{(2)} \leq \frac{\lambda (1 - \lambda) \cos^{2}\theta_{v,n}^{(2)} [4 - \cos^{2}\theta_{v,n}^{(2)}]}{2[(n + \lambda)^{2} + \lambda (1 - \lambda)]^{2} \sin^{4}\theta_{v,n}^{(2)}}.
$$

(2.12)

For $\lambda \notin (0, 1)$, the representation (2.11) is valid with

$$
\frac{\lambda (\lambda - 1) \cos^{2}\theta_{v,n}^{(2)} [4 - \cos^{2}\theta_{v,n}^{(2)}]}{2[(n + \lambda)^{2} \sin^{2}\theta_{v,n}^{(2)} - \lambda (\lambda - 1)]^{2}} \left\{ 1 + \frac{3\lambda (\lambda - 1)}{(n + \lambda)^{2} \sin^{2}\theta_{v,n}^{(2)} - \lambda (\lambda - 1)} \right\}^{2} \leq e_{v,n}^{(2)} \leq 0,
$$

(2.13)

where for $\lambda < -4/11$ the lower bound in (2.13) for $\nu = 1$ or $\nu = n$ only holds if $(n + \lambda)^{2} \sin^{2}\theta_{v,n}^{(2)} > \lambda (\lambda - 1)$. Equality in (2.12) or (2.13) is valid if and only if $\lambda \in \{0, 1\}$ or $x_{v,n}^{(2)G} = 0$.

As a consequence of the above inequalities we have for fixed $\lambda$ and for $n \to \infty$

$$
\alpha_{v,n}^{(2)G} = \frac{\pi}{n + \lambda} \sin^{2}\theta_{v,n}^{(2)} \left\{ 1 - \frac{\lambda (1 - \lambda)}{2(n + \lambda)^{2} \sin^{2}\theta_{v,n}^{(2)} + \nu^{-4}O(1)} \right\},
$$

(2.14)

$$
\nu \leq qn, \; q \in (0, 1) \text{ fixed.}
$$

For nodes $x_{v,n}^{(2)}$ that remain in a fixed closed interval lying in the interior of $[-1, 1]$ as $n \to \infty$, note that the asymptotic approximation (2.14) cannot be derived from (1.9).

In the above theorems we have used the quantity $c_{n}^{(2)G}$ in order to obtain equality of our lower and upper bounds when $n$ is odd and $\nu = (n + 1)/2$. The following lemma shows that further simplifications are possible.
Lemma 1. For fixed $\lambda > -1/2$ we have

$$c_n^{(\lambda)} = \frac{\pi}{n + \lambda} \left\{ 1 + \frac{\lambda(\lambda - 1)}{2} \left[ (n + \lambda)^2 - (\lambda - 1)^2 \right] + \frac{1}{4}(\lambda - 2)(\lambda - 3) \right\}^{-1} + O(n^{-6}),$$

$$n \to \infty.$$ 

Furthermore, for every $n \in \mathbb{N}$, there exists a $\xi_n^{(\lambda)} \in [0, \frac{1}{2})$ such that

$$c_n^{(\lambda)} = \frac{\pi}{n + \lambda} \left\{ 1 + \frac{\lambda(\lambda - 1)}{2} \left[ (n + \lambda)^2 - (\lambda - 1)^2 + \xi_n^{(\lambda)}(\lambda - 2)(\lambda - 3) \right] \right\}^{-1}.$$ 

In particular, we have, for all $n \in \mathbb{N}$,

$$c_n^{(\lambda)} > \frac{\pi}{n + \lambda} \left\{ 1 + \frac{\lambda(\lambda - 1)}{2[(n + \lambda)^2 + \lambda(1 - \lambda) + \lambda/4]} \right\} \quad \text{for } \lambda \in (0, 1),$$ 

and the reversed inequality (2.17) if $\lambda \notin [0, 1]$.

As a first consequence we obtain the following simple inequalities, which, in particular, show that for $\lambda \in (0, 1)$ the asymptotic approximations (1.7), resp. (2.14), are indeed upper, resp. lower, bounds.

Corollary 1. If $\lambda \in [0, 1]$, then

$$\frac{\pi}{n + \lambda} \sin^{2\lambda} \theta_{\nu, n} \left\{ 1 - \frac{\lambda(1 - \lambda)}{2(n + \lambda)^2 \sin^2 \theta_{\nu, n}} \right\} \leq a^{(\lambda)G}_{\nu, n} \leq \frac{\pi}{n + \lambda} \sin^{2\lambda} \theta_{\nu, n}.$$

For $\lambda \notin (0, 1)$,

$$\frac{\pi}{n + \lambda} \sin^{2\lambda} \theta_{\nu, n} \leq a^{(\lambda)G}_{\nu, n} \leq \frac{\pi}{n + \lambda} \sin^{2\lambda} \theta_{\nu, n} \left\{ 1 + \frac{\lambda(1 - \lambda)}{2(n + \lambda)^2 \sin^2 \theta_{\nu, n}} \right\},$$

where for $\lambda < -4/11$ the upper bound in (2.19) for $\nu = 1$ or $\nu = n$ only holds if $(n + \lambda)^2 \sin^2 \theta_{1, n} > \lambda(\lambda - 1)$. Equality in (2.18) and (2.19) holds if and only if $\lambda \in \{0, 1\}$.

Using Theorems 1 and 2 and Lemma 1, various other simple inequalities can be obtained immediately. As an example, we state the following upper and lower bounds, which are both asymptotically sharp in the sense of (2.14).

Corollary 2. If $\lambda \in [0, 1]$, then

$$a^{(\lambda)G}_{\nu, n} = \frac{\pi}{n + \lambda} \sin^{2\lambda} \theta_{\nu, n} \left\{ 1 - \frac{\lambda(1 - \lambda)}{(n + \lambda)^2 \sin^2 \theta_{\nu, n}} \right\}^{1/2} \left( 1 + \epsilon^{(\lambda)}_{\nu, n} \right),$$

where

$$0 \leq \epsilon^{(\lambda)}_{\nu, n} \leq \frac{2\lambda(1 - \lambda)}{(n + \lambda)^4 \sin^4 \theta_{\nu, n}}.$$
If \( \lambda \geq 1 \), the representation (2.20) holds with

\[
- \frac{\lambda(\lambda - 1)(\lambda + 1)^3}{4[(n + \lambda)^2 \sin^2 \theta^{(\lambda)}_{\nu,n} - \lambda(\lambda - 1)]^2} 
\leq \bar{e}_{\nu,n} \leq \frac{3}{2} \left( \frac{\lambda^2(\lambda - 1)^2}{[(n + \lambda)^2 \sin^2 \theta^{(\lambda)}_{\nu,n} - \lambda(\lambda - 1)]^2} \right).
\]

Remark 4. For the trigonometric representation \( \theta^{(\lambda)}_{\nu,n} \) of the node \( x^{(\lambda)}_{\nu,n} \) the following asymptotic approximation is valid for every fixed \( \lambda > -\frac{1}{2} \) and \( \nu \leq qn \), \( q \in (0, 1) \) fixed, as \( n \to \infty \):

\[
\theta^{(\lambda)}_{\nu,n} = \phi^{(\lambda)}_{\nu,n} + \frac{\lambda(1 - \lambda)}{2(n + \lambda)^2} \left\{ 1 - \frac{6 + \lambda(1 - \lambda)[9 - 2\cos^2 \phi^{(\lambda)}_{\nu,n}]}{12(n + \lambda)^2 \sin^2 \phi^{(\lambda)}_{\nu,n}} + \nu^{-4}O(1) \right\} \cot \phi^{(\lambda)}_{\nu,n},
\]

where

\[
(2.24) \quad \phi^{(\lambda)}_{\nu,n} := \frac{2\nu - 1 + \lambda \pi}{n + \lambda}.
\]

(see Tricomi [37], Gatteschi [16], and Lemma 4 in §3). In particular, for \( \lambda \in [0, 1] \) the following inequalities hold (Gatteschi [17]) for \( \nu \leq (n + 1)/2 \):

\[
(2.25) \quad \phi^{(\lambda)}_{\nu,n} \leq \theta^{(\lambda)}_{\nu,n} \leq \phi^{(\lambda)}_{\nu,n} + \frac{\lambda(1 - \lambda)}{2(n + \lambda)^2} \cot \phi^{(\lambda)}_{\nu,n}.
\]

Furthermore, if \( \lambda \in [0, 1] \) and \( 1 < \nu \leq (n + 1)/2 \) then, omitting the term \( \nu^{-4}O(1) \) in (2.23), the right-hand side of (2.23) also is a lower bound for \( \theta^{(\lambda)}_{\nu,n} \) [14]. Therefore, similar results as above, not requiring the explicit knowledge of the nodes \( x^{(\lambda)}_{\nu,n} \), \( \theta^{(\lambda)}_{\nu,n} \) follow immediately. For the standard weight function \( w \equiv 1 \), i.e., \( \lambda = \frac{1}{2} \), for example, we obtain that

\[
(2.26) \quad a_{\nu,n}^{(1/2)G} = \frac{2\pi}{2n + 1} \sin \phi_{\nu,n} \left\{ 1 - \frac{1}{2(2n + 1)^2} \right\} (1 + e_{\nu,n}),
\]

where

\[
(2.27) \quad -\frac{\cos^2 \phi_{\nu,n}}{12(n + \frac{1}{2})^4 \sin^4 \phi_{\nu,n}} < e_{\nu,n} < \frac{1}{2(n + \frac{1}{2})^4 \sin^4 \phi_{\nu,n}},
\]

\[
\phi_{\nu,n} = \frac{4\nu - 1}{4n + 2} \pi.
\]

Finally, we state asymptotic approximations for the Gaussian weights which are sharper than (2.14).
Theorem 4. Let $\lambda > -\frac{1}{2}$; then, for $n \to \infty$ and $\nu \leq qn$, $q \in (0, 1)$ fixed,

\[
d^{(2)G}_{\nu, n} = \frac{\pi}{n + \lambda} \sin^2 \theta^{(\lambda)}_{\nu, n} \left\{ 1 - \frac{\lambda (1 - \lambda)}{(n + \lambda)^2 \sin^2 \theta^{(\lambda)}_{\nu, n} + \lambda (1 - \lambda)} \right\}^{1/2}.
\]

(2.28)

\[
= \frac{\pi}{n + \lambda} \sin^2 \phi^{(\lambda)}_{\nu, n} \left\{ 1 - \frac{\lambda (1 - \lambda)}{2(n + \lambda)^2} [1 - (2\lambda - 1) \cot^2 \phi^{(\lambda)}_{\nu, n}] + \frac{\lambda (1 - \lambda) A^{(\lambda)}(\phi^{(\lambda)}_{\nu, n})}{24(n + \lambda)^4 \sin^4 \phi^{(\lambda)}_{\nu, n}} + \nu^{-6} O(1) \right\}.
\]

(2.29)

\[
A^{(\lambda)}(\theta) := 9\lambda (1 - \lambda) + 6 + 12(1 - \lambda)(1 + 3\lambda^2) \cos^2 \theta + 4\lambda^2(1 - \lambda)(3\lambda + 1) \cos^4 \theta,
\]

(2.30)

where $\phi^{(\lambda)}_{\nu, n}$ is defined in (2.24). Furthermore,

\[
d^{(2)G}_{\nu, n} = \frac{1}{2} (x^{(\lambda)}_{\nu+1, n} - x^{(\lambda)}_{\nu-1, n}) w^{\lambda}_{\nu}(x^{(\lambda)}_{\nu, n}) \left( \frac{\pi}{n + \lambda} \csc \frac{\pi}{n + \lambda} \right) \left( 1 + \nu^{-5} O(1) \right).
\]

(2.31)  

Note that (2.31) improves upon the trapezoidal theorem for Gaussian formulae of Davis and Rabinowitz [9, §3, equations (16) and (18)].

Remark 5. Consider the Lobatto quadrature formula $Q^{(\lambda)Lo}_n$ ,

\[
Q^{(\lambda)Lo}_n[f] = a^{(\lambda)Lo}_{1, n} f(-1) + \sum_{\nu=2}^{n-1} a^{(\lambda)Lo}_{\nu, n} f(x^{(\lambda)Lo}_{\nu, n}) + a^{(\lambda)Lo}_{n, n} f(1),
\]

(2.32)

defined uniquely by its having degree $2n - 3$ (see, e.g., Braß [5, p. 92]). Using the equations (cf. Krylov [24, pp. 160 ff])

\[
x^{(\lambda)Lo}_{\nu, n} = x^{(\lambda+1)G}_{\nu-1, n-2},
\]

(2.33)

\[
a^{(\lambda)Lo}_{\nu, n} = a^{(\lambda+1)G}_{\nu-1, n-2} \left[ 1 - (x^{(\lambda+1)G}_{\nu-1, n-2})^2 \right]^{-1}, \quad \nu = 2, \ldots, n - 1,
\]

results similar to those above can be obtained immediately for the Lobatto formulae $Q^{(\lambda)Lo}_n$. The values of $a^{(\lambda)Lo}_{1, n}$, resp. $a^{(\lambda)Lo}_{n, n}$, as well as the value of $a^{(\lambda)Lo}_{(n+1)/2, n}$ for odd $n$ are known explicitly (see, e.g., Ghizzetti and Ossicini [20, §4.8]). Note in Theorems 2 and 3 that $e^{(\lambda+1)}_{n-1} = a^{(\lambda)Lo}_{(n+1)/2, n+1}$ for odd $n$.

3. Proof of the results

First, we state some preliminary lemmas on the zeros $x^{(\lambda)}_{\nu, n}$ of $p^{(\lambda)}_n$, which will be helpful for investigations near the boundary of the interval $[-1, 1]$. For $\lambda \in (-\frac{1}{2}, 0)$ we require simple bounds for $x^{(\lambda)}_{1, n}$ following directly from results of Elbert [11].
Lemma 2. Let $\lambda \in (-\frac{1}{2}, 0]$ and $n > 2$; then
\begin{equation}
4 \left[1 + \frac{1}{2} (\lambda + \frac{1}{2})\right] (\lambda + \frac{1}{2}) < (n + \lambda)^2 \sin^2 \theta^{(2)}_{1,n} < 5 \left(1 + \frac{1}{2} \lambda\right) (\lambda + \frac{1}{2}).
\end{equation}

Proof. By results of Szegö [35] and Buell [7] it is well known that
\begin{equation}
\frac{j_{\lambda-1/2,1,n}}{n + \lambda} < \theta^{(2)}_{1,n} < \frac{j_{\lambda-1/2,1}}{\{(n + \lambda)^2 + \lambda (1 - \lambda) [1 - (2/n)^2]\}^{1/2}}
\end{equation}
for $\lambda \notin [0, 1]$,

where as above, $j_{\lambda-1/2,1}$ denotes the smallest positive zero of the Bessel function $J_{\lambda-1/2}$, and that the reversed inequalities hold if $\lambda \in (0, 1)$. Furthermore, Elbert [11] has proved that
\begin{equation}
2 \left(\lambda + \frac{1}{2}\right) (\lambda + \frac{1}{2} + 2) \geq (j_{\lambda-1/2,1})^2 \geq (\lambda + \frac{1}{2}) (\lambda + \frac{1}{2} + 4) \quad \text{for } \lambda \in (-\frac{1}{2}, 0].
\end{equation}
Substituting (3.3) in (3.2) and using the standard inequalities $0 < x - \sin x < x^4/3$, (3.1) follows for $n > 5$. For $n = 3, 4, 5$ a calculation of $1 - (x_{\nu,n}^{(2)})^2$, using the explicit representation of the symmetric polynomials $P_n^{(2)}$, proves (3.1). \(\square\)

For large $\lambda$ we need the following bound.

Lemma 3. Let $\lambda > -\frac{1}{2}$; then
\begin{equation}
\left[(n + \lambda)^2 - \frac{1}{4}\right] \sin^2 \theta^{(2)}_{1,n} \geq (\lambda + \frac{1}{2})^2.
\end{equation}

Note that for large $\lambda$ and small $n$ (in the sense of $n = o(\lambda)$ as $\lambda \to \infty$), Lemma 3 gives sharper estimates than those using the first zero of the Bessel function as in (3.2); in particular,
\begin{equation}
\lim_{\lambda \to \infty} x_{\nu,n}^{(2)} = 0 \quad \text{for} \quad \lim_{\lambda \to \infty} n/\lambda = 0 \text{ and } \nu = 1, 2, \ldots, n.
\end{equation}
Since $j_{\lambda-1/2,1} = (\lambda - \frac{1}{2})(1 + O(\lambda^{-2/3}))$ as $\lambda \to \infty$ (cf. Abramowitz and Stegun [1, equation 9.5.14]), the limit (3.5) cannot be derived from (3.2).

Proof of Lemma 3. We first note that the function $y_n^{(2)}$ defined by
\begin{equation}
y_n^{(2)}(\theta) := (\sin \theta)^{\lambda-1/2} P_n^{(2)}(\cos \theta), \quad \theta \in (0, \pi),
\end{equation}
is a solution of the differential equation
\begin{equation}
y'' + (\cot \theta)y' + \left\{(n + \lambda)^2 - \frac{1}{4} - \frac{(\lambda - \frac{1}{2})^2}{\sin^2 \theta}\right\} y = 0, \quad \theta \in (0, \pi).
\end{equation}
This can be shown by explicit calculation, substituting $y_n^{(2)}$ into (3.7) and using well-known identities for $P_n^{(2)}$. Let $\alpha$ denote the first positive extremal point of $y_n^{(2)}$ in $(0, \pi)$; then, for $\lambda > \frac{1}{2}$,
\begin{equation}
y_n^{(2)}(\alpha) > 0, \quad y_n^{(2)'}(\alpha) = 0, \quad y_n^{(2)''}(\alpha) < 0.
\end{equation}
Therefore, (3.7) yields the inequality

$$\left( n + \lambda \right)^2 - \frac{1}{4} - \left( \lambda - \frac{1}{2} \right)^2 \sin^2 \alpha \frac{\sin^2 \alpha}{\sin^2 \alpha} = -\frac{a_n^{(2)}(\lambda)}{n^{(2)}(\lambda)} > 0.$$  (3.9)

Now, let $\beta$ denote the smallest positive extremal point of $(\sin \theta)^{\lambda-1/2} y_{1,n+1}^{(\lambda)}(\theta)$. For $\lambda > \frac{1}{2}$ we have $\alpha \leq \beta$. By $-\cos \beta = \lambda_{1,n+1}^{(\lambda-1)} = -\cos \theta_{1,n+1}^{(\lambda-1)}$ (cf. Abramowitz and Stegun [1, 22.13.2]) and (3.9) we obtain $\left( (n+\lambda)^2 - \frac{1}{4} \right) \sin^2 \theta_{1,n+1}^{(\lambda-1)} \geq (\lambda - \frac{1}{2})^2$ for $\lambda > \frac{1}{2}$, which proves the lemma. □

**Lemma 4.** Let $\lambda > -\frac{1}{2}$. Then, for $n \to \infty$ and $\nu \leq qn$, $q \in (0, 1)$ fixed,

$$\theta_{\nu,n}^{(\lambda)} = \phi_{\nu,n}^{(\lambda)} + \frac{\lambda(1 - \lambda)}{2(n + \lambda)^2} \left\{ 1 - \frac{6 + \lambda (1 - \lambda) [9 - 2 \cos^2 \phi_{\nu,n}^{(\lambda)}]}{12(n + \lambda)^2 \sin^2 \phi_{\nu,n}^{(\lambda)}} \right\} + \nu^{-4}O(1) \right\} \cot \phi_{\nu,n}^{(\lambda)},$$

where

$$\phi_{\nu,n}^{(\lambda)} := \frac{2\nu - 1 + \lambda \pi}{n + \lambda}.$$  (3.11)

For nodes $\lambda_{\nu,n}^{(\lambda)}$ remaining in a fixed closed interval in the interior of $[-1, 1]$, the above asymptotic approximation follows immediately from results of Tricomi [37] and Gatteschi [16].

**Proof of Lemma 4.** We first prove for every fixed $\lambda > -\frac{1}{2}$ the much weaker approximation $\theta_{\nu,n}^{(\lambda)} = \phi_{\nu,n}^{(\lambda)} + \frac{\lambda(1 - \lambda)}{2(n + \lambda)^2} \left\{ 1 + O(n^{-1} \sin^{-1} \theta_{\nu,n}^{(\lambda)}) \right\} \cot \phi_{\nu,n}^{(\lambda)}$ by use of Sturm’s comparison theorem applied to

$$\left( u_n^{(\lambda)} + g_n^{(\lambda)} u_n^{(\lambda)} = 0, \quad g_n^{(\lambda)}(\theta) = (n + \lambda)^2 + \frac{\lambda(1 - \lambda)}{\sin^2 \theta}, \right.$$  (3.12)

$$u_{\nu,n}^{(\lambda)}(\theta) = \sin^2 \theta P_n^{(\lambda)}(\cos \theta)$$

(cf. Szegö [36, equation (4.7.11)]) and using symmetry of $P_n^{(\lambda)}$. Then a repeated application of the asymptotic approximation

$$\frac{\Gamma(\lambda) \Gamma(n + \lambda + 1) \sin^2 \theta}{2\Gamma(n + 2\lambda)} P_n^{(\lambda)}(\cos \theta)$$

$$= \sum_{\nu=0}^{p} \frac{b_{\nu}}{\sin \nu \theta} \cos \left[ \left( n + \lambda + \nu \right) \theta - (\lambda + \nu) \frac{\pi}{2} \right] + M b_{p+1} \frac{1}{\sin^{p+1} \theta},$$

$$|M| \leq \frac{2^{p+1}}{\sin \lambda \pi}, \quad b_0 = 1, \quad b_{\nu} = \frac{1}{\nu!} \frac{\Gamma(\lambda + \nu) \Gamma(n + \lambda + \nu - 1)}{\Gamma(n + \lambda + \nu)},$$

proving by Szegö [34] for $p > \lambda - 1$ and nonintegral $\lambda$, yields (3.10). For integral $\lambda$ one can use the representation given in Szegö [36, equation (8.4.13)]. The calculations are lengthy but straightforward. □
Lemma 5. Let $\lambda > -\frac{1}{2}$. Then, for $n \to \infty$ and $2 \leq \nu \leq qn$, $q \in (0, 1)$ fixed,

$$x_{\nu + 1, n} - x_{\nu - 1, n} = \frac{2\pi}{n + \lambda} \left[ 1 - \left( x_{\nu, n}^{(\lambda)} \right)^2 \right]^{1/2}$$

(3.14)

$$\cdot \left\{ 1 - \frac{B^{(\lambda)}(x_{\nu, n}^{(\lambda)})}{2(n + \lambda)^2} + \frac{C^{(\lambda)}(x_{\nu, n}^{(\lambda)})}{24(n + \lambda)^4} + \nu^{-5} O(1) \right\},$$

where

(3.15)

$$B^{(\lambda)}(x) := \frac{\pi^2}{3} + \frac{\lambda(1 - \lambda)}{1 - x^2},$$

(3.16)

$$C^{(\lambda)}(x) := \frac{\pi^4}{5} + (2\pi^2 - 12)\frac{\lambda(1 - \lambda)}{1 - x^2} + \frac{9(1 + \lambda)\lambda(1 - \lambda)(2 - \lambda)}{(1 - x^2)^2}.$$  

Proof. Using Taylor’s expansion in (3.10), we obtain

$$\theta_{\nu + 1, n}^{(\lambda)} - \theta_{\nu, n}^{(\lambda)} = \frac{n}{n + \lambda} \left\{ 1 + \frac{\lambda(1 - \lambda)\pi}{2(n + \lambda)^3} \sin^3 \theta_{\nu, n}^{(\lambda)} - \lambda(1 - \lambda)H_{n}^{(\lambda)}(\theta_{\nu, n}^{(\lambda)}) + \nu^{-5} O(1) \right\}$$

(3.17)

$$= \frac{n}{n + \lambda} \left\{ 1 - \frac{\lambda(1 - \lambda)\pi}{2(n + \lambda)^3} \sin^3 \theta_{\nu + 1, n}^{(\lambda)} - \lambda(1 - \lambda)H_{n}^{(\lambda)}(\theta_{\nu + 1, n}^{(\lambda)}) + \nu^{-5} O(1) \right\}$$

$$= \frac{n}{n + \lambda} \left\{ 1 + \frac{\lambda(1 - \lambda)}{(n + \lambda)^2} \sin^2 \theta_{\nu, n}^{(\lambda)} \left[ 1 + \frac{(\pi^2 - 6)(1 + 2\cos^2 \theta_{\nu, n}^{(\lambda)})}{12(n + \lambda)^2} \right]^{-1/2} \right\}$$

$$\cdot (1 + \nu^{-5} O(1)),$$

where

$$H_{n}^{(\lambda)}(\theta) := \frac{1}{2(n + \lambda)^2} + \frac{(4\pi^2 - 6)(1 + 2\cos^2 \theta)}{24(n + \lambda)^4} \sin^4 \theta$$

(3.18)

$$\bar{\theta}_{\nu, n}^{(\lambda)} := (\theta_{\nu, n}^{(\lambda)} + \theta_{\nu + 1, n}^{(\lambda)})/2.$$  

The assertion follows by noting $x_{\nu, n}^{(\lambda)} = -\cos \theta_{\nu, n}^{(\lambda)}$ and again applying Taylor’s expansion. □

Proof of Lemma 1. For fixed $\xi$ and $\lambda$ we consider the sequence

$$d_{n, \xi}^{(\lambda)} := c_{n}^{(\lambda)} \frac{n + \lambda}{\pi} \left\{ 1 + \frac{\lambda(1 - \lambda)}{2} [n(n + 2\lambda) + \xi]^{-1} \right\}^{-1}.$$  

(3.19)

Using known asymptotic approximations for the gamma function (cf., e.g., Erdélyi and Tricomi [12]), we have (2.15) and the much weaker relation

$$\lim_{n \to \infty} d_{n, \xi}^{(\lambda)} = 1.$$  

(3.20)
A somewhat lengthy but straightforward calculation using the recurrence formula of the gamma function shows that

\[(3.21) \quad d_{n+2, \xi}^{(\lambda)} \leq d_{n, \xi}^{(\lambda)}\]

holds if and only if

\[(3.22) \quad \lambda(\lambda - 1) \left\{ (4\xi - \lambda^2 - 3\lambda - 2)[n^2 + 2(\lambda + 1)n] \\
+ 2\xi^2 + \xi(\lambda^2 + 7\lambda + 8) - 4\lambda(\lambda + 1)(\lambda + 2) \right\} \geq 0.\]

If \(4\xi := (\lambda + 2)(\lambda + 1),\) then the last inequality is equivalent to

\[(3.23) \quad (\lambda + 2)(\lambda + 1)\lambda(\lambda - 1)(\lambda - 2)(\lambda - 3) \geq 0.\]

If \(\xi = 2\lambda - 1,\) then (3.22) is equivalent to

\[(3.24) \quad \lambda(\lambda - 1)(\lambda - 2)(\lambda - 3)[n^2 + 2(\lambda + 1)(n + 1) - 1] \leq 0.\]

Substituting these two special values for \(\xi\) in (3.19) and using (3.20) and (3.21), the assertion (2.16) follows. Using the same method for \(\xi = \frac{5}{4}\lambda,\) we obtain (2.17). \(\square\)

**Proof of Theorems 1–4.** We consider the following representation of the Gaussian weights \(a_{\nu, n}^{(\lambda)G}\) which follows from (1.5):

\[(3.25) \quad a_{\nu, n}^{(\lambda)G} = c_n^{(\lambda)G} \sin^{2\lambda} \theta_{\nu, n}^{(\lambda)} \left\{ v_{1, n}^{(\lambda)}(\theta_{\nu, n}^{(\lambda)}) \right\}^{-1} = c_n^{(\lambda)G} \sin^{2\lambda} \theta_{\nu, n}^{(\lambda)} \left\{ 1 - \frac{\lambda(1 - \lambda) \cos^2 \theta_{\nu, n}^{(\lambda)}}{(n + \lambda)^2 \sin^2 \theta_{\nu, n}^{(\lambda)} + \lambda(1 - \lambda)} \right\} \cdot \left\{ v_{2, n}^{(\lambda)}(\theta_{\nu, n}^{(\lambda)}) \right\}^{-1}
\]

with \(c_n^{(\lambda)G}\) defined in (2.5) and

\[(3.27) \quad v_{1, n}^{(\lambda)}(\theta) = \gamma_n^{(\lambda)} \sin^{2\lambda} \theta \left\{ \left[ \sin \theta P_n^{(\lambda)}(\cos \theta) \right]^2 - 2\lambda \cos \theta P_n^{(\lambda)}(\cos \theta) P_n^{(\lambda)'}(\cos \theta) \right\} + ((n + \lambda)^2 + \lambda(1 - \lambda) + \lambda \cot^2 \theta) \left[ P_n^{(\lambda)}(\cos \theta) \right]^2, \quad \theta \in (0, \pi),
\]

\[(3.28) \quad v_{2, n}^{(\lambda)}(\theta) = v_{1, n}^{(\lambda)}(\theta) \left\{ 1 - \frac{\lambda(1 - \lambda) \cos^2 \theta}{(n + \lambda)^2 \sin^2 \theta + \lambda(1 - \lambda)} \right\}, \quad \theta \in (\bar{\theta}, \pi - \bar{\theta}),
\]

where

\[(3.29) \quad \gamma_n^{(\lambda)} = c_n^{(\lambda)G} \frac{[\Gamma(\lambda)]^2 \Gamma(n + 1)}{2^{2\lambda - 2} \pi \Gamma(n + 2\lambda)},
\]

\(\sin^2 \bar{\theta} := \max \left\{ 0, \frac{\lambda(\lambda - 1)}{(n + \lambda)^2} \right\}, \quad \bar{\theta} \in \left[ 0, \frac{\pi}{2} \right].\)
Using Lemmas 2 and 3, it follows that
\[ \theta_{1,n}^{(\lambda)} > \overline{\theta} \quad \text{for } n > 2 \text{ and } \lambda \geq (29 - \sqrt{885})/2 = -0.37447 \ldots, \]
while
\[ \theta_{1,n}^{(\lambda)} < \overline{\theta} \quad \text{for } n > 2 \text{ and } \lambda \leq (\sqrt{1441} - 41)/8 = -0.37993 \ldots. \]

For \( n = 2 \), we have by explicit calculation of \( \lambda_{1,2}^{(\lambda)} \) that \( \theta_{1,2}^{(\lambda)} \geq \overline{\theta} \) if and only if \( \lambda \geq (\sqrt{13} - 7)/9 = -0.37716 \ldots. \) Note that from the inequalities obtained by Buell [7, p. 311] one has \( \theta_{2,n}^{(\lambda)} > \overline{\theta} \) for all \( \lambda > -\frac{1}{2} \). Furthermore, standard identities for \( P_{n}^{(\lambda)} \) (cf. Szegö [36, §4.7]) yield
\[
(3.30) \quad P_{n}^{(\lambda)}(\cos_{\nu,n-1}) = -\frac{2\lambda}{n(n + 2\lambda)} \sin^{2} \theta_{\nu,n-1}^{(\lambda+1)} P_{n-1}^{(\lambda+1)}(\cos \theta_{\nu,n-1}^{(\lambda+1)})
\]

and hence, for \( \lambda > -\frac{1}{2} \),
\[
(3.31) \quad a_{\nu,n-1}^{(\lambda+1)} = c_{n-1}^{(\lambda+1)} \sin^{2\lambda+2} \theta_{\nu,n-1}^{(\lambda+1)} \left\{ 1 + \frac{\lambda \cos^{2} \theta_{\nu,n-1}^{(\lambda+1)}}{(n + \lambda)^{2} + \lambda(1 - \lambda) \sin^{2} \theta_{\nu,n-1}^{(\lambda+1)}} \right\}
\]

with \( c_{n-1}^{(\lambda+1)} \) defined in (2.8). An explicit calculation gives
\[
(3.33) \quad v_{1,n}^{(\lambda)} \left( \frac{\pi}{2} \right) = v_{2,n}^{(\lambda)} \left( \frac{\pi}{2} \right)
\]
\[
= \gamma_{n}^{(\lambda)} \sin^{2\lambda} \theta \left\{ [(n + \lambda)^{2} + \lambda(1 - \lambda)][P_{n}^{(\lambda)}(0)]^{2} + [P_{n}^{(\lambda)}'(0)]^{2} \right\}
\]
\[
= 1.
\]
Therefore, to prove Theorem 2 as well as Remark 3, it suffices to show that
\[
(3.34) \quad v_{1,n}^{(\lambda)}(\theta) \left\{ \begin{array}{ll}
\geq v_{1,n}^{(\lambda)}(\pi/2) & \text{for } \lambda \in [0,1], \\
\leq v_{1,n}^{(\lambda)}(\pi/2) & \text{for } \lambda \notin [0,1],
\end{array} \right.
\]
\[
(3.35) \quad v_{2,n}^{(\lambda)}(\theta) \left\{ \begin{array}{ll}
\leq v_{2,n}^{(\lambda)}(\pi/2) & \text{for } \lambda \in [0,1], \\
\geq v_{2,n}^{(\lambda)}(\pi/2) & \text{for } \lambda \notin [0,1],
\end{array} \right.
\]

and that equality in (3.34) and (3.35) holds if and only if \( \lambda \in [0,1] \) or \( \theta = \pi/2 \). To verify this, we apply standard methods introduced by Szegö [36, §7.3] and Bernstein [4]. First note that an explicit calculation yields, in the notation of (3.12),
\[
(3.36) \quad v_{1,n}^{(\lambda)}(\theta) = \gamma_{n}^{(\lambda)} \left\{ g_{n}^{(\lambda)}(\theta)[u_{n}^{(\lambda)}(\theta)]^{2} + [u_{n}^{(\lambda)}(\theta)]^{2} \right\}.
\]
It follows that
\[(3.37)\]
\[v_{1,n}^{(\lambda)}(\theta) = \gamma_n^{(\lambda)} \left[ u_n^{(\lambda)}(\theta) \right] g_n^{(\lambda)}(\theta).\]

The function \(g_n^{(\lambda)}\) is monotonic in \((0, \pi/2)\), resp. \((\pi/2, \pi)\), and therefore (3.34) holds. Similarly, we have
\[(3.38)\]
\[v_{2,n}^{(\lambda)}(\theta) = \frac{(n + \lambda)^2 + \lambda(1 - \lambda)}{g_n^{(\lambda)}(\theta)} v_{1,n}^{(\lambda)}(\theta), \quad \theta \in (\bar{\theta}, \pi - \bar{\theta}),\]

and (cf. Szegö [36, §7.31])
\[(3.39)\]
\[v_{2,n}^{(\lambda)}(\theta) = -\gamma_n^{(\lambda)} \left[ (n + \lambda)^2 + \lambda(1 - \lambda) \right] \frac{\left[ u_n^{(\lambda)}(\theta) \right]^2}{g_n^{(\lambda)}(\theta)}, \quad \theta \in (\bar{\theta}, \pi - \bar{\theta}).\]

This gives (3.35).

By (3.37) and (3.39) the functions \(v_{1,n}^{(\lambda)}\) and \(v_{2,n}^{(\lambda)}\) are monotonic in \((0, \pi/2)\). Therefore, Theorem 1 is a direct consequence of the representations (3.25), resp. (3.26).

To prove Theorem 3, we consider the following representation of the weights
\[(3.40)\]
\[a_{\nu,n}^{(\lambda)G} = c_{\nu,n}^{(\lambda)G} \sin^2 \theta \frac{(n + \lambda)^2 + \lambda(1 - \lambda)}{g_n^{(\lambda)}(\theta)} \left( \frac{2g_n^{(\lambda)}(\theta)}{g_n^{(\lambda)}(\theta)} \right)^{1/2},\]

where the function \(v_{3,n}^{(\lambda)}\) is defined by
\[(3.41)\]
\[v_{3,n}^{(\lambda)}(\theta) = \gamma_n^{(\lambda)} \left\{ \frac{(n + \lambda)^2 + \lambda(1 - \lambda)}{g_n^{(\lambda)}(\theta)} \right\}^{1/2} \cdot \left\{ \left( g_n^{(\lambda)}(\theta) - \frac{g_n^{(\lambda)}((\lambda))}{4g_n^{(\lambda)}(\theta)} + \frac{3g_n^{(\lambda)}((\lambda))}{8g_n^{(\lambda)}(\theta)^2} \right) u_n^{(\lambda)}(\theta) \right\}^2 + \left[ u_n^{(\lambda)}(\theta) \right]^2 + \frac{g_n^{(\lambda)}((\lambda))}{2g_n^{(\lambda)}(\theta)} u_n^{(\lambda)}(\theta) u_n^{(\lambda)}(\theta) \}

for \(\theta \in (\bar{\theta}, \pi - \bar{\theta})\). Using (3.12), we obtain
\[(3.42)\]
\[v_{3,n}^{(\lambda)}(\theta) = -\gamma_n^{(\lambda)} \left[ (n + \lambda)^2 + \lambda(1 - \lambda) \right]^{1/2} \frac{u_n^{(\lambda)}(\theta)^2}{4} \]
\[\cdot \left\{ g_n^{(\lambda)}(\theta) \frac{u_n^{(\lambda)}(\theta)}{g_n^{(\lambda)}(\theta)^{3/2}} \right\}''\]
\[= -\gamma_n^{(\lambda)} \left[ (n + \lambda)^2 + \lambda(1 - \lambda) \right]^{1/2} \frac{u_n^{(\lambda)}(\theta)^2 g_n^{(\lambda)}(\theta)}{4\left[ g_n^{(\lambda)}(\theta) \right]^{7/2}} \]
\[\cdot \left\{ g_n^{(\lambda)}(\theta) \right\}^2 - \frac{9}{2} \frac{g_n^{(\lambda)'''}(\theta) g_n^{(\lambda)''}(\theta) g_n^{(\lambda)}(\theta)}{g_n^{(\lambda)'''}(\theta) g_n^{(\lambda)''}(\theta) g_n^{(\lambda)}(\theta)} + \frac{15 \left[ g_n^{(\lambda)'}(\theta) \right]^3}{4g_n^{(\lambda)'''}(\theta)}.\]
Furthermore, we have
\begin{equation}
\nu_{3, n}(\theta) = \nu_{3, n}(\pi/2) - \int_0^{\pi/2} \nu_{3, n}(t) \, dt
\end{equation}

(3.44)
\begin{align*}
&= 1 - \frac{\gamma_n^{(\lambda)}}{4((n + \lambda)^2 + \lambda (1 - \lambda))} [u_n^{(\lambda)}(\pi/2)]^2 g_n^{(\lambda)''}(\pi/2) - \tilde{\epsilon}_{\nu, n}^{(\lambda)} \\
&= 1 - \frac{\lambda (1 - \lambda) [1 + (-1)^n]}{4((n + \lambda)^2 + \lambda (1 - \lambda))^2} - \tilde{\epsilon}_{\nu, n}^{(\lambda)},
\end{align*}

where
\begin{equation}
\tilde{\epsilon}_{\nu, n}^{(\lambda)} = \int_0^{\pi/2} \nu_{3, n}(t) \, dt
\end{equation}

(3.45)
\begin{align*}
&= -\frac{\gamma_n^{(\lambda)}}{4} [(n + \lambda)^2 + \lambda (1 - \lambda)]^{1/2} \int_0^{\pi/2} [u_n^{(\lambda)}(t)]^2 \cdot \left( \frac{g_n^{(\lambda)'}(t)}{[g_n^{(\lambda)}(t)]^{3/2}} \right)'' \, dt.
\end{align*}

First let \( \lambda \in (0, 1) \). The term is curly brackets in (3.43) is positive if
\begin{equation}
g_n^{(\lambda)}(\theta) > \frac{9}{2} \frac{g_n^{(\lambda)'}(\theta) g_n^{(\lambda)''}(\theta)}{g_n^{(\lambda)'''}(\theta)} = \frac{9}{4} \frac{\lambda (1 - \lambda)}{\sin^2 \theta} \frac{1 + 2 \cos^2 \theta}{2 + \cos^2 \theta},
\end{equation}

(3.46)
and therefore if
\begin{equation}
(n + \lambda)^2 > \frac{5 \lambda (1 - \lambda)}{4 \sin^2 \theta}.
\end{equation}

(3.47)
For \( \theta = \theta_{1, n}^{(\lambda)} \), this inequality follows from Lemma 3, so that the lower bound in (2.12) is proved. Since the integrand of the last integral in (3.45) is negative, we estimate \([u_n^{(\lambda)}(t)]^2\) by \((\gamma_n^{(\lambda)}[(n + \lambda)^2 + \lambda (1 - \lambda)])^{-1}\) (cf. (3.35), (3.36), and (3.38)). Now, an explicit calculation of the resulting integral yields
\begin{equation}
\tilde{\epsilon}_{\nu, n}^{(\lambda)} \leq \frac{\lambda (1 - \lambda)}{2} \frac{(1 + 2 \cos^2 \theta_{\nu, n}^{(\lambda)} - 3 h_{\nu, n}^{(\lambda)})(1 - h_{\nu, n}^{(\lambda)})^{3/2} - \sin^4 \theta_{\nu, n}^{(\lambda)}}{[(n + \lambda)^2 + \lambda (1 - \lambda)]^2 \sin^4 \theta_{\nu, n}^{(\lambda)}},
\end{equation}

(3.48)
\begin{equation}
h_{\nu, n}^{(\lambda)} := \frac{\lambda (1 - \lambda) \cos^2 \theta_{\nu, n}^{(\lambda)}}{(n + \lambda)^2 \sin^2 \theta_{\nu, n}^{(\lambda)} + \lambda (1 - \lambda)}.
\end{equation}

(3.49)
A further estimation proves the upper bound in (2.12). For \( \lambda \notin [0, 1] \) and \( \theta_{\nu, n}^{(\lambda)} \in (\bar{\theta}, \pi/2] \), the upper bound in (2.13) follows from the positivity of each summand in the curly brackets in (3.43). To prove the lower bound in (2.13), we notice that \([u_n^{(\lambda)}(t)]^2\) can be estimated from above by \([\gamma_n^{(\lambda)} g_n^{(\lambda)}(t)]^{-1}\) (cf.
(3.34) and (3.36)). Therefore, we have for \( \lambda \notin [0, 1] \) and \( \theta_{\nu, n} \in (\theta, \pi - \theta) \)

\[
\tilde{e}_{\nu, n}^{(\lambda)} \geq \frac{4}{\pi/2} \int_{\theta}^{\pi/2} \frac{8 g_n^{(\lambda)'}}{[g_n^{(\lambda)}(t)]^{5/2}} \frac{9 g_n^{(\lambda)''} g_n^{(\lambda)''}}{2[g_n^{(\lambda)}(t)]^{7/2}} + \frac{15[g_n^{(\lambda)'(t)]^2}}{4[g_n^{(\lambda)}(t)]^{9/2}} dt
\]

\[
= \frac{4}{\pi/2} \left[ \frac{32}{35 \lambda (\lambda - 1)} \frac{1}{[g_n^{(\lambda)}(t)]^{1/2}} - \frac{16}{105 \sin^2 t [g_n^{(\lambda)}(t)]^{3/2}} + \frac{33}{35} \frac{g_n^{(\lambda)''(t)}}{[g_n^{(\lambda)}(t)]^{5/2}} - \frac{15}{14} \frac{[g_n^{(\lambda)'}(t)]^2}{[g_n^{(\lambda)}(t)]^{7/2}} \right]^{\pi/2}.
\]

By explicit calculation we now obtain a lower bound for \( \tilde{e}_{\nu, n}^{(\lambda)} \) which is larger than the left-hand side of (2.13).

For the proof of Theorem 4 we use the auxiliary function

\[
v_{4, n}^{(\lambda)}(\theta) = \frac{1}{8[(n + \lambda)^2 + \lambda (1 - \lambda)]^{1/2}} \left( \frac{g_n^{(\lambda)'(\theta)}}{[g_n^{(\lambda)}(\theta)]^{1/2}} \right)'
v_{2, n}^{(\lambda)}(\theta)
\]

\[
= \frac{\gamma_n^{(\lambda)}(n + \lambda)^2 + \lambda (1 - \lambda)]^{1/2}}{8 g_n^{(\lambda)}} \left( \frac{g_n^{(\lambda)''(\theta)}}{[g_n^{(\lambda)}(\theta)]^{3/2}} \right)'' u_n^{(\lambda)}(\theta) u_n^{(\lambda)'}(\theta)
\]

\[
+ \frac{\gamma_n^{(\lambda)}(n + \lambda)^2 + \lambda (1 - \lambda)]^{1/2}}{16} \left\{ \frac{1}{g_n^{(\lambda)}(\theta)} \left( \frac{g_n^{(\lambda)'(\theta)}}{[g_n^{(\lambda)}(\theta)]^{3/2}} \right)'' \right\} \left[ u_n^{(\lambda)}(\theta) \right]^2.
\]

Its derivative is

\[
v_{4, n}^{(\lambda)'}(\theta) = \frac{\gamma_n^{(\lambda)}(n + \lambda)^2 + \lambda (1 - \lambda)]^{1/2}}{16} \left\{ \frac{1}{g_n^{(\lambda)}(\theta)} \left( \frac{g_n^{(\lambda)''(\theta)}}{[g_n^{(\lambda)}(\theta)]^{3/2}} \right)'' \right\} \left[ u_n^{(\lambda)}(\theta) \right]^2
\]

\[
- \frac{\gamma_n^{(\lambda)}(n + \lambda)^2 + \lambda (1 - \lambda)]^{1/2}}{8} g_n^{(\lambda)'}(\theta) \left( \frac{g_n^{(\lambda)''(\theta)}}{[g_n^{(\lambda)}(\theta)]^{3/2}} \right)'' u_n^{(\lambda)}(\theta)^2
\]

\[
= O(n^{-6} \sin^{-7} \theta).
\]

Therefore, the function \( v_{4, n}^{(\lambda)}(\theta) \) differs from \( v_{4, n}^{(\lambda)}(\pi/2) \) only by a term of order
$O(n^{-6} \sin^{-6} \theta)$, so that

$$a_{n, \nu}^{(\nu)} = c_n^{(\nu)} \frac{\sin^{2\nu} \theta^{(\nu)}_{\nu, n}}{v_{n, \nu}(\theta^{(\nu)}_{\nu, n})} \left( \frac{(n + \lambda)^2 + \lambda (1 - \lambda)}{g_n^{(\nu)}(\theta^{(\nu)}_{\nu, n})} \right)^{1/2} \frac{\lambda (1 - \lambda) (1 + \cos^2 \theta^{(\nu)}_{\nu, n})}{4[g_n^{(\nu)}(\theta^{(\nu)}_{\nu, n})]^2 \sin^4 \theta^{(\nu)}_{\nu, n}} - \frac{3\lambda^2 (1 - \lambda)^2 \cos^2 \theta^{(\nu)}_{\nu, n}}{4[\delta_n^{(\nu)}(\theta^{(\nu)}_{\nu, n})]^3 \sin^6 \theta^{(\nu)}_{\nu, n}}$$

(3.54)

$$= c_n^{(\nu)} \frac{\sin^{2\nu} \theta^{(\nu)}_{\nu, n}}{v_{n, \nu}(\pi/2)} \left( \frac{(n + \lambda)^2 + \lambda (1 - \lambda)}{g_n^{(\nu)}(\theta^{(\nu)}_{\nu, n})} \right)^{1/2} \frac{\lambda (1 - \lambda) (1 + \cos^2 \theta^{(\nu)}_{\nu, n})}{4[g_n^{(\nu)}(\theta^{(\nu)}_{\nu, n})]^2 \sin^4 \theta^{(\nu)}_{\nu, n}} + \nu^{-6} O(1)$$

(3.55)

$$= c_n^{(\nu)} \frac{\sin^{2\nu} \theta^{(\nu)}_{\nu, n}}{v_{n, \nu}(\pi/2)} \left( \frac{1 - \frac{\lambda (1 - \lambda) \cos^2 \theta^{(\nu)}_{\nu, n}}{(n + \lambda)^2 \sin^2 \theta^{(\nu)}_{\nu, n} + \lambda (1 - \lambda)}}{4(n + \lambda)^4 \sin^4 \theta^{(\nu)}_{\nu, n}} \right)^{1/2} \frac{\lambda (1 - \lambda) (1 + 2 \cos^2 \theta^{(\nu)}_{\nu, n} - (-1)^n \sin^4 \theta^{(\nu)}_{\nu, n})}{4(n + \lambda)^4 \sin^4 \theta^{(\nu)}_{\nu, n}} + \nu^{-6} O(1).$$

(3.56)

Applying (2.15) to this equation, we obtain (2.28). For the proof of (2.29) and (2.30) we only have to substitute the estimates (3.10) for $\theta^{(\nu)}_{\nu, n}$ into (2.28). The last relation (2.31) in Theorem 4 follows from (2.28) using Lemma 5. □

The corollaries can be shown by substituting the estimates of Lemma 1 for $c_n^{(\nu)}$ into the respective estimates of Theorems 2 and 3. The bounds (2.26) in Remark 4 are obtained using, in addition, the bounds for the zeros of $P_n^{(\nu)}$ in (2.25). The calculations are lengthy but elementary. By (3.42 ff) the function $v_{3, n}^{(\nu)}$ is monotonic in $(0, \pi/2)$. Therefore, Remark 1 follows directly from the representation (3.40).

### 4. Numerical examples

Using Lemmas 2 and 3, all estimates stated in the above theorems and corollaries remain bounded for all $\nu, n \in \mathbb{N}$ and fixed $\lambda \geq -\frac{4}{11}$. By results of Buell [7] it follows that this is also valid for $\lambda < -\frac{4}{11}$ if $\nu \neq 1$ and $\nu \neq n$. For the standard weight function $w \equiv 1$, i.e., $\lambda = \frac{1}{2}$, Table 1 indicates the precision of the bounds obtained, even for small $\nu$ and $n$. A further estimation using inequalities for the first nodes given by Szegö [35] and Gatteschi and Vinardi [15] shows that for this weight function the absolute value of the relative error of the lower bounds stated in Corollary 1 is smaller than 0.5% for all $n$ and $\nu$ and at most 0.05% and 0.005% for $1 < \nu < n$ and $2 < \nu < n - 1$, respectively, while for the value $s^{(1/2)}_{\nu, n}$ in Corollary 2 we have by (2.21) that $\bar{c}_{\nu, n}^{(1/2)} < \frac{1}{30 \nu^4}$ for $1 \leq \nu \leq (n + 1)/2$.
5. Applications

For brevity, we restrict consideration to the standard weight function \( w \equiv 1 \), i.e., \( \lambda = \frac{1}{2} \). Most of the proofs of the results below require additional investigations. Much more precise results, also for other values of \( \lambda \), as well as the respective proofs will be given elsewhere.

1. Applying the above results, and modifying methods used in [13], it can be shown that the weights \( a_{\nu,n} \) of every positive quadrature formula \( Q_n \) of the type (1.2) (i.e., \( a_{\nu,n} \geq 0 \) for all \( \nu \)) having degree \( \deg(Q_n) \geq 2m - 1 \) satisfy the inequality

\[
(5.1) \quad a_{\nu,n} < \frac{\pi}{m} \left\{ (1 - x_{\nu,n}^2)^{1/2} + \frac{\pi}{m} |x_{\nu,n}| \right\}.
\]

This improves asymptotic results previously obtained for special positive interpolatory quadrature formulae (see Kütz [25]).

2. In order to investigate the numerical stability of quadrature formulae, one possible measure is the sum of the squares of the weights of \( Q_n \), the so-called 'variance' of \( Q_n \) (see, e.g., Chebyshev [8], Ostrowski [29], Allasia [3], and Katz [23]). Applying Corollary 2, it can be shown that

\[
(5.2) \quad \frac{\pi^2}{2} \frac{1}{n+1} < \sum_{\nu=1}^{n} (a_{\nu,n}^G)^2 < \frac{\pi^2}{2} \frac{1}{n}, \quad n \geq 1.
\]

This improves an asymptotic result of Kahaner [22]. Note that for every quadrature formula \( Q_n \), the above sum has at least the value \( 4/n \) if \( \deg(Q_n) \geq 0 \). The inequalities (5.2) show that the variance of the Gaussian formulae differs from the variance of such 'Chebyshev-type formulae' at most by a factor 1.24.

3. To estimate the error \( R_n^G \) of the Gaussian formula \( Q_n^G \) for integrands with low continuity, Stroud [32] proposed to investigate the so-called 'error coefficients' of low order of the Gaussian formulae (see also Davis and Rabinowitz [10, p. 292]). Numerical examples given in Stroud and Secrest [33] for small \( n \) indicate that these are not much greater than those of the respective optimal formulae. This is confirmed by applying Theorem 2 to Peano kernels of small order. We obtain, e.g.,

\[
(5.3) \quad |R_n^G[f]| \leq \frac{\pi}{2n+1} \text{Var} f, \quad |R_n^G[f]| \leq \frac{\pi^2}{8n} \max_{x \in [-1,1]} |f'(x)|,
\]

where \( \text{Var} f \) is the variation of \( f \). These error coefficients cannot be improved asymptotically as \( n \to \infty \) (see [30]). Note that for the respective optimal formulae using \( n \) nodes we have the error coefficient \( 1/n \) instead of \( \pi/(2n+1) \) for the first class \( \{f | \text{Var} f \leq 1 \} \) of functions, and also \( 1/n \) instead of \( \pi^2/(8n) \) for the second class \( \{f | f \in C[1,1], \max_{x \in [-1,1]} |f'(x)| \leq 1 \} \) of functions considered in (5.3); see, e.g., Braß [5].

4. In Hämmerlin [21, Problem 2], Professor H. Braß conjectured that \( R_n^G[f] = O(n^{-2}) \) for every bounded convex function \( f \) as \( n \to \infty \). Applying Theorem 4, we can prove the validity of this conjecture and thus show that the Gaussian
<table>
<thead>
<tr>
<th>n</th>
<th>ν</th>
<th>$a_{\lambda,n}^{(\lambda)}$</th>
<th>lower bounds</th>
<th>asymptotic approximations</th>
<th>upper bounds</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1</td>
<td>$1.0000000000$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>$0.34785 48451$</td>
<td>$-1.4(-3)$</td>
<td>$2.6(-3)$</td>
<td>$6.6(-3)$</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>$0.65214 51549$</td>
<td>$-3.0(-3)$</td>
<td>$8.2(-5)$</td>
<td>$8.5(-4)$</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>$0.10122 85363$</td>
<td>$-2.3(-3)$</td>
<td>$2.3(-4)$</td>
<td>$8.1(-4)$</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>$0.22238 10345$</td>
<td>$-3.6(-5)$</td>
<td>$4.9(-5)$</td>
<td>$6.2(-4)$</td>
</tr>
<tr>
<td>4</td>
<td>2</td>
<td>$0.31370 66459$</td>
<td>$-4.3(-5)$</td>
<td>$7.2(-7)$</td>
<td>$8.1(-6)$</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>$0.36268 37854$</td>
<td>$-3.8(-7)$</td>
<td>$8.8(-7)$</td>
<td>$6.4(-4)$</td>
</tr>
<tr>
<td>5</td>
<td>2</td>
<td>$0.02715 24594$</td>
<td>$-6.5(-4)$</td>
<td>$6.0(-5)$</td>
<td>$2.2(-4)$</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>$0.06225 35239$</td>
<td>$-1.1(-3)$</td>
<td>$1.0(-6)$</td>
<td>$1.8(-5)$</td>
</tr>
<tr>
<td>6</td>
<td>3</td>
<td>$0.09515 85117$</td>
<td>$-3.7(-6)$</td>
<td>$2.0(-7)$</td>
<td>$3.3(-6)$</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>$0.12662 69713$</td>
<td>$-1.5(-6)$</td>
<td>$4.3(-8)$</td>
<td>$1.2(-6)$</td>
</tr>
<tr>
<td>7</td>
<td>5</td>
<td>$0.14959 59888$</td>
<td>$-7.1(-7)$</td>
<td>$1.3(-8)$</td>
<td>$4.7(-7)$</td>
</tr>
<tr>
<td></td>
<td>7</td>
<td>$0.16915 65194$</td>
<td>$-4.3(-7)$</td>
<td>$5.3(-9)$</td>
<td>$1.9(-7)$</td>
</tr>
<tr>
<td>8</td>
<td>7</td>
<td>$0.18260 34150$</td>
<td>$-3.0(-7)$</td>
<td>$2.6(-9)$</td>
<td>$6.0(-8)$</td>
</tr>
<tr>
<td>9</td>
<td>8</td>
<td>$0.18945 60105$</td>
<td>$-2.3(-7)$</td>
<td>$1.7(-9)$</td>
<td>$8.2(-9)$</td>
</tr>
<tr>
<td>10</td>
<td>9</td>
<td>$0.18071 86100$</td>
<td>$-2.0(-7)$</td>
<td>$1.0(-9)$</td>
<td>$1.2(-8)$</td>
</tr>
<tr>
<td>32</td>
<td>6</td>
<td>$0.01627 43947$</td>
<td>$-3.6(-5)$</td>
<td>$5.7(-5)$</td>
<td>$9.6(-5)$</td>
</tr>
<tr>
<td></td>
<td>12</td>
<td>$0.00553 20553$</td>
<td>$-3.8(-5)$</td>
<td>$3.8(-6)$</td>
<td>$6.3(-5)$</td>
</tr>
<tr>
<td>16</td>
<td>12</td>
<td>$0.03427 36829$</td>
<td>$-4.0(-7)$</td>
<td>$9.0(-7)$</td>
<td>$4.0(-5)$</td>
</tr>
<tr>
<td>32</td>
<td>12</td>
<td>$0.05099 85093$</td>
<td>$-1.1(-7)$</td>
<td>$3.1(-8)$</td>
<td>$9.0(-7)$</td>
</tr>
<tr>
<td>64</td>
<td>12</td>
<td>$0.05868 40935$</td>
<td>$-6.8(-8)$</td>
<td>$1.7(-8)$</td>
<td>$6.0(-8)$</td>
</tr>
<tr>
<td>64</td>
<td>12</td>
<td>$0.06582 22228$</td>
<td>$-2.3(-8)$</td>
<td>$1.8(-9)$</td>
<td>$4.9(-9)$</td>
</tr>
<tr>
<td>128</td>
<td>12</td>
<td>$0.07234 57941$</td>
<td>$-3.0(-8)$</td>
<td>$1.0(-9)$</td>
<td>$1.3(-9)$</td>
</tr>
<tr>
<td>128</td>
<td>24</td>
<td>$0.07819 38958$</td>
<td>$-2.2(-9)$</td>
<td>$1.3(-9)$</td>
<td>$4.9(-9)$</td>
</tr>
<tr>
<td>256</td>
<td>24</td>
<td>$0.08331 19242$</td>
<td>$-1.8(-9)$</td>
<td>$8.2(-10)$</td>
<td>$3.4(-9)$</td>
</tr>
<tr>
<td>256</td>
<td>24</td>
<td>$0.08765 20930$</td>
<td>$-1.3(-9)$</td>
<td>$5.0(-10)$</td>
<td>$2.2(-9)$</td>
</tr>
<tr>
<td>512</td>
<td>24</td>
<td>$0.09117 38787$</td>
<td>$-1.0(-9)$</td>
<td>$2.8(-10)$</td>
<td>$1.3(-9)$</td>
</tr>
<tr>
<td>512</td>
<td>24</td>
<td>$0.09384 43991$</td>
<td>$-8.9(-10)$</td>
<td>$1.4(-10)$</td>
<td>$6.6(-10)$</td>
</tr>
<tr>
<td>1024</td>
<td>24</td>
<td>$0.09563 87201$</td>
<td>$-7.9(-10)$</td>
<td>$3.6(-10)$</td>
<td>$2.3(-9)$</td>
</tr>
<tr>
<td>1024</td>
<td>24</td>
<td>$0.09654 00885$</td>
<td>$-7.5(-10)$</td>
<td>$3.6(-10)$</td>
<td>$1.6(-9)$</td>
</tr>
</tbody>
</table>

Table 1. Absolute errors of the lower bounds, upper bounds and asymptotic approximations for the Gaussian weights $a_{\nu,n}^{(\lambda)}$ proved in $\S 2$ for $\lambda = \frac{1}{2}$.
rule has asymptotically the best possible (see Braß [6]) order of convergence, even in this wide class of functions.
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