A NUMERICAL METHOD FOR EVALUATING ZEROS OF SOLUTIONS OF SECOND-ORDER LINEAR DIFFERENTIAL EQUATIONS
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Abstract. A numerical algorithm for computing real zeros of solutions of 2nd-order linear differential equations \( y'' + q(x)y = 0 \) in the oscillatory case on a half line is studied. The method applies to the class \( q(x) = a + \frac{b}{x} + O(x^{-p}) \), with \( a > 0, b \in \mathbb{R}, p > 1 \).

This procedure is based on a certain nonlinear 3rd-order equation (Kummer’s equation) which plays a role in the theory of transformations of 2nd-order differential equations into each other, and was earlier introduced by F. W. J. Olver in 1950 to compute zeros of cylinder functions. A rigorous asymptotic and numerical analysis is developed by combining Borůvka’s approach to the study of Kummer’s equation and Olver’s original idea. Numerical examples are presented.

1. Introduction

In this paper we develop a numerical algorithm for computing real zeros of solutions of 2nd-order linear ordinary differential equations, such as

\[
y'' + q(x)y = 0,
\]

on a half line, in the oscillatory case.

Our method applies to the case

\[
q(x) = a + \frac{b}{x} + O(x^{-p}),
\]

with \( a > 0, b \in \mathbb{R}, p > 1 \), and the (technical) hypothesis of analyticity. The form of \( q(x) \) in (1.2) includes many important cases, such as that of the Bessel equation, the Coulomb wave equation, several cases of the confluent hypergeometric equation (see [13]), etc.

The procedure is based on a certain nonlinear 3rd-order differential equation (Kummer’s equation), which plays a role in the theory of transformations of linear ordinary 2nd-order differential equations into each other, and was earlier introduced by F. W. J. Olver in 1950 [8] to compute zeros of cylinder functions.
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Neither a general theory nor a proof of convergence was given by Olver at that time, but computational work was successfully carried out with the help of a certain algorithm suggested by the asymptotic behavior of the zeros.

In this paper, a more rigorous analysis is developed by combining Borůvka's approach to the study of Kummer's equation [4] and Olver's original idea. More precisely, we obtain an iterative scheme which converges in a suitable sense when $n$ (the iteration number) goes to $\infty$. Initialization is provided by a certain preliminary asymptotic analysis based on the asymptotic behavior of $q(x)$ in (1.1). Theorem 3.2 contains the main result of the paper (the proof of convergence), Corollary 3.3 shows that our method yields results much more accurate than the asymptotics alone when computing large zeros. At the same time, the theorem shows that the number of iterations needed for obtaining a given accuracy, say $\epsilon$, is asymptotically proportional to $-\log \epsilon$, as $\epsilon \to 0^+$.

The plan of the paper is as follows. In §2, the problem is formulated and the relevant definitions and assumptions are laid down. The asymptotic part is worked out here, starting from the asymptotic representation assumed for $q(x)$. In §3, we give the main result, and a basic preliminary lemma is proved concerning a certain complex-valued function of three complex variables. In §4, several numerical examples are presented.

2. Preliminary asymptotic analysis

We are concerned with the problem of evaluating the real zeros of any particular solution of a 2nd-order differential equation such as (1.1) on a half line, in the case when there exist infinitely many real zeros (oscillatory case).

Following Borůvka's terminology, we shall below refer to $q(x)$ in (1.1) as "the carrier" of the equation. For clarity and convenience, we shall consider first the case $b = 0$ in (1.2). Results, similar to those in Theorem 3.2, for the general case $b \neq 0$ will be stated at the end of §3, in Remark 3.4.

We shall assume that the carrier enjoys the following properties. First of all, $q(x)$ is the restriction to the real half line, say $x > \rho$, of a function $q(z)$ holomorphic in an annular sector $S_{\rho, \gamma}$,

$$S_{\rho, \gamma} \equiv \{z : z \in \mathbb{C}, \ |z| > \rho, \ |\arg(z)| < \gamma\},$$

for certain $\rho, \gamma$, where $\rho \geq 0$ and $0 < \gamma \leq \pi/2$. Moreover, we assume that $q(z)$ possesses the asymptotic structure

$$q(z) = a + Q(z), \quad a > 0 \ (\text{constant}),$$

$$Q(z) = O(z^{-p}), \quad p > 1 \ (\text{constant}).$$

More precisely, we stipulate that the holomorphic function $Q(z)$ is estimated according to (2.3) by

$$|Q(z)| \leq K|z|^{-p}, \quad z \in S_{\rho, \gamma}.$$

Our method for evaluating zeros is based on the derivation of a "phase function", $\alpha(x)$, relative to a given basis. Such a function is defined as any
$C^3$-solution to the equation

$$\tan \alpha(x) = \frac{u(x)}{v(x)},$$

$u(x)$ and $v(x)$ being any two linearly independent solutions to (1.1); cf. [4, pp. 36–39]. In fact, the zeros being sought are the solutions to

$$y(x, \alpha) \equiv u(x) \cos \alpha - v(x) \sin \alpha = 0,$$

which can be considered as a relation between $x$ and $\alpha$. A phase function has the property that

$$|\alpha(x_k) - \alpha(x_{k-1})| = \pi, \quad k = 1, 2, 3, \ldots,$$

for any two consecutive zeros of any particular solution to (1.1), although $\alpha$ depends on the special choice of the basis $(u(x), v(x))$; cf. [4, p. 38]. By inverting relation (2.7) one can thus compute the zeros, $x_k$.

On the other hand, we obtain from (2.5)

$$\alpha'(x) = -\frac{W}{u''(x) + v''(x)},$$

where $W$ is the (constant) Wronskian of $u(x), v(x)$.

Equation (2.8) can be used to obtain $\alpha(x)$, whenever $u$ and $v$ are at hand; cf., e.g., [11]. Moreover, one can obtain at once $u''(x) + v''(x)$ as a solution to a well-known third-order linear differential equation that can be constructed explicitly [2, 3, 12]. It is possible, however, to eliminate $u$ and $v$ in (2.8), obtaining a closed-form third-order nonlinear differential equation satisfied by $\alpha(x)$ alone. This task can be accomplished by repeated differentiation and using the fact that $u'' = -qu$, $v'' = -qv$; the details are left to the reader. The resulting equation is

$$\alpha'^2 = q(x) - \frac{1}{2}\{\alpha, x\},$$

where

$$\{\alpha, x\} \equiv \frac{\alpha'''}{\alpha'} - \frac{3}{2} \left(\frac{\alpha''}{\alpha'}\right)^2$$

denotes the so-called "Schwarzian derivative" (cf., e.g., [6, p. 647]). Equation (2.9) is a special case of the so-called Kummer's equation, and appears in the theory of transformations of second-order linear differential equations; cf. [4]. One of the advantages in this approach is that one avoids evaluating the solutions $u, v$ to (1.1) or their combination $u^2 + v^2$.

The concept of phase plays a central role in describing solutions and properties of second-order linear differential equations. This provides, in fact, a key to obtaining any particular solution to (1.1) (cf. [4, §5.7, p. 39]) as well as its zeros and its stationary points (see Remark 4.2 below). Approximating a certain phase by our procedure described below will enable us to compute globally the zeros of any particular solution.
In [8] Olver derived a third-order nonlinear differential equation satisfied by the generic zero, \( x = \rho(\alpha) \), of \( y(x, \alpha) \) defined in (2.6), as a function of the real parameter \( \alpha \). This equation can be written as

\[
\rho'^2 = \frac{1}{q(\rho)} \left(1 - \frac{1}{2}\{\rho, \alpha\}\right).
\]

(2.11)

It is easily checked that equation (2.9) changes into (2.11) upon the transformation \( \rho = \rho(\alpha) \) and conversely (note that \( \alpha \) is invertible as \( \text{sgn} \alpha' = -\text{sgn} W' \); cf. (2.8)).

In [8] Olver was mainly concerned with the evaluation of zeros of cylinder functions. In this case it turns out that \( \{\rho, \alpha\} = O(\alpha^{-3}) \) as \( \alpha \to +\infty \), and he used the following iterative scheme:

\[
\rho_0 = \frac{1}{q(\rho_0)},
\]

(2.12)

\[
\rho_{n+1}^2 = \frac{1}{q(\rho_{n+1})} \left(1 - \frac{1}{2}\{\rho_n, \alpha\}\right), \quad n = 0, 1, 2, \ldots,
\]

suggested by (2.11). We found it more convenient to base our approach on equation (2.9) rather than (2.11). Therefore, we introduce the iterative scheme

\[
\alpha_n^2 = q(x),
\]

(2.13)

\[
\alpha_{n+1}^2 = q(x) - \frac{1}{2}\{\alpha_n, x\}, \quad n = 0, 1, 2, \ldots,
\]

Note that Olver's method requires solving a differential equation at each step (for \( \rho_{n+1}(\alpha) \)), while ours merely involves quadratures (indeed, only one at the end of the whole procedure; see §4). We must however obtain the zeros from \( \alpha_n(\cdot) \) while Olver's approach yields them directly. Moreover, no proof of convergence of the algorithm (2.12) was given in [8].

In §3, we shall prove that the sequence \( \alpha_n'(x) \) defined by (2.13), with \( q(x) \) in the class described above, converges (in a suitable sense) to a solution, \( \alpha'(x) \), of (2.9) possessing a certain asymptotic behavior. This solution, \( \alpha' \), is such that relation (2.8) holds, \( (u, v) \) being a Liouville-Green basis (or WKBJ; cf. [10]), and \( W \) the (constant) Wronskian of \( u \) and \( v \). The initialization in (2.13) is suggested by the fact that we want to approximate precisely such a phase function. We call this phase function a “Liouville-Green phase”.

If we set

\[
\phi_n \equiv (\alpha_n')^2, \quad n = 0, 1, 2, \ldots,
\]

(2.14)

the scheme (2.13) becomes

\[
\phi_0 = q(x),
\]

(2.15)

\[
\phi_{n+1} = q(x) + [\phi_n, x], \quad n = 0, 1, 2, \ldots,
\]

where we have introduced the symbol

\[
[\phi, x] \equiv -\frac{1}{4} \frac{\phi''}{\phi} + \frac{5}{16} \left(\frac{\phi'}{\phi}\right)^2.
\]

(2.16)
Then $\phi_n(x)$ will approximate $\phi(x)$, the solution to
\begin{equation}
\phi = q(x) + [\phi, x],
\end{equation}
into which equation (2.9) is transformed by setting
\begin{equation}
\phi \equiv (\alpha')^2.
\end{equation}

This procedure has the advantage of avoiding handling square roots, which causes complications when working in the complex plane. Moreover, using $\phi_n$ instead of $\alpha_n$ is also convenient in view of symbolic manipulations; cf. §4. In fact, (2.15) yields $\phi_n$ as a rational function of $q$ and its derivatives up to order $2n$.

Note that $\{\alpha, x\} = -2[\phi, x]$ and that (2.17) is a second-order differential equation for $\phi$, while recursion (2.15) is no longer a differential equation for $\phi_{n+1}$. Only a single quadrature on $\phi_{1/2}(x)$ has to be accomplished at the end, for the value of $n$ related to a given accuracy.

Starting from the asymptotic assumptions (2.2)-(2.3) on the carrier $q(x)$, we now obtain the asymptotic behavior of the auxiliary function $\phi(x)$ which will be necessary for estimating the term $[\phi, x]$.

Since in proving the convergence of $\phi_n$ to $\phi$, estimates are needed on the derivatives of $\phi_n - \phi$ (cf. $[\phi_n, x]$ in (2.15)), we “complexify” all quantities involved, extending them from the real half line into a sector $S$. We start with a complex Liouville-Green basis in $S$. Following Olver [10], we split the carrier $q(z)$ into two parts, $f(z)$ and $g(z)$, $q(z) = f(z) + g(z)$, where
\begin{equation}
f(z) = a, \quad g(z) = Q(z) = 0(z^{-p}).
\end{equation}

Theorem 11.1 in [10, Chapter 6] yields the basis
\begin{equation}
U(z) = f^{-1/4}(z)e^{i\xi(z)}[1 + \xi_1(z)],
\end{equation}
\begin{equation}
V(z) = f^{-1/4}(z)e^{-i\xi(z)}[1 + \xi_2(z)],
\end{equation}
where
\begin{equation}
\xi(z) = \int^z f^{1/2}(t) dt
\end{equation}
and
\begin{equation}
|\xi_j(z)| \leq \exp\{V_{z,\infty}^j(F)\} - 1,
\end{equation}
\begin{equation}
|\xi_j(z)| \leq |f^{1/2}(z)|(\exp\{V_{z,\infty}^j(F)\} - 1), \quad j = 1, 2;
\end{equation}
here $V_{z,\infty}^j(F)$ denotes the variation of $F$,
\begin{equation}
F \equiv F(z) = \int^z (f^{-1/4}D^2f^{-1/4} + g f^{-1/2}) dt,
\end{equation}
along the path $l_j$, $j = 1, 2$. The path $l_j$ connects $z$ to $\infty$ remaining inside $S_{\rho,\gamma}$, and has the property of being “$\xi$-progressive”, i.e., $\text{Im}[\xi(z)]$ is nonincreasing along $l_1$ and nondecreasing along $l_2$ (cf. [10, p. 222]). The splitting
of \( q \) must satisfy only the requirement that the variation \( V_{z,\infty}^j(F) \) be finite for \( j = 1,2 \) and all \( z \) in \( S_{\rho,\gamma} \). The choice (2.19) is acceptable.

Above, we chose for the square root the branch that is continuous and real positive for real positive argument; moreover, we stipulate that \((f^{-1/4})^2 = f^{-1/2}\); cf. [10, p. 222]. Therefore, all quantities above, \( f^{-1/2}(z), \xi(z), \epsilon_j(z), F(z), U(z), V(z), \) are holomorphic in the simply connected region \( S_{\rho,\gamma} \). We get

\[
(2.24) \quad \xi(z) = a^{1/2} z,
\]
where the constant of integration in (2.21) has been chosen equal to zero, with no loss of generality.

The variation of \( F(z) \) introduced above is defined by

\[
(2.25) \quad V_{z,\infty}^j(F) = \int_{t_1}^{t_2} |F'(z(t))| |z'(t)| \, dt,
\]

where the path \( l_j \) is parametrically defined by \( z = z(t), t_1 < t < t_2 \); cf. [10, Chapter 1, p. 29]. It is easy to check that, because of (2.24), if \( \text{Im} z \geq 0 \), the straight half-line through the origin and \( z \in S_{\rho,\gamma} \), joining \( z \) to \( \infty \), can be taken as the path \( l_1 \). As for \( l_2 \), we can take the circular arc with radius \( |z| \) joining \( z \) to the point \((|z|, 0)\) and then the real half line \( x \geq |z| \) (see Figure 1). If \( \text{Im} z < 0 \), we interchange the roles of \( l_1 \) and \( l_2 \).

Therefore, we have

\[
(2.26) \quad F(z) = a^{-1/2} \int z Q(t) \, dt,
\]

\[
(2.27) \quad V_{z,\infty}^j(F) \leq \kappa(p)a^{-1/2}|z|^{1-p}, \quad j = 1,2,
\]

where

\[
(2.28) \quad \kappa(p) = \left( \gamma + \frac{1}{p-1} \right) K
\]

(\( \gamma \) could be omitted in (2.28) when estimating \( V_{z,\infty}^j \)). An estimate for \( \epsilon_j \) then follows:

\[
(2.29) \quad |\epsilon_j(z)| \leq V_{z,\infty}^j \exp(V_{z,\infty}^j)
\]

\[
< \kappa(p)a^{-1/2} \exp(\kappa(p)a^{-1/2} \rho^{1-p}) |z|^{1-p}, \quad j = 1,2,
\]

since \( |z| > \rho \) for any \( z \in S_{\rho,\gamma} \). Note the double asymptotic nature in \( \epsilon_j(z) = O(a^{-1/2}z^{1-p}) \) with respect to both the variable \( z \), as \( z \to \infty \) in \( S_{\rho,\gamma} \), and the parameter \( a \), as \( a \to +\infty \). This fact is related to the well-known double asymptotic nature of the Liouville-Green approximations [10, Chapter 6].

At this point, we construct the real Liouville-Green basis, i.e., a linear combination of \( U(z) \) and \( V(z) \) which is real on the real axis. Recalling that \( V(x) = \overline{U(x)} \) (cf. [10, Chapter 6]), we obtain the real basis

\[
(2.30) \quad u(x) = \text{Re} U(x), \quad v(x) = \text{Im} U(x).
\]
It is clear now that \( u(x), v(x) \) can be holomorphically continued (in a unique way) into \( S_{\rho, \gamma} \) by the relations

\[
\begin{align*}
u(z) &= \frac{U(z) + V(z)}{2} , \\
u(z) &= \frac{U(z) - V(z)}{2i} .
\end{align*}
\]

Correspondingly, the auxiliary function \( \phi(x) \) can be extended by

\[
\phi(z) = \frac{W^2}{[u^2(z) + v^2(z)]^2} .
\]

This extension is valid, however, only in a subset of \( S_{\rho, \gamma} \), where \( u^2(z) + v^2(z) \neq 0 \).

This is, in fact, true in \( S_{\rho, \gamma} \cap R = \{x : x > \rho\} \), and in \( S_{\rho, \gamma} \) as well, provided that

\[
u^2(z) + v^2(z) = U(z)V(z) = a^{-1/2}[1 + \epsilon_1(z)][1 + \epsilon_2(z)] \neq 0 ,
\]
i.e., for \( |\epsilon_j(z)| < 1, \ j = 1, 2 \). This entails a possible restriction of \( S_{\rho, \gamma} \) to an annular sector with a larger value of \( \rho \) (but with unchanged angle). Below we
shall use the same symbol for this modified sector. Equation (2.17) itself can be considered as a differential equation in $S_{\rho', \gamma'}$.

We now obtain a preliminary asymptotic approximation for $\phi(z)$ as $z \to \infty$ in $S_{\rho', \gamma'}$. Evaluating the (constant) Wronskian

$$W[u(z), v(z)] = 1$$

through (2.20), we get from (2.32), (2.33), (2.29)

$$\phi(z) = \frac{a}{[1 + \varepsilon_1(z)]^2[1 + \varepsilon_2(z)]^2} = a[1 + O(a^{-1/2}z^{1-p})].$$

We can go further and improve this asymptotic approximation as follows. Using the asymptotic differentiation theorem [10, Chapter 1], we obtain from (2.35)

$$\phi'(z) = O(a^{1/2}z^{-p}), \quad \phi'' = O(a^{1/2}z^{-p-1}), \quad z \in S_{\rho', \gamma'},$$

where $0 < \gamma' \equiv \gamma - \delta$ and $\rho' = \rho/(1 - \sin \delta)$, $\delta$ being an arbitrary but fixed number with $0 < \delta < \pi/2$. The $O$-symbols in (2.36) depend on $\delta$.

Using this result in (2.16) we obtain

$$[\phi, z] = -\frac{1}{4} \frac{O(a^{1/2}z^{-1-p})}{a + O(a^{1/2}z^{1-p})} + \frac{5}{16} \left[ \frac{O(a^{1/2}z^{-p})}{a + O(a^{1/2}z^{1-p})} \right]^2,$$

and thus, from (2.17) (considered in $S_{\rho', \gamma'}$),

$$\phi(z) = q(z) + O(a^{-1/2}z^{-1-p}), \quad z \in S_{\rho', \gamma'}.$$

Remark 2.1. Note that a larger value of $a$, $a > 0$, yields better estimates in (2.38). In particular, for $a \geq 1$ the estimates can be given uniformly in $a$.

We observe, in closing, that we had to pass through the complex Liouville-Green basis, as the phase functions were earlier defined only on the real line in Borůvka’s theory.

3. The iterative scheme

The numerical scheme consists of solving iteratively equations (2.15) for $\phi_{n}$, i.e.,

$$\phi_0(z) = q(z),$$

$$\phi_{n+1}(z) = q(z) + [\phi_n, z], \quad n = 0, 1, 2, \ldots.$$

Below, we shall prove the convergence of this scheme (in a suitable sense) to the solution of (2.17) corresponding to the Liouville-Green basis. For this purpose we need a basic lemma. Hereafter, for convenience, we change the independent variable $z$ by setting $z = \beta t$, with $\beta > 0$ to be specified later.

Such a transformation takes equation (1.1) into

$$\ddot{y} + q(t)\dot{y} = 0,$$
for \( \tilde{y}(t) = y(\beta t) \), where

\[
\tilde{q}(t) \equiv \beta^2 q(\beta t) = \beta^2 [a + O(\beta^{-p} t^{-p})].
\]

Below, we apply algorithm (3.1) to (3.2)–(3.3), thus obtaining

\[
\tilde{\phi}_0(t) = \tilde{q}(t),
\]

\[
\tilde{\phi}_{n+1}(t) = \tilde{q}(t) + [\tilde{\phi}_n, t], \quad n = 0, 1, 2, \ldots .
\]

These quantities approximate (in the sense defined in Theorem 3.2) the function

\[
\tilde{\phi}(t) = \frac{(W)^2}{[u^2(\beta t) + v^2(\beta t)]^2},
\]
a solution of

\[
\tilde{\phi} = \tilde{q}(t) + [\tilde{\phi}, t].
\]

It is easily shown that \( \tilde{\phi}(t) = \beta^2 \phi(\beta t) \) and \( \tilde{\phi}_n(t) = \beta^2 \phi_n(\beta t) \). Our objective is to approximate \( \phi \), but we find it more convenient to first consider \( \tilde{\phi} \) and then to go back to \( \phi \).

**Lemma 3.1.** Let

\[
G(z_1, z_2, z_3) = \tilde{q} - \frac{1}{4} z_3^3 + \frac{5}{16} \left( \frac{z_2}{z_1} \right)^2
\]

be a complex-valued function of the three complex variables \( z_1, z_2, z_3 \), defined on the closed polydisc \( \overline{P} = \overline{D}_1 \times \overline{D}_2 \times \overline{D}_3 \), where \( D_1 = B(c, \epsilon_1) \), \( D_2 = B(0, \epsilon_2) \), and \( D_3 = B(0, \epsilon_3) \), with \( B(z_0, r) \subset \mathbb{C} \) denoting the open ball with center in \( z_0 \) and radius \( r \) and \( 0 < \epsilon_1 < c \) (\( c \) a positive constant), \( \epsilon_2 > 0, \epsilon_3 > 0; \tilde{q} \in \mathbb{C} \) is a constant. Then \( G \) is uniformly Lipschitz continuous in \( \overline{P} \).

\[
|G(z) - G(\eta)| \leq \chi \|z - \eta\|, \quad \forall z, \eta \in \overline{P},
\]

where \( z \equiv (z_1, z_2, z_3) \), \( \eta \equiv (\eta_1, \eta_2, \eta_3) \), and

\[
\chi = \frac{\sqrt{3}}{4} \max \left\{ \frac{e_3}{(c - \epsilon_1)^2} + \frac{5e_2^2}{2(c - \epsilon_1)^3}, \frac{5e_2}{2(c - \epsilon_1)^2}, \frac{1}{c - \epsilon_1} \right\}.
\]

**Proof.** The function \( G \) is holomorphic in \( \overline{P} \) (being separately holomorphic in each of the \( z_i \)'s, by Hartog’s theorem). We obtain

\[
\frac{\partial G}{\partial z_1} = \frac{z_3}{2z_1^2} - \frac{5z_2^2}{8z_1^3}, \quad \frac{\partial G}{\partial z_2} = \frac{5z_2}{8z_1^2}, \quad \frac{\partial G}{\partial z_3} = -\frac{1}{4z_1},
\]

and then, by the mean-value theorem,

\[
|G(z) - G(\eta)| \leq \sup_{\tau \in [z, \eta]} \| \text{grad} G(\tau) \| \cdot \|z - \eta\|;
\]

cf. [7]. In fact, this property holds for \( C^1 \)-mappings \( G : (U \subset B_1) \to B_2 \), where \( U \) is a convex subset of \( B_1 \), and \( B_1 \) and \( B_2 \) are Banach spaces. In (3.11),
$[z, \eta]$ denotes the segment in $\mathbb{C}^3$ joining $z$ and $\eta$, which is obviously a subset of $\overline{P}$ for any $z, \eta \in \overline{P}$, since $\overline{P}$ is a convex set in $\mathbb{C}^3$. The norms on the right-hand side of (3.11) represent the Euclidean norms in $\mathbb{C}^3$. Using (3.11) we get (3.8), (3.9), since

$$\|\text{grad} G(\tau)\| \leq \sqrt{3} \max_{1 \leq i \leq 3} \left| \frac{\partial G(\tau)}{\partial z_i} \right|,$$

and

$$\left| \frac{\partial G}{\partial z_1} \right| \leq \frac{1}{4} \frac{e_3}{(c - e_1)^2} + \frac{5}{8} \frac{e_2^2}{(c - e_1)^3},$$

$$\left| \frac{\partial G}{\partial z_2} \right| \leq \frac{5}{8} \frac{e_2}{(c - e_1)^2}, \quad \left| \frac{\partial G}{\partial z_3} \right| \leq \frac{1}{4} \frac{1}{(c - e_1)},$$

uniformly in $\overline{P}$. The lemma is thus proved. $\Box$
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\caption{The decreasing sequence of sectors $S_n$ in the $z$-plane, used in Theorem 3.2}
\end{figure}
Consider the iterative scheme (3.4) and recall that $S_{\rho',\gamma'}$ is the (annular) sector in which the estimate (2.38) holds. We denote by $S(0, \gamma')$ the sector having its vertex at the origin and semiangle $\gamma'$, and we consider a sequence of sectors

\[ S_n \equiv x_n + S(0, \gamma'), \]

where $x_n$, their vertices, is an increasing sequence of positive numbers (see Figure 2). At this point we state our main result as a theorem.

**Theorem 3.2.** Suppose that equation (1.1) is given with the carrier $q(z)$ satisfying all hypotheses stated in §2. Let $\beta$ be any fixed real number with $\beta > a_1^{-1/2}$. Then there exists $x_0 \in S_{\rho',\gamma'} \cap \mathbb{R}$, which depends on all parameters entering the problem (but not on $\beta$), such that, if $S_n$ is the sector defined in (3.14) with

\[ x_n = x_0 + \frac{n\beta \sqrt{2}}{\sin \gamma'}, \]

then the function $\phi_n(z)$ given by the scheme (3.1) is holomorphic in $S_n$ and “converges” to the function $\phi(z)$ related to the Liouville-Green basis by (2.32).

The convergence is in the sense that

\[ |\phi_n(z) - \phi(z)| = a^{-1/2}(\beta a^{1/2})^{-2n}O(||z| - n\beta \sqrt{2})^{-1+p}, \]

for $z \in S_n$ and $n = 0, 1, 2, \ldots$.

**Proof.** The proof proceeds inductively on $n \in \mathbb{N}$. We first change $z$ into $t$, $z = \beta t$ in our problem.

The transformation $z = \beta t$ takes equation (1.1) into (3.2) and its carrier $q(z)$ into $q(t)$ given by (3.3). Correspondingly, the Liouville-Green basis of (1.1), $(u(z), v(z))$, is transformed into $(\tilde{u}(t), \tilde{v}(t))$. Let $\tilde{\phi}(t)$ be the function defined in (3.5), i.e., the quantity corresponding to $\phi$ for equation (3.2), (3.3). Note that this is not the transform of $\phi$ under $z = \beta t$. The initial sector $S_{\rho',\gamma'}$ of the complex $z$-plane is transformed into the sector $S_{\rho',\gamma'}$, where $r' = \rho'/\beta$, of the complex $t$-plane.

As $\tilde{\phi}(t) = \beta^2 \phi(\beta t)$ and $\tilde{\phi}_n(t) = \beta^2 \phi_n(\beta t)$, the estimate (2.38) becomes

\[ \tilde{\phi}(t) = \tilde{q}(t) + \beta^{1-p}a^{-1/2}O(t^{-1+p}), \quad t \in \tilde{S}_{\rho',\gamma'}. \]

As for the derivatives, we get from (2.36)

\[ \tilde{\phi}'(t) = a^{1/2}\beta^{3-p}O(t^{-p}), \quad \tilde{\phi}''(t) = a^{1/2}\beta^{3-p}O(t^{-p-1}), \quad t \in \tilde{S}_{\rho',\gamma'}. \]

We are now ready for the inductive proof. For $n = 0$, we have from (3.17), (3.4)

\[ |\tilde{\phi}(t) - \tilde{\phi}_0(t)| = |\tilde{\phi}(t) - \tilde{q}(t)| = \beta^{1-p}a^{-1/2}O(t^{-1+p}), \quad t \in \tilde{S}_{\rho',\gamma'}. \]

Suppose that the estimate

\[ |\tilde{\phi}_n(t) - \tilde{\phi}(t)| = \beta^{1-p}a^{-1/2}(\beta a^{1/2})^{-2n}O(||t| - n\sqrt{2})^{-1+p} \]
holds in the sector \( \tilde{S}_n \) with vertex in \( t_n \equiv x_0/\beta + n\sqrt{2}/\sin\gamma' \), for some \( x_0 \geq \rho' \) (to be determined below); cf. (3.15). Then, as in the proof of Lemma 3.1,

\[
|\hat{\phi}(t) - \hat{\phi}_{n+1}(t)| = |G(\hat{\phi}, \hat{\phi}', \hat{\phi}'') - G(\hat{\phi}_n, \hat{\phi}_n', \hat{\phi}_n'')| \\
\leq \sup_{\tau \in [w, w_n]} \left\{ \| \text{grad} G(\tau) \| \right\} \| w - w_n \|,
\]

where \( w \equiv (\hat{\phi}, \hat{\phi}', \hat{\phi}'') \in \mathbb{C}^3 \) and \( w_n \equiv (\hat{\phi}_n, \hat{\phi}_n', \hat{\phi}_n'') \in \mathbb{C}^3 \) depend on \( t \). We still have, however, to identify a polydisc in which Lemma 3.1 holds. In estimating the norm \( \| w - w_n \| \), we use (3.20) in the Cauchy formula to get

\[
|\tilde{\phi}^{(j)}(t) - \tilde{\phi}^{(j)}_n(t)| \leq \frac{j!}{(\sqrt{2})^j} \sup_{\zeta \in \mathcal{C}} |\hat{\phi}(\zeta) - \hat{\phi}_n(\zeta)|, \quad t \in \tilde{S}_{n+1},
\]

where \( \mathcal{C} \) denotes the circle with center in \( t \) and radius \( \sqrt{2} \). The sup in (3.22) is estimated by (3.20) using the structure of the sequence of sectors \( \tilde{S}_n \). Thus,

\[
|\tilde{\phi}^{(j)}(t) - \tilde{\phi}^{(j)}_n(t)| \leq \frac{j!}{(\sqrt{2})^j} \beta^{1-p} a^{-1/2} (\beta a^{1/2})^{-2n} \times O([|t| - (n + 1)\sqrt{2}]^{-1-p}), \quad t \in \tilde{S}_{n+1}.
\]

It is clear, finally, that

\[
\| w - w_n \| \leq \sqrt{3} \max\{ |\hat{\phi} - \hat{\phi}_n|, |\hat{\phi}' - \hat{\phi}'_n|, |\hat{\phi}'' - \hat{\phi}''_n| \} \\
= \sqrt{3} \beta^{1-p} a^{-1/2} (\beta a^{1/2})^{-2n} \cdot O([|t| - (n + 1)\sqrt{2}]^{-1-p}), \quad t \in \tilde{S}_{n+1}.
\]

In order to estimate \( \| \text{grad} G \| \) by Lemma 3.1, we have to estimate the radii of the component discs of the polydisc. We have

\[
|\tilde{\phi}_n(t) - \beta^2 a| \leq |\tilde{\phi}(t) - \beta^2 a| + |\tilde{\phi}_n(t) - \tilde{\phi}(t)| \\
\leq \beta^{2-p} O(t^{-p}) + \beta^{1-p} a^{-1/2} (\beta a^{1/2})^{-2n} O([|t| - n\sqrt{2}]^{-1-p}),
\]

and then, as \( \beta a^{1/2} > 1 \), the estimate

\[
|\tilde{\phi}_n(t) - \beta^2 a| \leq \beta^{2-p} O \left( \left( \frac{x_0}{\beta} \right)^{-p} \right) + \beta^{1-p} a^{-1/2} O \left( \left( \frac{x_0}{\beta} \right)^{-p-1} \right) \equiv e_3,
\]

say, uniformly in \( n \) and \( t \in \tilde{S}_{n+1} \). Similarly, noticing that

\[
|\tilde{\phi}'(t)| \leq a^{1/2} \beta^{3-p} O \left( \left( \frac{z}{\beta} \right)^{-p} \right) = \beta^{1/2} \left( \frac{\beta}{|z|} \right) O(z^{-1-p}) \\
< \beta^{2/1} O(z^{-1-p}) < \beta^2 a^{1/2} O(x_0^{-1-p}), \quad \text{for } t \in \tilde{S}_{n+1},
\]
as \( |z| \geq x_0 + (n + 1)\beta \sqrt{2}/\sin\gamma' \), and thus \( |z| > x_0 \) as well as \( |z| > \sqrt{2}\beta \), and

\[
|\tilde{\phi}''(t)| \leq a^{1/2} \beta^{3-p} O \left[ \left( \frac{z}{\beta} \right)^{-p-1} \right] = \beta^{1/2} \left( \frac{\beta}{|z|} \right)^2 O(z^{-p+1}) \\
< \beta^2 a^{1/2} O(x_0^{-p+1}), \quad \text{for } t \in \tilde{S}_{n+1},
\]
we obtain
\[ |\phi'_n(t)| \leq |\phi'(t)| + |\phi'(t) - \phi'_n(t)| \]
\[ \leq \beta^2 a^{1/2} O(x_0^{1-p}) + \beta^{1-p} a^{-1/2} O\left[\left(\frac{x_0}{\beta}\right)^{-p-1}\right] \]
\[ = \beta^2 [a^{1/2} O(x_0^{1-p}) + a^{-1/2} O(x_0^{-p-1})] \equiv \varepsilon_2, \]
\[ |\phi''_n(t)| \leq |\phi''(t)| + |\phi''(t) - \phi''_n(t)| \]
\[ \leq \beta^2 a^{1/2} O(x_0^{-p+1}) + \beta^{1-p} a^{-1/2} O\left[\left(\frac{x_0}{\beta}\right)^{-p-1}\right] \]
\[ = \beta^2 [a^{1/2} O(x_0^{-p+1}) + a^{-1/2} O(x_0^{-p-1})] \equiv \varepsilon_1. \]
(3.26)

Writing
(3.27) \quad \varepsilon_i = f_i(x_0, a) \beta^2 a, \quad i = 1, 2, 3,

\( f_i \) being defined by (3.24'), (3.26), we first claim that \( 1/(c - \varepsilon_3) \leq \frac{\beta}{4}(1/\beta^2 a) \), with \( c \equiv \beta^2 a \). This entails the estimate
(3.28) \quad 0 < \varepsilon_3 \leq \frac{\beta^2 a}{4},

which can be satisfied by choosing \( x_0 \) sufficiently large, say \( x_0 \geq x_0' \), since \( f_i(x_0, a) \) is infinitesimal as \( x_0 \to +\infty \). Now we observe that (3.24') ensures that \( \tilde{\phi}_n \) does not vanish in \( \tilde{S}_{n+1} \), and therefore \( \tilde{\phi}_{n+1} \) is holomorphic in \( \tilde{S}_{n+1} \).

We then claim \( \chi \leq (\sqrt{3}/4)/(c - \varepsilon_3) (c \equiv \beta^2 a) \), i.e., we can choose \( \varepsilon_1 \) and \( \varepsilon_2 \) in such a way that the other two components of \( \text{grad} G \) are estimated by \( \frac{\beta}{4}(1/\beta^2 a) \). This can be done again, because \( f_i \) is infinitesimal, for \( x_0 \) sufficiently large, say \( x_0 \geq x_0'' \). We conclude that
(3.29) \quad \chi \leq \frac{\sqrt{3}}{3} \frac{1}{\beta^2 a},

and hence, by Lemma 3.1, using (3.21) and (3.23), we get
\[ |\tilde{\phi}(t) - \tilde{\phi}_{n+1}(t)| \]
\[ \leq \frac{\sqrt{3}}{3} \frac{1}{\beta^2 a} \sqrt{3} \beta^{1-p} a^{-1/2} (\beta a^{1/2})^{-2n} O([|t| - (n + 1)^2]^{-1-p}) \]
\[ = \beta^{1-p} a^{-1/2} (\beta^2 a)^{-(n+1)} O([|t| - (n + 1)^2]^{-1-p}), \quad t \in \tilde{S}_{n+1}, \]
provided that \( x_0 \geq \max\{\rho', x_0', x_0''\} \). This value of \( x_0 \) depends, in general, on all parameters entering the problem (except \( \beta \)). Comparing (3.30) with (3.20) and going back to the variable \( z \), it is clear that the inductive proof is complete. □

Some observations are now in order. In the proof above, the condition \( \beta^2 a > 1 \) was needed. The transformation \( z = \beta t \) with \( \beta > a^{-1/2} \) is therefore
instrumental in reducing equation (1.1) to an equation to which the algorithm (3.1) can be applied when $a < 1$. Moreover, it is clear from (3.16) that the larger $\beta^2 a$ the faster the "convergence" of the algorithm. However, larger values of $\beta$ reduce the $\text{Re}(t)$-interval for a given $x$-interval ($x = \text{Re}(z)$) in which we want to evaluate zeros. Therefore, the zeros are not so well separated when we choose $\beta$ large.

Going back to the $z$-variable, the vertices of the sectors $S_n$ increase linearly with $\beta$ (and with $n$); cf. (3.15). This entails that the zeros lying outside $S_n$ cannot be approximated by using the estimate in (3.16) for $\phi$.

As a corollary of Theorem 3.2, we can relate the desired accuracy to the number of iterations needed to attain it.

**Corollary 3.3.** The number of iterations, $n(\varepsilon)$, needed to attain the accuracy $\varepsilon$ in the iterative scheme (3.1) is asymptotically given by

$$n(\varepsilon) \sim \frac{|\log \varepsilon|}{\log (\beta^2 a)}, \quad \varepsilon \to 0^+,$$

uniformly in $z$, $z \in S_{n(\varepsilon)}$.

**Proof.** From (3.16), the condition $|\phi_n(z) - \phi(z)| \leq \varepsilon$, with $|z| - n\beta \sqrt{2} \geq x_0$ for all $z$ in $S_n$, i.e.,

$$a^{-1/2}(\beta^2 a)^{-n}O(x_0^{-1-p}) \leq \varepsilon, \quad \forall z \in S_n,$$

is certainly satisfied when $n \geq (C - \log \varepsilon)/\log (\beta^2 a)$ for some constant $C$, and thus choosing

$$n = n(\varepsilon) \sim \frac{|\log \varepsilon|}{\log (\beta^2 a)}, \quad \varepsilon \to 0^+, \quad z \in S_{n(\varepsilon)}.$$

In the next section, we shall numerically compute zeros of solutions to equation (1.1) starting from the approximation $\phi_n$ of the function $\phi$. If we approximate $\phi$ within an accuracy $\varepsilon$, i.e., use $\phi_{n(\varepsilon)}$, we "lose" zeros in the sense that our procedure is asymptotic in nature, and only those zeros lying in $S_{n(\varepsilon)}$ can be approximated. In fact, we get from [5, Chapter XI, Corollary 5.3, p. 348] the asymptotic estimate

$$N(\rho, x) \sim \frac{\sqrt{a}}{n} x \quad \text{as} \quad x \to +\infty$$

for the number of zeros in the interval $(\rho, x)$. Using (3.31) in

$$x_{n(\varepsilon)} \equiv x_0 + \frac{\beta \sqrt{2}}{\sin \gamma'} n(\varepsilon) \sim \frac{\beta \sqrt{2}}{\sin \gamma'} n(\varepsilon),$$

and this in (3.32) with $x = x_{n(\varepsilon)}$, we obtain

$$N(\rho, x_{n(\varepsilon)}) \sim A |\log \varepsilon| \quad \text{as} \quad \varepsilon \to 0^+,$$

where

$$A \equiv \frac{\beta \sqrt{2} a}{\pi \sin \gamma' \log (\beta^2 a)}.$$
This shows the advantage of our approach compared to the mere asymptotic approximation \((\phi - \phi_0 \equiv q)\). In fact, in order to obtain the same degree of accuracy, the latter requires \(x \geq x(\varepsilon) = (Ba^{-1/2})^{1/(1+p)}\varepsilon^{-1/(1+p)}\), where \(B\) is the constant in the \(O\)-symbol in (2.38). We emphasize, finally, that our approach is not only better because of logarithmic growth as opposed to power growth as \(\varepsilon \to 0^+\), but also because we made coarse estimates in obtaining (3.31). Better results could have been obtained by taking into account the \(z\)-dependence in (3.16).

**Remark 3.4.** Theorem 3.2 also holds for the more general class of carriers

\[
q(z) = a + \frac{b}{z} + Q(z), \quad a > 0, \quad b \in \mathbb{R},
\]

(3.36)

\[
Q(z) = O(z^{-p}), \quad p > 1.
\]

This form allows us to include carriers having full asymptotic or convergent power series expansions in \(z^{-1}\) like \(\sum_{j=0}^{\infty} a_j z^{-j}\). We can write

\[
q(z) = \left(\frac{\sqrt{a} + \frac{b}{2\sqrt{a} z}}{1} \right)^2 + O(z^{-\mu}), \quad \mu = \min\{p, 2\},
\]

(3.37)

and split \(q(z)\) as \(q(z) = f(z) + g(z)\), with

\[
f(z) \equiv \left(\frac{\sqrt{a} + \frac{b}{2\sqrt{a} z}}{1} \right)^2, \quad g(z) \equiv Q(z) - \frac{b^2}{4a z^2}.
\]

Indeed, in this case it is easily shown that the \(\xi\)-progressive paths are unchanged with respect to the case \(b = 0\), the variation defined in (2.25) being correspondingly finite at the same time. We shall choose \(|z| > |b|/2a\), which amounts to selecting the principal branch of \(f^{1/2}(z)\). This entails, possibly, an increase of the radius \(\rho\) in the annular sector, \(S_{\rho, \gamma}\). Moreover, it turns out that \(V_{z, \infty}^{l_j} = O(z^{-\lambda})\), where \(\lambda = \min\{p - 1, 1\}\), and then \(\varepsilon_j = O(z^{-\lambda})\), \(\phi(z) = q(z) + O(z^{-\lambda - 2})\). We conclude that Theorem 3.2 holds with \(\lambda + 2\) replacing \(p + 1\). We observe, in closing, that the \(O\)-symbols in the estimate of \(V_{z, \infty}^{l_j}\), and thus in the estimates of \(\varepsilon_j\) and \(\phi\), depend in general on \(b\) (in addition to \(a, \rho, \gamma, p, K\), as before).

### 4. Numerical examples

If \(\alpha(x)\) denotes a Liouville-Green phase, then the relation (2.7) and the definition (2.18) ensure that the equation

\[
\alpha(x_k) - \alpha(x) = \int_x^{x_k} \phi^{1/2}(t) \, dt = \pi,
\]

(4.1)

\(x_k\) being any fixed zero, has the unique solution \(x = x_{k-1}\) (relation (4.1) actually refers to the Liouville-Green basis \((v, u)\)). In practice we solve, instead, equation

\[
\int_x^{x_k} \phi_n^{1/2}(t) \, dt = \pi = 0.
\]

(4.2)
In fact, we start from an approximation $x_h$ of a certain "large" zero, $x_h$, and compute successively the approximate values of the smaller zeros $x_k$, $k = h - 1, h - 2, \ldots$, which are denoted by $x_k$. The initial value $x_h$ must be supplied independently of our method. Moreover, throughout all of the procedure, the approximation $\phi_n$ of $\phi$ is used, the corresponding error being given by Theorem 3.2.

Therefore, in evaluating zeros of solutions to (1.1), we can identify two main steps. We have first to obtain an approximation $\phi_n$ of $\phi$ (which is accomplished by Theorem 3.2, see the algorithm (2.15)), and then to solve equation (4.2). As for the first step, note that $\phi_n$ turns out to be a rational function of $q, q', \ldots, q^{(2n)}$ (cf. (2.15)), and one can take advantage of computer algebra techniques to get such a function explicitly. In fact, in the examples below, we used MACSYMA. Moreover, whenever $q$ is given in terms of elementary functions, $\phi_n$ is of the same type; in particular, if $q$ is a rational function, $\phi_n$ is also rational.

Following this procedure, the numerator and denominator degrees of the rational functions involved in general increase exponentially with $n$, thus yielding exponential computational complexity. The convergence of the algorithm is, however, very fast (cf. (3.16)), so that accurate results are obtained in very few iterations. On the other hand, if we merely use numerical differentiations in (2.15), the propagation of the local truncation error cannot be controlled after a few iterations.

In the examples below, the carrier $q$ is given in terms of elementary functions; we then proceed as follows, combining conveniently symbolic manipulations and numerical evaluations in order to face only polynomial computational complexity. It is easily seen that the evaluation of $\phi_n$ at a certain point requires knowing $q, q', \ldots, q^{(2n)}$ at that point (this can be accomplished by MACSYMA). In fact, $\phi_n$ requires knowing $\phi_{n-1}, \phi'_{n-1}, \phi''_{n-1}$, which, in turn, require $\phi_{n-2}, \phi'_{n-2}, \ldots, \phi^{(4)}_{n-2}$, so that, at the end, we need $\phi_1, \phi'_1, \ldots, \phi_1^{(2n-2)}$, and finally $q, q', \ldots, q^{(2n)}$. In computing $\phi_j$ and its derivatives (up to the order we need) we have to calculate derivatives of quotients involving $\phi_{j-1}$. This can be done via the simple algorithm used to compute ratios of formal series (cf. [10, p. 20]). The computational complexity involved in such a procedure is of order $O(n^3)$. Observe, finally, that using $\phi_n$ instead of $\alpha_n'$ throughout the paper has the advantage of avoiding square roots at each iteration. Basing our method on $\alpha_n'$ directly would prevent using the previous techniques.

As for the second step, we just solve equation (4.2) by the Newton-Raphson method. This requires only few numerical quadratures of $\phi_n^{1/2}(\cdot)$. Notice that square roots are evaluated only corresponding to the last value of the iteration number, $n$.

Example 1. As a first illustration, we computed the smallest 19 zeros of the Bessel function $J_0(x)$. Here, $\sqrt{x} J_0(x)$ is a solution of equation (1.1) with the carrier $q(x) = 1 - (\nu^2 - 1/4)/x^2$ with $\nu = 0$, which belongs to the class
described in §2. We started from the 20th zero of \( J_0(x) \), \( j_{0.20} \), that is tabulated with 10 decimals in [1]. In Table 1, we list the computed values of the zeros \( x_k \), along with the discrepancy between them and the tabulated values, for four values of the iteration number, \( n = 0, 1, 2, 3 \). In solving equation (4.2) for each zero by the Newton-Raphson method, two or three iterations were sufficient.

**Example 2.** In Table 2, we show results similar to the previous ones for the zeros of the Bessel function of second kind, \( Y_5(x) \). Its 20th zero, \( y_{5.20} \) is given in [9] with eight decimals.

**Example 3.** In order to exhibit other nontrivial cases, we constructed some examples starting from the explicit form of a phase function, \( \alpha(x) \). Recall that any given phase function uniquely identifies the carrier of (1.1) by relation (2.9) as well as the associated basis, \( (y_1, y_2) \), \( y_1 \equiv |\alpha'|^{-1/2} \sin \alpha \), \( y_2 \equiv |\alpha'|^{-1/2} \cos \alpha \). Choosing \( \alpha(x) = x + 1/x \), \( x > 0 \), we get

\[
q(x) = \frac{x^8 - 4x^6 + 3x^4 - 4x^2 + 1}{x^8 - 2x^6 + x^4}.
\]

This lies in the class described in §2. In Table 3 we list the zeros of the solution \( y_1(x) \), i.e., the roots of the equation

\[
x + 1/x = k\pi, \quad k = 1, 2, \ldots, 19;
\]

these can be computed directly as

\[
x_k = \frac{k\pi + (k^2\pi^2 - 4)^{1/2}}{2}
\]

for the purpose of comparison. The starting point \( x_{20} \) was computed from this formula (we neglected those zeros clustering near \( x = 0 \)). Table 3 is organized in the same way as Tables 1 and 2.

**Example 4.** We produce another example proceeding as in Example 3. Choosing \( \alpha(x) = x + \log x/x^2 \), \( x > 0 \), we obtain again a carrier to which Theorem 3.2 can be applied. Here it was convenient to use MACSYMA in producing the derivatives \( q^{(j)} \) of \( q \), since \( q \) is not rational. The zeros of \( y_1(x) \), i.e., the roots of

\[
x + \log x/x^2 = k\pi, \quad k = 1, 2, \ldots, 19,
\]

are computed by a Newton-Raphson procedure and compared with the results of our algorithm; see Table 4. In particular, the 20th zero from which we started was obtained in this way.

**Remark 4.1.** Inspection of the tables shows that, for any fixed \( n \), better results are obtained for larger \( k \)'s. This can be explained by the fact that the method is asymptotic in nature; cf. (3.16). Moreover, there is numerical evidence that by increasing \( n \), the larger zeros are better approximated; this is in accordance with Theorem 3.2. The errors in computing the smallest zeros, on the other hand, are bigger and tend to stabilize or even to increase when \( n \) increases.
<table>
<thead>
<tr>
<th>k</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
</tr>
</thead>
<tbody>
<tr>
<td>19</td>
<td>58.9069839701 (4.4 E-08)</td>
<td>58.9069839260 (1.0 E-10)</td>
<td>58.9069839261 (0.0)</td>
<td>58.9069839261 (0.0)</td>
</tr>
<tr>
<td>18</td>
<td>55.7655108536 (9.9 E-08)</td>
<td>55.7655107548 (2.0 E-10)</td>
<td>55.7655107550 (0.0)</td>
<td>55.7655107550 (0.0)</td>
</tr>
<tr>
<td>17</td>
<td>52.6240520080 (1.7 E-07)</td>
<td>52.6240518408 (3.0 E-10)</td>
<td>52.6240518411 (0.0)</td>
<td>52.6240518411 (0.0)</td>
</tr>
<tr>
<td>16</td>
<td>49.4826101511 (2.5 E-07)</td>
<td>49.4826098969 (5.0 E-10)</td>
<td>49.4826098974 (0.0)</td>
<td>49.4826098974 (0.0)</td>
</tr>
<tr>
<td>15</td>
<td>46.3411887373 (3.7 E-07)</td>
<td>46.3411883710 (7.0 E-10)</td>
<td>46.3411883716 (1.0 E-10)</td>
<td>46.3411883716 (1.0 E-10)</td>
</tr>
<tr>
<td>14</td>
<td>43.1997922256 (5.1 E-07)</td>
<td>43.1997917121 (1.1 E-09)</td>
<td>43.1997917326 (0.0)</td>
<td>43.1997917326 (0.0)</td>
</tr>
<tr>
<td>13</td>
<td>40.0584264734 (7.1 E-07)</td>
<td>40.0584257630 (1.6 E-09)</td>
<td>40.0584257646 (0.0)</td>
<td>40.0584257646 (0.0)</td>
</tr>
<tr>
<td>12</td>
<td>36.9170993313 (9.8 E-07)</td>
<td>36.9170983511 (2.6 E-09)</td>
<td>36.9170983537 (0.0)</td>
<td>36.9170983537 (0.0)</td>
</tr>
<tr>
<td>11</td>
<td>33.7758215693 (1.4 E-06)</td>
<td>33.7758202095 (4.1 E-09)</td>
<td>33.7758202136 (0.0)</td>
<td>33.7758202136 (0.0)</td>
</tr>
<tr>
<td>10</td>
<td>30.6346083730 (1.9 E-06)</td>
<td>30.6346064617 (6.7 E-09)</td>
<td>30.6346064685 (1.0 E-10)</td>
<td>30.6346064685 (1.0 E-10)</td>
</tr>
<tr>
<td>9</td>
<td>27.4934818644 (2.7 E-06)</td>
<td>27.4934791204 (1.2 E-08)</td>
<td>27.4934791322 (1.0 E-10)</td>
<td>27.4934791322 (1.0 E-10)</td>
</tr>
<tr>
<td>8</td>
<td>24.352475720 (4.0 E-06)</td>
<td>24.3524715094 (2.1 E-08)</td>
<td>24.3524715310 (2.0 E-10)</td>
<td>24.3524715310 (2.0 E-10)</td>
</tr>
<tr>
<td>7</td>
<td>21.2116428676 (6.2 E-06)</td>
<td>21.2116365873 (4.3 E-08)</td>
<td>21.2116366306 (7.0 E-10)</td>
<td>21.2116366306 (7.0 E-10)</td>
</tr>
<tr>
<td>6</td>
<td>18.0710741873 (1.0 E-05)</td>
<td>18.0710638734 (9.5 E-08)</td>
<td>18.0710639701 (2.2 E-09)</td>
<td>18.0710639701 (2.2 E-09)</td>
</tr>
<tr>
<td>5</td>
<td>14.9309359410 (1.8 E-05)</td>
<td>14.9309174656 (2.4 E-07)</td>
<td>14.9309177166 (8.0 E-09)</td>
<td>14.9309177166 (8.0 E-09)</td>
</tr>
<tr>
<td>4</td>
<td>11.7915713951 (3.7 E-05)</td>
<td>11.7915353668 (7.7 E-08)</td>
<td>11.7915344794 (4.0 E-08)</td>
<td>11.7915344794 (4.0 E-08)</td>
</tr>
<tr>
<td>3</td>
<td>8.6538200130 (9.2 E-05)</td>
<td>8.6537244389 (3.5 E-06)</td>
<td>8.6537282258 (3.2 E-07)</td>
<td>8.6537282258 (3.2 E-07)</td>
</tr>
<tr>
<td>2</td>
<td>5.5204146971 (3.4 E-04)</td>
<td>5.5204098005 (2.9 E-05)</td>
<td>5.5200841552 (6.0 E-06)</td>
<td>5.5200841552 (6.0 E-06)</td>
</tr>
<tr>
<td>1</td>
<td>2.4079235996 (4.0 E-03)</td>
<td>2.4037655138 (1.1 E-03)</td>
<td>2.4056656472 (8.4 E-04)</td>
<td>2.4056656472 (8.4 E-04)</td>
</tr>
</tbody>
</table>

Table 1

The zeros computed in Example 1 along with the absolute values of the errors (in parentheses)
### Table 2

The zeros computed in Example 2 along with the absolute values of the errors (in parentheses)

<table>
<thead>
<tr>
<th>n</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
</tr>
</thead>
<tbody>
<tr>
<td>k</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>19</td>
<td>64.99758244 (3.0 E-06)</td>
<td>64.99758547 (1.0 E-08)</td>
<td>64.99758547 (1.0 E-08)</td>
<td>64.99758547 (1.0 E-08)</td>
</tr>
<tr>
<td>18</td>
<td>61.84627359 (6.7 E-06)</td>
<td>61.84628031 (1.0 E-08)</td>
<td>61.84628031 (1.0 E-08)</td>
<td>61.84628031 (1.0 E-08)</td>
</tr>
<tr>
<td>17</td>
<td>58.69391587 (1.1 E-05)</td>
<td>58.69392712 (1.0 E-08)</td>
<td>58.69392711 (0.0)</td>
<td>58.69392711 (0.0)</td>
</tr>
<tr>
<td>16</td>
<td>55.54032889 (1.7 E-05)</td>
<td>55.54034578 (3.0 E-08)</td>
<td>55.54034576 (1.0 E-08)</td>
<td>55.54034576 (1.0 E-08)</td>
</tr>
<tr>
<td>15</td>
<td>52.38528816 (2.4 E-05)</td>
<td>52.38531216 (4.0 E-08)</td>
<td>52.38531213 (1.0 E-08)</td>
<td>52.38531213 (1.0 E-08)</td>
</tr>
<tr>
<td>14</td>
<td>49.22851066 (3.3 E-05)</td>
<td>49.22854375 (6.0 E-08)</td>
<td>49.22854370 (1.0 E-08)</td>
<td>49.22854370 (1.0 E-08)</td>
</tr>
<tr>
<td>13</td>
<td>46.06963426 (4.5 E-05)</td>
<td>46.06967916 (9.0 E-08)</td>
<td>46.06967906 (1.0 E-08)</td>
<td>46.06967908 (1.0 E-08)</td>
</tr>
<tr>
<td>12</td>
<td>42.90818778 (6.0 E-05)</td>
<td>42.90824832 (1.3 E-07)</td>
<td>42.90824819 (0.0)</td>
<td>42.90824819 (0.0)</td>
</tr>
<tr>
<td>11</td>
<td>39.74354621 (8.2 E-05)</td>
<td>39.74362792 (1.9 E-07)</td>
<td>39.74362773 (0.0)</td>
<td>39.74362774 (0.0)</td>
</tr>
<tr>
<td>10</td>
<td>36.57486164 (1.1 E-04)</td>
<td>36.57497279 (3.0 E-07)</td>
<td>36.57497249 (0.0)</td>
<td>36.57497249 (0.0)</td>
</tr>
<tr>
<td>9</td>
<td>33.40095274 (1.5 E-04)</td>
<td>33.40110610 (4.9 E-07)</td>
<td>33.40110561 (0.0)</td>
<td>33.40110561 (0.0)</td>
</tr>
<tr>
<td>8</td>
<td>30.22012025 (2.2 E-04)</td>
<td>30.22033649 (8.4 E-07)</td>
<td>30.22033565 (0.0)</td>
<td>30.22033566 (1.0 E-08)</td>
</tr>
<tr>
<td>7</td>
<td>27.02982198 (3.1 E-04)</td>
<td>27.03013645 (1.5 E-06)</td>
<td>27.03013492 (2.0 E-08)</td>
<td>27.03013494 (0.0)</td>
</tr>
<tr>
<td>6</td>
<td>23.82606128 (4.7 E-04)</td>
<td>23.82653902 (3.0 E-06)</td>
<td>23.82653598 (5.0 E-08)</td>
<td>23.82653603 (0.0)</td>
</tr>
<tr>
<td>5</td>
<td>20.60213291 (7.7 E-04)</td>
<td>20.60290569 (6.7 E-06)</td>
<td>20.60298986 (1.6 E-07)</td>
<td>20.60298992 (0.0)</td>
</tr>
<tr>
<td>4</td>
<td>17.34572942 (1.4 E-03)</td>
<td>17.34710422 (1.8 E-05)</td>
<td>17.34708572 (6.7 E-07)</td>
<td>17.34708643 (4.0 E-08)</td>
</tr>
<tr>
<td>3</td>
<td>14.03099557 (2.8 E-03)</td>
<td>14.03386831 (6.4 E-05)</td>
<td>14.03379967 (4.4 E-06)</td>
<td>14.03380470 (6.0 E-07)</td>
</tr>
<tr>
<td>2</td>
<td>10.58927885 (7.9 E-03)</td>
<td>10.59760379 (4.3 E-04)</td>
<td>10.59710056 (7.6 E-05)</td>
<td>10.59720619 (2.9 E-05)</td>
</tr>
<tr>
<td>1</td>
<td>6.68268329 (6.5 E-02)</td>
<td>6.77015658 (2.3 E-02)</td>
<td>6.70646678 (4.1 E-02)</td>
<td>6.84577416 (9.8 E-02)</td>
</tr>
<tr>
<td>$k$</td>
<td>n</td>
<td>0</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>------</td>
<td>-----</td>
<td>---------------------</td>
<td>---------------------</td>
<td>---------------------</td>
</tr>
<tr>
<td>19</td>
<td>59.673502225455822</td>
<td>(3.7 E-07)</td>
<td>59.673502256203464</td>
<td>(4.5 E-10)</td>
</tr>
<tr>
<td>18</td>
<td>56.530977597223481</td>
<td>(7.5 E-07)</td>
<td>56.530978349557369</td>
<td>(1.1 E-09)</td>
</tr>
<tr>
<td>17</td>
<td>53.8834316086796</td>
<td>(1.3 E-06)</td>
<td>53.8834443286715</td>
<td>(1.9 E-09)</td>
</tr>
<tr>
<td>16</td>
<td>50.24557822836231</td>
<td>(2.0 E-06)</td>
<td>50.24558021256042</td>
<td>(3.2 E-09)</td>
</tr>
<tr>
<td>15</td>
<td>47.10265680870861</td>
<td>(2.8 E-06)</td>
<td>47.10265958590928</td>
<td>(5.0 E-09)</td>
</tr>
<tr>
<td>14</td>
<td>43.959545088941875</td>
<td>(3.9 E-06)</td>
<td>43.95954897180475</td>
<td>(7.6 E-09)</td>
</tr>
<tr>
<td>13</td>
<td>40.8161990724356</td>
<td>(5.3 E-06)</td>
<td>40.81620443512964</td>
<td>(1.2 E-08)</td>
</tr>
<tr>
<td>12</td>
<td>37.67255997815307</td>
<td>(7.4 E-06)</td>
<td>37.67256734716179</td>
<td>(1.8 E-08)</td>
</tr>
<tr>
<td>11</td>
<td>34.52854750060485</td>
<td>(1.0 E-05)</td>
<td>34.52855768459254</td>
<td>(3.0 E-08)</td>
</tr>
<tr>
<td>10</td>
<td>31.3840490297353</td>
<td>(1.4 E-05)</td>
<td>31.3840632783174</td>
<td>(4.8 E-08)</td>
</tr>
<tr>
<td>9</td>
<td>28.23890150407016</td>
<td>(2.0 E-05)</td>
<td>28.23892184812534</td>
<td>(8.3 E-08)</td>
</tr>
<tr>
<td>8</td>
<td>25.0928595354411</td>
<td>(3.0 E-05)</td>
<td>25.09288945246216</td>
<td>(1.5 E-07)</td>
</tr>
<tr>
<td>7</td>
<td>21.94553575380923</td>
<td>(4.6 E-05)</td>
<td>21.94558161339134</td>
<td>(3.0 E-07)</td>
</tr>
<tr>
<td>6</td>
<td>18.79628024493367</td>
<td>(7.4 E-05)</td>
<td>18.7963547666156</td>
<td>(6.5 E-07)</td>
</tr>
<tr>
<td>5</td>
<td>15.54391108656008</td>
<td>(1.0 E-04)</td>
<td>15.64404281673461</td>
<td>(1.7 E-06)</td>
</tr>
<tr>
<td>4</td>
<td>12.48602321811136</td>
<td>(3.0 E-04)</td>
<td>12.48628792427474</td>
<td>(5.2 E-06)</td>
</tr>
<tr>
<td>3</td>
<td>9.316815820136828</td>
<td>(6.0 E-04)</td>
<td>9.31745868589039</td>
<td>(2.3 E-05)</td>
</tr>
<tr>
<td>2</td>
<td>6.11742533987052</td>
<td>(2.0 E-03)</td>
<td>6.11999757727675</td>
<td>(2.0 E-04)</td>
</tr>
<tr>
<td>1</td>
<td>2.744760649710574</td>
<td>(4.0 E-02)</td>
<td>2.809364861876935</td>
<td>(3.0 E-02)</td>
</tr>
</tbody>
</table>

* *** arithmetic error: square root of a negative number.
### Table 4

The zeros computed in Example 4 along with the absolute values of the errors (in parentheses)

<table>
<thead>
<tr>
<th>k</th>
<th>n</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
</tr>
</thead>
<tbody>
<tr>
<td>19</td>
<td>0.06911261377239</td>
<td>(6.6 E-08)</td>
<td>59.6911268033158</td>
<td>(1.1 E-10)</td>
<td>59.6911268021412</td>
</tr>
<tr>
<td>18</td>
<td>0.54740570806954</td>
<td>(1.5 E-07)</td>
<td>56.54740585977247</td>
<td>(2.8 E-10)</td>
<td>56.5474058594884</td>
</tr>
<tr>
<td>17</td>
<td>0.4056801493812</td>
<td>(2.6 E-07)</td>
<td>53.4056804147244</td>
<td>(5.2 E-10)</td>
<td>53.40568041094746</td>
</tr>
<tr>
<td>16</td>
<td>0.25939154813357</td>
<td>(4.1 E-07)</td>
<td>50.25939195550111</td>
<td>(8.8 E-10)</td>
<td>50.25939195362049</td>
</tr>
<tr>
<td>15</td>
<td>0.12215412320433</td>
<td>(6.0 E-07)</td>
<td>47.12215472412172</td>
<td>(1.4 E-09)</td>
<td>47.12215472270253</td>
</tr>
<tr>
<td>14</td>
<td>0.90340125286571</td>
<td>(8.6 E-07)</td>
<td>43.90340392310951</td>
<td>(2.2 E-09)</td>
<td>43.90340390905482</td>
</tr>
<tr>
<td>13</td>
<td>0.83471887540339</td>
<td>(1.2 E-06)</td>
<td>40.83478021315411</td>
<td>(3.6 E-09)</td>
<td>40.8348020955589</td>
</tr>
<tr>
<td>12</td>
<td>0.76555920808711</td>
<td>(1.7 E-06)</td>
<td>37.69555766801637</td>
<td>(5.8 E-09)</td>
<td>37.69555766218781</td>
</tr>
<tr>
<td>11</td>
<td>0.55459479484625</td>
<td>(2.6 E-06)</td>
<td>34.55455229070854</td>
<td>(9.6 E-09)</td>
<td>34.55455228101585</td>
</tr>
<tr>
<td>10</td>
<td>0.41242930065365</td>
<td>(3.7 E-06)</td>
<td>31.41243302785886</td>
<td>(1.6 E-08)</td>
<td>31.4124330113415</td>
</tr>
<tr>
<td>9</td>
<td>0.27014687386696</td>
<td>(5.6 E-06)</td>
<td>28.27015246054775</td>
<td>(3.0 E-08)</td>
<td>28.27015245024924</td>
</tr>
<tr>
<td>8</td>
<td>0.12762646465147</td>
<td>(8.7 E-06)</td>
<td>25.12763520742563</td>
<td>(5.7 E-09)</td>
<td>25.12763514897023</td>
</tr>
<tr>
<td>7</td>
<td>0.98474050383621</td>
<td>(1.4 E-05)</td>
<td>21.98474817666191</td>
<td>(1.2 E-07)</td>
<td>21.98474569530158</td>
</tr>
<tr>
<td>6</td>
<td>0.84126045671893</td>
<td>(2.5 E-05)</td>
<td>18.84128549588201</td>
<td>(2.8 E-07)</td>
<td>18.84128521686234</td>
</tr>
<tr>
<td>5</td>
<td>0.69674075475807</td>
<td>(4.7 E-05)</td>
<td>15.69678877886723</td>
<td>(7.4 E-07)</td>
<td>15.69678800937298</td>
</tr>
<tr>
<td>4</td>
<td>0.55020694430953</td>
<td>(1.0 E-04)</td>
<td>12.55030122189944</td>
<td>(2.4 E-06)</td>
<td>12.55030966019324</td>
</tr>
<tr>
<td>3</td>
<td>0.39914329218877</td>
<td>(2.7 E-04)</td>
<td>9.399427429244945</td>
<td>(1.1 E-05)</td>
<td>9.399415727800259</td>
</tr>
<tr>
<td>2</td>
<td>0.235099176318426</td>
<td>(1.0 E-03)</td>
<td>6.236190659946919</td>
<td>(7.7 E-05)</td>
<td>6.236108750767018</td>
</tr>
<tr>
<td>1</td>
<td>0.0487228644903</td>
<td>(5.0 E-03)</td>
<td>3.018199254191525</td>
<td>(2.2 E-03)</td>
<td>3.028600147523196</td>
</tr>
</tbody>
</table>
This is observable only for the first two or three zeros and can be ascribed to the fact that such zeros may lie outside of $S_n$. For example, the first zero in Examples 1, 3, and 4 lies certainly outside of $S_2$ and $S_3$, because $x > n\sqrt{2}$ for all $x \in S_n \cap \mathbb{R}$; cf. (3.15).

**Remark 4.2.** It is worth noting that the stationary points of every solution $y$ of (1.1), i.e., the zeros of $y'(x)$, can be computed by approximating the so-called “second-phase” (cf. [4, §5.8, p. 39]). This can be done directly from the approximations of $\phi$; cf. [4, (5.34), p. 45].
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