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Abstract. A new technique for proving rate of convergence estimates of multigrid algorithms for symmetric positive definite problems will be given in this paper. The standard multigrid theory requires a “regularity and approximation” assumption. In contrast, the new theory requires only an easily verified approximation assumption. This leads to convergence results for multigrid refinement applications, problems with irregular coefficients, and problems whose coefficients have large jumps. In addition, the new theory shows why it suffices to smooth only in the regions where new nodes are being added in multigrid refinement applications.

1. Introduction

In recent years, multigrid methods have been used extensively as tools for obtaining approximations to solutions of partial differential equations (see the references in [13], [14], [20]). In conjunction, there has been intensive research into the theoretical understanding of the convergence properties of the methods (cf. [3]–[10], [14], [17], [19]). This paper will present some new results on the convergence of multigrid algorithms. In particular, we shall prove multigrid convergence results under regularity-free assumptions.

The standard multigrid analysis uses a “regularity and approximation” assumption [6], [20]. This hypothesis is proved using elliptic regularity for the solution of the underlying partial differential equation as well as approximation and inverse properties of the discrete multilevel spaces. In contrast, two-level schemes have been proved to converge under apparently weaker assumptions [12], [14], [16], [18], [22], [23]. These arguments often only require approximation properties of the subspace. In this paper, we shall prove convergence...
estimates for general multilevel procedures under these weaker approximation assumptions. Somewhat weaker results of this form are proved in [7].

In the case of mesh refinement, the regularity and approximation constants may grow with some power of the ratio of the finest to coarsest mesh size. Our theory will show that the rate of convergence for these examples is no worse than $1 - c/j$, where $j$ is the number of levels in the multigrid scheme. In addition, our analysis explains why it is only necessary to smooth in the region where refined triangles (or nodes) are being added.

Other applications of the theory to be provided include general $H^1_0$ equivalent forms and operators whose coefficients have large jumps. Both of the above-mentioned multigrid applications satisfy the approximation assumption, and hence the theory of this paper provides a fundamental analysis. In contrast, an analysis proving regularity and approximation estimates for these cases is either unavailable or leads to inequalities with large constants.

We should note that there has been some attempt to generalize the two-level analysis to the multilevel case [1], [21]. For example, [21] provides an analysis for an algorithm which requires applying a Chebyshev iterative scheme for the coarse grid correction, the number of terms depending on the convergence rate of the two-level scheme. The work estimates for this scheme are the same as those for the general multigrid algorithm with the number of correction steps ($p$ in Algorithm S or N) equal to the number of terms in the Chebyshev series and hence is unacceptable for large $p$. The analysis presented here provides an estimate for the multilevel algorithm (including the V-cycle) without placing any restrictions on the convergence rate of the two-level algorithm. This is important since, as far as we know, there is no computationally effective way of improving the theoretical convergence rate of the two-level algorithm without assuming the regularity and approximation property.

The outline of the remainder of the paper is as follows. In §2, following [6], we define the multigrid algorithms and derive some fundamental recurrence relations. In §3, we give the regularity-free multigrid convergence analysis. In §4, we consider the application of the earlier theory to the case of general $H^1_0$ equivalent forms. Finite element and finite difference applications are considered there. An example in which the grid is locally refined and smoothing is only on the refined subregion is given in §5. In §6, we consider the applications to problems which have large jumps in coefficients. In §7, we give the results of numerically computed convergence factors which illustrate the theory developed in this paper. Finally, we include an appendix in which some issues concerning the implementation of the schemes are considered.

2. THE MULTIGRID ALGORITHMS

In this section, following [6], we describe the multigrid algorithms in both the symmetric and nonsymmetric cases. Along the way, we derive basic recurrence relations which play major roles in the analysis of the methods. For convenience, the algorithms are developed in an abstract Hilbert space setting. The
results most naturally apply to finite element multigrid algorithms but can also be applied to certain formulations of finite difference multigrid algorithms.

Let us assume that we are given a nested sequence of finite-dimensional vector spaces

\[ M_0 \subset M_1 \subset \cdots \subset M_j. \]

In addition, let \( A(\cdot, \cdot) \) and \((\cdot, \cdot)_k\) be symmetric positive definite bilinear forms on \( M_k \) for \( k = 0, \ldots, j \). We shall develop multigrid algorithms for the solution of the problem: Given \( f \in M_j \), find \( v \in M_j \) satisfying

\[ (2.1) \quad A(v, \phi) = (f, \phi) \quad \text{for all } \phi \in M_j. \]

To define the multigrid algorithms, we shall define auxiliary operators. For \( k = 0, \ldots, j \), define the operator \( A_k : M_k \mapsto M_k \) by

\[ (A_kw, \phi)_k = A(w, \phi) \quad \text{for all } \phi \in M_k. \]

The operator \( A_k \) is clearly symmetric (in both the \( A(\cdot, \cdot) \)- and \((\cdot, \cdot)_k\)-inner products) and positive definite. Also define the projectors \( P_k : M_j \mapsto M_k \) and operators \( P^0_k : M_{k+1} \mapsto M_k \) by

\[ A(P_kw, \phi) = A(w, \phi) \quad \text{for all } \phi \in M_k, \]

and

\[ (P^0_kw, \phi)_k = (w, \phi)_{k+1} \quad \text{for all } \phi \in M_k. \]

Note that \( P_k \) is symmetric in the \( A \)-inner product.

To define the smoothing process, we require a linear operator \( R_k : M_k \mapsto M_k \) for \( k = 1, \ldots, j \). We assume that \( R_k \) is a symmetric and positive semi-definite operator in the \((\cdot, \cdot)_k\)-inner product and set \( K_k = I - R_k A_k \) on \( M_k \). Clearly, \( K_k \) is symmetric in the inner product \( A(\cdot, \cdot) \), and we further assume that \( K_k \) is nonnegative in the sense that \( A(K_k u, u) \geq 0 \) for all \( u \in M_k \). These assumptions imply that the spectrum of \( K_k \) is in \([0, 1]\).

We first define the symmetric multigrid operator \( B^s_k : M_k \mapsto M_k \) by induction.

**Algorithm S.** Set \( B^s_0 = A_0^{-1} \). Assume that \( B^s_{k-1} \) has been defined and define \( B^s_k g \) for \( g \in M_k \) as follows:

1. Set \( x^0 = 0 \) and \( q^0 = 0 \).
2. Define \( x^l \) for \( l = 1, \ldots, m(k) \) by

\[ x^l = x^{l-1} + R_k (g - A_k x^{l-1}). \]

3. Define \( x^{m(k)+1} = x^{m(k)} + q^p \) where \( q^i \) for \( i = 1, \ldots, p \) is defined by

\[ q^i = q^{i-1} + B^s_{k-1} [P^0_{k-1} (g - A_k x^{m(k)}) - A_{k-1} q^{i-1}]. \]

4. Set \( B^s_k g = x^{2m(k)+1} \) where \( x^l \) is defined for \( l = m(k)+2, \ldots, 2m(k)+1 \) by (2.3).
In this algorithm, \( m(k) \) is a positive integer which may vary from level to level and determines the number of smoothing iterations on that level. Because of this variable smoothing, the above algorithm is more general than that usually described [3], [4], [13], [14]. If all of the \( m(k) \) are the same, then this algorithm is the usual symmetric multigrid algorithm described in a notation which is convenient for our analysis. Note that \( B^s_k \) is clearly a linear operator for each \( k \). In this algorithm, \( p \) is a positive integer. The cases \( p = 1 \) and \( p = 2 \) correspond respectively to the symmetric \( V \) and \( W \) cycles of multigrid.

The definition of the nonsymmetric multigrid operator \( B^n_k \) is similar except that the smoothings of Step 4 are excluded. More precisely, we define \( B^n_k : M_k \rightarrow M_k \) by induction.

**Algorithm N.** Set \( B^n_0 = A_0^{-1} \). Assume that \( B^n_{k-1} \) has been defined and define \( B^n_k g \) for \( g \in M_k \) as follows:

1. Set \( x^0 = 0 \) and \( q^0 = 0 \).
2. Define \( x^l \) for \( l = 1, \ldots, m(k) \) by (2.3).
3. Define \( B^n_k g = x^{m(k)} + q^p \) where \( q^i \) for \( i = 1, \ldots, p \) is defined by

\[
q^i = q^{i-1} + B^n_k [P^0_{k-1} (g - A_k x^{m(k)}) - A_{k-1} q^{i-1}].
\]

The above algorithm defines a linear operator \( B^n_k \) which is equivalent to the standard nonsymmetric multigrid algorithms described in [4], [14] when \( m(k) \) is constant.

Let \( g = A_k x \). It is straightforward to check that \( q^p \) defined by (2.4) satisfies

\[
q^p = (I - (I - B^n_{k-1} A_{k-1})^p) A^{-1}_{k-1} P^0_{k-1} A_k (x - x^{m(k)}).
\]

A trivial computation gives that

\[
x - x^{m(k)} = K^{m(k)}_k x.
\]

Noting that on \( M_k \), \( P^0_{k-1} A_k = A_{k-1} P_{k-1} \), and combining (2.5) and (2.6) gives

\[
I - B^n_k A_k = [(I - P_{k-1}) + (I - B^n_{k-1} A_{k-1})^p P_{k-1}] K^{m(k)}_k \text{ on } M_k.
\]

Equation (2.7) gives a fundamental recurrence relation for the nonsymmetric multigrid algorithms. The analogous recurrence in the symmetric case is

\[
I - B^s_k A_k = K^{m(k)}_k [(I - P_{k-1}) + (I - B^s_{k-1} A_{k-1})^p P_{k-1}] K^{m(k)}_k \text{ on } M_k,
\]

which follows from similar reasoning.

We now restrict our attention to the case of \( p = 1 \). Note that \( K_k = K^*_k \), where \( K^*_k \) is the adjoint with respect to the inner product \( A(\cdot, \cdot) \). Consequently,

\[
(I - B^n_k A_k)^* = K^{m(k)}_k [(I - P_{k-1}) + (I - B^n_{k-1} A_{k-1})^* P_{k-1}].
\]

Multiplying this with (2.7), we find by a straightforward induction argument

\[
I - B^s_j A_j = (I - B^n_j A_j)^* (I - B^n_k A_k).
\]
Let \( \| \cdot \| \) denote the norm corresponding to the inner product \( A(\cdot, \cdot) \) on \( M_j \). Clearly, the convergence rate of Algorithm S is bounded by the operator norm of \( I - B^n_j A_j \) with respect to \( \| \cdot \| \), which is the square of the operator norm of \( I - B^n_j A_j \).

For our analysis, we will write \( I - B^n_j A_j \) as a product of operators. By (2.7), for \( k = 1, \ldots, j \), we clearly have that, on \( M_j \),

\[
I - B^n_k A_k P_k = (I - P_k) + (I - B^n_{k-1} A_{k-1} P_{k-1}) K^{m(k)}_k P_k
\]

\[(2.10)\]

\[
= (I - B^n_{k-1} A_{k-1} P_{k-1})(I - P_k + K^{m(k)}_k P_k)
= (I - B^n_{k-1} A_{k-1} P_{k-1})(I - T_k),
\]

where \( T_k = (I - K^{m(k)}_k P_k) \). Note that we have used the fact that \( P_{k-1}(I - P_k) = 0 \) in the derivation of the above equality. For convenience, we define \( T_0 = P_0 \) and hence

\[
I - B^n_j A_j = (I - T_0)(I - T_1) \cdots (I - T_j),
\]

from which it follows that

\[
(I - B^n_j A_j)^* = (I - T_j) \cdots (I - T_1)(I - T_0),
\]

(2.11)

since \( T_k^* = T_k \). We note that each factor of (2.11) is defined on all of \( M_j \). To develop bounds for the convergence of either Algorithm S or N, it suffices to estimate the operator norm of \( (I - B^n_j A_j)^* \).

The more general case \( p > 1 \) is quite similar. We first consider the nonsymmetric algorithm. Set

\[
e_k = (I - B^n_k A_k P_k)^* \quad \text{for} \quad k = 0, \ldots, j.
\]

A manipulation similar to that used above yields \( e_k = (I - T_k)e_{k-1}^p \) for \( k = 1, \ldots, j \). Thus,

\[
(2.12)\]

\[
 e_j = (I - T_j)(I - T_{j-1})e_{j-2}^p e_{j-1}^{p-1}
 = (I - T_j) \cdots (I - T_1)(I - T_0)e_1^p e_2^{p-1} \cdots e_{j-1}^{p-1}.
\]

Clearly, \( |||e_1^{p-1} e_2^{p-1} \cdots e_{j-1}^{p-1}||| \leq 1 \). Consequently, estimates for Algorithm N with \( p > 1 \) follow from the estimates for Algorithm N with \( p = 1 \). Similar arguments applied to the symmetric algorithm imply that

\[
I - B^s_j A_j = (I - T_j) \cdots (I - T_1)(I - T_0) D_j
\]

\[(2.13)\]

\[\cdot (I - T_0)(I - T_1) \cdots (I - T_j),\]

where the \( \| \cdot \| \) norm of the operator \( D_j \) is also bounded by one. Consequently, the convergence rate for \( p > 1 \) is always bounded by the convergence rate for the case of \( p = 1 \). Our analysis will not guarantee an improved rate of convergence for \( p > 1 \) under the regularity-free assumption (3.3). In contrast, the proofs
assuming the regularity and approximation assumption [6], [14], [20] do suggest such improvements.

3. Multigrid Analysis

In this section, we give an analysis of the multigrid algorithms described in the previous section. Our goal is to prove inequalities of the form:

(3.1) \[ A((I - B_j^s)u, u) \leq \delta_j A(u, u) \] for all \( u \in M_j \),

or

(3.2) \[ A((I - B_j^n A_j)u, (I - B_j^n A_j)u) \leq \delta_j A(u, u) \] for all \( u \in M_j \).

From the previous discussion, it suffices to prove (3.2) when \( p = 1 \).

In contrast to the usual multigrid analysis [6], [20], we will relate \( \delta_j \) in (3.2) to somewhat different a priori assumptions. Let \( \lambda_k \) denote the largest eigenvalue of \( A_k \). Our main assumption is the existence of linear operators \( Q_k: M_j \to M_k \) for \( k = 0, 1, \ldots, j \), with \( Q_j = I \), satisfying the following properties. We assume that there are constants \( C_1 \) and \( C_2 \) not depending on \( k \) for which

(3.3) \[ \|Q_k u - Q_{k-1} u\|_k^2 \leq C_1 \lambda_k^{-1} A(u, u) \] for \( k = 1, \ldots, j \),

\[ A(Q_k u, Q_k u) \leq C_2 A(u, u) \] for \( k = 0, \ldots, j - 1 \).

The inequalities in (3.3) hold for all \( u \in M_j \). As will be demonstrated in §§4–6, in various applications the derivation of inequalities of the form (3.3) only uses the approximation properties of the subspaces.

We will also make a second assumption concerning the symmetric smoothing operator \( R_k \). Assume that \( \tilde{M}_k \equiv \text{the range of } R_k \) contains the range of \( Q_k - Q_{k-1} \). We further assume that there exists a constant \( C_R \) independent of \( k \) which satisfies

(3.4) \[ \frac{\|u\|_k^2}{\lambda_k^2} \leq C_R (R_k u, u)_k \] for all \( u \in \tilde{M}_k \).

Let \( \tilde{P}_k^0 \) denote the orthogonal projection of \( M_k \) onto \( \tilde{M}_k \) with respect to \((\cdot, \cdot)_k \). We note that for \( v \in M_k \) and \( \phi \in \tilde{M}_k \),

\[ (R_k \tilde{P}_k^0 v, \phi)_k = (v, R_k \phi)_k = (R_k v, \phi)_k, \]

i.e., \( R_k \tilde{P}_k^0 = R_k \).

Remark 3.1. The above assumption on \( R_k \) represents a minimal requirement for a symmetric operator to be considered a smoother and is a natural condition to be satisfied. The fact that \( R_k \) need not be definite on \( M_k \) plays an important role in certain applications. In effect, the above assumption only requires that \( R_k \) smooth on the range of \( Q_k - Q_{k-1} \). In a refinement application described in §5, \( \tilde{M}_k \) will only contain degrees of freedom in a refinement subdomain and hence smoothing need only be done in that subdomain. Algorithms which only
smooth in the refinement regions have been suggested in [2]. An example of an
$R_k$ satisfying (3.4) is $R_k = \lambda_k^{-1} \tilde{P}_k^0$, where $\lambda_k$ is any upper bound for $\lambda_k$ (we
need $K_k$ nonnegative) and $\tilde{P}_k^0$ is the orthogonal projection of $M_k$ onto $\tilde{M}_k$
with respect to $(\cdot, \cdot)_k$.

We can now state and prove the theorem for estimating $\delta_j$ in (3.1) and (3.2).

**Theorem 1.** Assume that (3.3) and (3.4) hold, and define $B_j^*$ and $B_j^n$ by Algo-
rithm S and N, respectively. Then (3.1) and (3.2) hold with

$$\delta_j = 1 - \frac{1}{C_j},$$

where $C = [1 + C_2^{1/2} + (C_K C_3)^{1/2}]^2$.

**Proof.** From the earlier discussion, we may assume, without loss of generality,
that $p = 1$. In this case, (3.1) and (3.2) are equivalent. Let $E_k = (I - B_k^* A_k P_k)^*$.
By (2.10), we have for $k = 1, \ldots, j$

$$E_k = (I - T_k) E_{k-1}.$$  

Equality (3.6) also holds for $k = 0$ provided that we define $E_{-1} = I$.

We note that to prove (3.2) for $\delta_j$ given by (3.5), it suffices to show that

$$A(u, u) \leq C_j A(E_j^* u, E_j^* u) - A(E_j u, E_j u).$$

We start from (3.6) and compute

$$A(E_k u, E_k u) = A(E_k^* u, E_k^* u) + 2 A(T_k (I - T_k) E_{k-1} u, E_{k-1} u)$$
$$+ A(T_k E_{k-1} u, T_k E_{k-1} u)$$
$$= A(E_k^* u, E_k^* u) + A(T_k (I - T_k) E_{k-1} u, E_{k-1} u)$$
$$+ A(T_k E_{k-1} u, E_{k-1} u).$$

From the definition of $T_k$, the operator $T_k (I - T_k)$ is symmetric with respect
to $A(\cdot, \cdot)$ and positive semidefinite, and hence

$$A(T_k E_{k-1} u, E_{k-1} u) \leq A(E_{k-1} u, E_{k-1} u) - A(E_k u, E_k u).$$

Summing from 0 to $j$ gives

$$\sum_{k=0}^j A(T_k E_{k-1} u, E_{k-1} u) \leq A(u, u) - A(E_j u, E_j u).$$

By (3.7) and (3.9), (3.5) is reduced to proving that

$$A(u, u) \leq C_j \sum_{k=0}^j A(T_k E_{k-1} u, E_{k-1} u).$$

To this end, we use the fact that $Q_j = I$ to write

$$u = \sum_{k=1}^j (Q_k - Q_{k-1}) u + Q_0 u.$$
Thus,
\[
A(u, u) = \sum_{k=1}^{j} A(u, (Q_k - Q_{k-1})u) + A(u, Q_0 u)
\]
(3.11)
\[
= \sum_{k=1}^{j} A(E_{k-1} u, (Q_k - Q_{k-1})u) + A(u, Q_0 u)
\]
\[
+ \sum_{k=1}^{j} A((I - E_{k-1}) u, (Q_k - Q_{k-1})u).
\]

We now estimate the first sum on the right of (3.11). Using Schwarz’s inequality, we see that
\[
\sum_{k=1}^{j} A(E_{k-1} u, (Q_k - Q_{k-1})u) = \sum_{k=1}^{j} A(P_k E_{k-1} u, (Q_k - Q_{k-1})u)
\]
\[
= \sum_{k=1}^{j} (P^0_k A_k P_k E_{k-1} u, (Q_k - Q_{k-1})u)_k
\]
\[
\leq \sum_{k=1}^{j} \| P^0_k A_k P_k E_{k-1} u \|_k \| (Q_k - Q_{k-1})u \|_k.
\]

Applying (3.3) and (3.4) gives
\[
\sum_{k=1}^{j} A(E_{k-1} u, (Q_k - Q_{k-1})u)
\]
\[
\leq (C_1)^{1/2} A^{1/2}(u, u) \sum_{k=1}^{j} \lambda_k^{-1/2} \| P^0_k A_k P_k E_{k-1} u \|_k
\]
\[
\leq (C_R C_1 j)^{1/2} A^{1/2}(u, u) \left( \sum_{k=1}^{j} A(R_k A_k P_k E_{k-1} u, P_k E_{k-1} u) \right)^{1/2}.
\]

We used the fact that $R_k P^0_k = R_k$ in the last inequality above. The spectrum of $K_k$ is in $[0, 1]$, and hence
\[
A(R_k A_k P_k E_{k-1} u, P_k E_{k-1} u) = A((I - K_k) P_k E_{k-1} u, P_k E_{k-1} u)
\]
\[
\leq A(T_k E_{k-1} u, E_{k-1} u).
\]

Thus, we obtain
\[
\sum_{k=1}^{j} A(E_{k-1} u, (Q_k - Q_{k-1})u)
\]
(3.13)
\[
\leq (C_1 C_R j)^{1/2} A^{1/2}(u, u) \left( \sum_{k=1}^{j} A(T_k E_{k-1} u, E_{k-1} u) \right)^{1/2}.
\]
For the remaining terms in (3.11), we have

\[
\sum_{k=1}^{j} A((I - E_{k-1})u, (Q_k - Q_{k-1})u) + A(u, Q_0 u)
\]

\[
= \sum_{k=1}^{j-1} A((E_k - E_{k-1})u, Q_k u) + A((I - E_{j-1})u, u).
\]

(3.14)

From (3.6), \(E_{k-1} - E_k = T_k E_{k-1}\), and it follows that

\[
I - E_{j-1} = \sum_{k=0}^{j-1} T_k E_{k-1}.
\]

From this and (3.14),

\[
\sum_{k=1}^{j} A((I - E_{k-1})u, (Q_k - Q_{k-1})u) + A(u, Q_0 u)
\]

\[
= \sum_{k=1}^{j-1} A(T_k E_{k-1} u, (I - Q_k) u) + A(T_0 u, u).
\]

(3.15)

Note that the spectrum of \(T_k\) is contained in \([0, 1]\), and hence the right-hand side of (3.15) is bounded by

\[
j^{1/2}(1 + C_2^{1/2}) \left( \sum_{k=0}^{j-1} A(T_k E_{k-1} u, E_{k-1} u) \right)^{1/2} A^{1/2}(u, u).
\]

(3.16)

Combining (3.11), (3.13), (3.15), and (3.16) gives

\[
A(u, u) \leq j[1 + C_2^{1/2} + (C_R C_1)^{1/2}]^2 \left( \sum_{k=0}^{j} A(T_k E_{k-1} u, E_{k-1} u) \right),
\]

i.e., (3.10) holds with \(C = [1 + C_2^{1/2} + (C_R C_1)^{1/2}]^2\). This completes the proof of the theorem. \(\square\)

**Remark 3.2.** Theorem 1 gives bounds for the convergence factor \(\delta_k\) in (3.1) and (3.2) in terms of \(j\). In finite element applications, \(j\) (the number of levels) is proportional to a logarithm of the mesh size. This theorem shows that the multigrid algorithms converge rapidly under the regularity-free assumption (3.3). We note, however, that the result does not show any improvement in the rate of convergence when the number of smoothings \(m(k)\) is greater than one. In contrast, the multigrid results of [5], [6] imply improved convergence with larger \(m(k)\) provided that the regularity and approximation assumption holds.

**Remark 3.3.** The nonnegativity assumption on \(K_k\) can be relaxed to the assumption that \(\sigma(K_k) \subseteq [1 - \omega, 1]\) for some \(\omega\) with \(1 \leq \omega < 2\). Here, \(\sigma(K_k)\) denotes the spectrum of \(K_k\). The value of \(C\) in Theorem 1 can be taken to
be \( C = [1 + C_2^{1/2} + (C_R C_1 \omega/(2 - \omega))^{1/2}]^2/(2 - \omega) \). The assumption on \( \sigma(K_k) \) implies that \( \sigma(T_k) \subseteq [0, \omega] \). In this case, (3.8) is replaced by
\[
(2 - \omega)A(T_k E_{k-1} u, E_{k-1} u) \leq A(E_{k-1} u, E_{k-1} u) - A(E_k u, E_k u)
\]
and (3.12) is replaced by
\[
A(R_k A_k P_k E_{k-1} u, P_k E_{k-1} u) \leq \frac{\omega}{2 - \omega} A(T_k E_{k-1} u, E_{k-1} u).
\]
The remainder of the proof is similar.

4. Application to an \( H^1_0 \) equivalent form

In this section, we consider applying the multilevel results of the previous section to forms \( A(\cdot, \cdot) \) defined on a subspace \( M_j \subseteq H^1_0(\Omega) \). We will only assume that the quadratic form is equivalent to the square of the \( H^1(\Omega) \) norm on \( M_j \), i.e.,
\[
(4.1) \quad c_0 \|v\|^2_1 \leq A(v, v) \leq c_1 \|v\|^2_1 \quad \text{for all } v \in M_j
\]
holds for positive constants \( c_0, c_1 \). Here, \( \|\cdot\|^2_1 \) denotes the norm in \( H^1(\Omega) \).
As far as we know, it is not possible to prove the regularity and approximation assumption ((3.3) of [6]) under such a weak assumption on the form. In contrast, we shall see that it is possible to apply the theory of the preceding section to natural multigrid algorithms and guarantee rapid convergence. Examples for which (4.1) is known, yet regularity and approximation results are not available, include elliptic problems with bounded measurable coefficients and various finite difference applications.

We start with a nested sequence of multigrid spaces
\[
M_0 \subset M_1 \subset \cdots \subset M_j.
\]
The most natural examples result from finite element subspaces defined on a sequence of nested triangulations. For example, in the two-dimensional case, when \( \Omega \) is a polygonal domain, we can define spaces of piecewise linear functions as follows. Since \( \Omega \) is polygonal, start with a coarse triangulation \( \tau_0 = \bigcup_i \tau_i^0 \) of quasi-uniform size \( h_0 \), where \( \tau_i^0 \) represents an individual triangle and \( \tau_0 \) denotes the triangulation. Successively finer triangulations \( \{\tau_k, k = 1, \ldots, j\} \) of size \( h_k = 2^{-k} h_0 \) are defined by breaking each triangle of a coarser triangulation into four triangles by connecting the midpoints of the edges. The subspace \( M_k \) is defined to be the continuous functions defined on \( \Omega \) which are piecewise linear with respect to \( \tau_k \) and vanish on \( \partial\Omega \).

Let \( Q_k \) denote the \( L^2(\Omega) \) projection onto \( M_k \). It is known that, since the triangulations are quasi-uniform,
\[
(4.2) \quad \|(I - Q_k)v\| \leq c h_k \|v\|_1
\]
and
\[
(4.3) \quad \|Q_k v\|_1 \leq C \|v\|_1,
\]
for all \( v \in H^1_0(\Omega) \) (see, e.g., [11], [23]). Here, \( \|\cdot\| \) denotes the norm in \( L^2(\Omega) \).

Let \( (\cdot, \cdot)_k \) be a discrete inner product on \( M_k \times M_k \) which satisfies
\[
(4.4) \quad c \|v\|^2 \leq (v, v)_k \leq C \|v\|^2 \quad \text{for all } v \in M_k.
\]

The constants \( c \) and \( C \) in (4.4) are assumed to be independent of \( k = 0, \ldots, j \). For example, we can take
\[
(4.5) \quad (v, v)_k = h_k^2 \sum u(x_i)v(x_i),
\]
where \( \{x_i\} \) is the collection of nodes for \( M_k \) and the sum in (4.5) is taken over this set. Combining (4.1)-(4.4) shows that (3.3) holds. Since, in this case, we use discrete inner products, we can take \( R_k \) to be \( k k^2 \), where \( k = O(h_k^{-2}) \) is a bound for the largest eigenvalue of \( A_k \). Consequently, we can apply Theorem 1 to provide the following proposition.

**Proposition 4.1.** Assume that (4.1)-(4.4) hold. Then the convergence rates of Algorithms S and N are bounded by
\[
\delta_j = 1 - \frac{1}{C j}.
\]

As the first application of this result, we will consider the following elliptic boundary value problem. Let \( \Omega \) be a polygonal domain in \( \mathbb{R}^2 \) and consider the problem
\[
(4.6) \quad -\sum_{i,j=1}^{2} \frac{\partial}{\partial x_i} a_{ij} \frac{\partial u}{\partial x_j} + au = f \quad \text{in } \Omega,
\]
\[
u = 0 \quad \text{on } \partial \Omega.
\]

We assume that the matrix \( \{a_{ij}\} \) is symmetric for each \( x \in \Omega \). The corresponding form \( A(\cdot, \cdot) \) is defined by
\[
(4.7) \quad A(u, v) = \sum_{i,j=1}^{2} \int_{\Omega} a_{ij} \frac{\partial u}{\partial x_i} \frac{\partial v}{\partial x_j} dx + \int_{\Omega} auv dx.
\]

For this application, the only additional requirement is that the coefficients are such that (4.1) holds. This means that the coefficients can have rather complex jumps provided that they remain between fixed upper and lower bounds. Proposition 4.1 applies and gives a convergence bound for the corresponding multigrid algorithms. As far as we know, appropriate elliptic regularity estimates (cf. [4], [6]) for the weak solutions of problem (4.6) are not known. Without such estimates, neither the theory of [4] nor [6] would yield useful convergence bounds.

For our second application of Proposition 4.1, we consider a finite difference operator applied to the problem
\[
(4.8) \quad -\nabla \cdot a \nabla u = f \quad \text{in } \Omega,
\]
\[
u = 0 \quad \text{on } \partial \Omega.
\]
For this application, we assume that the domain is the union of squares in a coarse square mesh of size $h_0$ and that the coefficient $a$ in (4.8) is continuous on $\overline{\Omega}$ and bounded from below by a positive constant $c$. The coarse finite difference mesh is formed by the above-mentioned squares. Successively finer grids are defined by breaking each square into four subsquares in the obvious way. We seek the solution of the finite difference equations on the $j$th grid.

The finite difference stencil at the grid point $i, k$ of the $j$th grid is given by

$$
(L_h \vec{x})_{i,k} = a_{i,k+1/2}(\vec{x}_{i,k} - \vec{x}_{i,k+1}) + a_{i,k-1/2}(\vec{x}_{i,k} - \vec{x}_{i,k-1}) + a_{i+1/2,k}(\vec{x}_{i,k} - \vec{x}_{i+1,k}) + a_{i-1/2,k}(\vec{x}_{i,k} - \vec{x}_{i-1,k}).
$$

We also consider finite element spaces of piecewise linear functions as defined above. The coarse triangulation of $\Omega$ is formed by dividing each of the coarse squares mentioned above into two triangles by one of the diagonals. Nodal interpolation $x \rightarrow \vec{x}$ provides a natural correspondence between the nodal vectors in the finite difference approximation and functions in $M_j$, i.e., $x$ is the function in $M_j$ which takes on the values of $\vec{x}$ on the nodes of the grid. It is easy to show that the norm induced by the form

$$
A(x, y) = \sum (L_h \vec{x})_{i,k} \vec{y}_{i,k}
$$

is equivalent to the $H^1$ norm on $M_j$. The sum in (4.9) is over all nodes of the $j$th mesh. Consequently, Proposition 4.1 guarantees rates of convergence for the corresponding multigrid algorithms (with discrete inner products given by, for example, (4.5)).

This algorithm corresponds to a natural finite difference multigrid algorithm. In fact, the finite element spaces can be used to provide interpolation and restriction operators connecting the original sequence of finite difference spaces $\overline{M}_0, \ldots, \overline{M}_j$. Define the $k$th grid operator $L_h^k$ by ([20])

$$
L_h^k = I_k^t L_h I_k,
$$

where $I_k$ is the interpolation matrix (corresponding to the imbedding of $M_k$ in $M_j$) and $I_k^t$ is its transpose. Then the multigrid algorithm using the form of (4.9) is exactly the same as the finite difference multigrid algorithms using (4.10). Proposition 4.1 provides an estimate for its rate of convergence.

The discussion given in this section extends without difficulty to problems in more than two dimensions and other boundary conditions as well as more general finite element spaces.

5. A REFINEMENT APPLICATION

In this section, we shall apply the results of §3 to the case of finite element approximation with locally refined grids. Such mesh refinements are convenient for accurate modeling of problems with various types of singular behavior. Here, we shall make use of the fact that the operator $R_k$ need not satisfy
smoothing conditions on the whole space but rather only on a subspace contain-
ing the range of $Q_k - Q_{k-1}$. This will allow an analysis of algorithms which
only smooth on the nodes which are interior to the subdomain of refinement.

We consider the boundary value problem (4.6), but for convenience, we take
$a = 0$. As in §4, we assume that the coefficient matrix is symmetric and that the
resulting form (4.7) satisfies (4.1). It is well known that jumps in coefficients,
nonconvex domains, or singular data results in solutions with various types of
singular behavior [15]. To accurately solve such problems, it is convenient to
use an appropriate mesh refinement. We shall present a flexible mesh refinement
scheme in this section which leads to multigrid algorithms whose convergence
rate can be bounded by applying Theorem 1.

For convenience, we will only consider the case of piecewise linear finite
elements. Applications with other finite element spaces are possible. Also the
case of more than two dimensions presents no inherent difficulty.

The first step in the definition of the algorithms involves the development of
sequences of nested refined grids. These grids are defined in terms of a given
sequence of nested subdomains

$$\Omega_j \subseteq \Omega_{j-1} \subseteq \cdots \subseteq \Omega_0 = \Omega.$$ 

We assume that we are given a coarse triangulation of $\Omega = \bigcup_l \tau_l^0$. This coarse
triangulation provides the first grid $\{\tau_l^0\}$. Given that a grid $\{\tau_{k-1}^l\}$ has been
defined, the grid $\{\tau_k^l\}$ is defined by refining those triangles of $\{\tau_{k-1}^l\}$ which are
in $\Omega_k$. This refinement is done by breaking each triangle of the mesh $\{\tau_{k-1}^l\}$
in $\Omega_k$ into four triangles by connecting the midpoints of the edges. We assume
$\partial \Omega_k$ aligns with the mesh $\{\tau_{k-1}^l\}$.

The space $M_k$ is defined to be the set of continuous functions on $\Omega$ which
are piecewise linear with respect to the grid $\{\tau_k^l\}$ and vanish on $\partial \Omega$. We note
that the continuity constraint implies that there are no new degrees of freedom
corresponding to nodes on $\partial \Omega_k$ (see Figure 5.1). These new nodes on $\partial \Omega_k$
will be called slave nodes since, by continuity, their values are determined by
the values of their neighboring nodes (which were already in the previous grids).
It is easy to see that the space $M_k$ has a nodal basis consisting of the vertices
of $\{\tau_k^l\}$ excluding the slave nodes.

To fit this application into the abstract framework of §2 and §3, we need
to define discrete inner products and smoothing operators $R_k$. We shall use
the $L^2(\Omega)$-inner product for the discrete inner product on each level. The use
of $L^2(\Omega)$-inner products in the multigrid algorithms often leads to algorithms
which require the solution of Gram matrix problems in the implementation.
We shall avoid this (see the Appendix) by a judicious choice of the smoothing
operator $R_k$. Let

$$\widetilde{M}_k = \{\phi \in M_k | \text{supp } \phi \subseteq \Omega_k\}.$$
In addition, let $(\cdot, \cdot)$ denote the $L^2(\Omega)$-inner product and $\{\theta^l_k\}$ denote the usual nodal basis for $\tilde{M}_k$. Define

$$R_k u = \alpha \sum_l (d^l_k)^{-1}(u, \theta^l_k) \theta^l_k \quad \text{for all } u \in M_k.$$  

The sum in (5.2) is taken over the nodes of $\tilde{M}_k$, $d^l_k = A(\theta^l_k, \theta^l_k)$ and $\alpha$ is a constant which is chosen to ensure that $K_k$ is nonnegative.

In general, it suffices to take $\alpha = 1/3$. The nonnegativity of $K_k$ can be seen as follows. For $u \in M_k$,  

$$A(R_k A_k u, u) = 1/3 \sum_i A(u, \theta^l_k)^2 A(\theta^l_k, \theta^l_k)^{-1} \leq 1/3 \sum_i A_{\Omega^i}(u, u).$$

Here $\Omega^i_k$ denotes the support of $\theta^l_k$. Each triangle of the mesh $\{\tau^l_k\}$ appears at most three times on the right-hand sum in (5.3). The nonnegativity of $K_k$ immediately follows.

The operator $R_k$ is clearly a symmetric semidefinite operator on $M_k$ with range contained in $\tilde{M}_k$. We note that the space $\tilde{M}_k$ is a finite element space developed from a mesh with elements of quasi-uniform size. It is shown in [9] that (3.4) holds with the discrete norms defined to be the $L^2(\Omega)$ norm. Note that this definition of $R_k$ provides a smoothing operator which only involves smoothing on the nodes of $M_k$ in the interior of the refinement subregion $\Omega_k$. We will prove the following proposition.

**Proposition 5.1.** There exists a sequence of operators $Q_k : M_j \mapsto M_k$ for $k = 0, \ldots, j$, with $Q_j = I$, satisfying (3.3). Moreover, $(Q_k - Q_{k-1})v \in \tilde{M}_k$ for all...
$v \in M_j$. Consequently, Algorithms S and N using $A(\cdot, \cdot)$, $L^2(\Omega)$-inner products, and $R_k$ by (5.2), converge with rates bounded by

$$\delta_j = 1 - \frac{1}{C_j}.$$ 

**Proof.** We need only construct a sequence of operators $Q_k$, $k = 0, \ldots, j - 1$, satisfying (3.3) with $(Q_k - Q_{k-1})v \in \tilde{M}_k$ for all $v \in M_k$. To do this, we use a technique given in [9]. Let $h_0$ denote the mesh size of the original coarse mesh and define $h_k = 2^{-k} h_0$. We clearly have that $\lambda_k \leq ch_k^{-2}$. Let $\overline{M}_k$ be the space defined from the full mesh of size $h_k$, i.e., $\overline{M}_k$ is the space obtained above when taking $\Omega_k = \Omega_{k-1} = \cdots = \Omega_0 = \Omega$. Clearly, $\overline{M}_k$ satisfies the usual approximation and inverse properties, which imply that the $L^2(\Omega)$ projection operator $\overline{Q}_k$ onto $\overline{M}_k$ satisfies

$$\| (I - \overline{Q}_k)v \| \leq c\lambda_k^{-1/2} A^{1/2}(v, v) \quad (5.4)$$

and

$$A(\overline{Q}_k v, \overline{Q}_k v) \leq CA(v, v), \quad (5.5)$$

for all $v \in H^1_0(\Omega)$. Moreover, both $M_k$ and $\overline{M}_k$ have the same mesh restricted to $\Omega_k$ and $M_k \subseteq \overline{M}_k$. Let $v \in M$. For $k = 0, \ldots, j - 1$, define $Q_k v = w$, where $w$ is the unique function in $M_k$ satisfying

$$w = \begin{cases} 
\overline{Q}_k v & \text{at the nodes of } M_k \text{ in the interior of } \Omega_{k+1}, \\
v & \text{at the remaining nodes of } M_k.
\end{cases}$$

Note that from the construction, $(Q_k - Q_{k-1})v$ is a function in $M_k$ with support in $\Omega_k$, i.e., it is in $\overline{M}_k$. We are left to verify (3.3).

We first prove that

$$\| (I - Q_k)v \| \leq c\lambda_k^{-1} A(v, v), \quad (5.6)$$

from which the first inequality of (3.3) follows. By the definition of $Q_k$ and the triangle inequality,

$$\| (I - Q_k)v \| = \| v - w \| = \| v - w \|_{\Omega_{k+1}} \leq \| (I - \overline{Q}_k)v \| + \| \overline{Q}_k v - w \|_{\Omega_{k+1}}, \quad (5.7)$$

where $\| \cdot \|_{\Omega_{k+1}}$ denotes the $L^2$ norm on $\Omega_{k+1}$. By (5.4), it suffices to estimate the second term on the right-hand side of (5.7) by the first. But by the definition of $w$,

$$\| \overline{Q}_k v - w \|^2_{\Omega_{k+1}} \leq C h_k^2 \sum_i (\overline{Q}_k v(x_k^i) - v(x_k^i))^2,$$

where the sum is taken over the nodes $x_k^i$ of $M_k$ on $\partial \Omega_{k+1}$.

Clearly,

$$h_k^2 \sum_i (\overline{Q}_k v(x_k^i) - v(x_k^i))^2 \leq C \| (I - \overline{Q}_k)v \|.$$

This proves (5.6) and completes the proof of the first inequality of (3.3).
To prove the second inequality of (3.3), it obviously suffices to prove

\[(5.8)\quad A((I - Q_k)v, (I - Q_k)v) \leq c A(v, v).\]

As above, we write

\[(5.9)\quad A^{1/2}(v - w, v - w) \leq A^{1/2}(\Omega_k v - w, \Omega_k v - w).\]

Here, \(A_{\Omega_k}^+ (\cdot, \cdot)\) is defined as in (4.7) but with integration taken only over the subdomain \(\Omega_{k+1}\). We apply (5.5) to get

\[A((I - Q_k)v, (I - Q_k)v) \leq C A(v, v).\]

For the remaining term in (5.9), as above

\[A_{\Omega_{k+1}}^+ (\overline{\Omega}_k v - w, \overline{\Omega}_k v - w) \leq C \sum_i (\overline{\Omega}_k v(x_i) - v(x_i))^2 \leq C h_k^{-2} \| (I - \overline{\Omega}_k) v \| \leq C A(v, v).\]

This proves the second inequality of (3.3) and hence completes the proof of the proposition. \(\Box\)

Remark 5.1. The use of \(L^2(\Omega)\)-inner products for discrete inner products sometimes leads to multigrid algorithms which require the solution of Gram matrix problems. However, the special form of the operators \(R_k\) enables us to avoid such complications. This is discussed in detail in the appendix.

6. Interface problems with large jumps in coefficients

As the final example of the applications of the theory in §3, in this section we will present some multigrid estimates for second-order problems which may have large jumps in coefficients. We consider the following problem defined on a domain \(\Omega \subset \mathbb{R}^2:\)

\[(6.1)\quad -\nabla (a \nabla u) = f \quad \text{in } \Omega, \quad u = 0 \quad \text{on } \partial \Omega.\]

More precisely, we assume

\[(6.2)\quad \overline{\Omega} = \bigcup_{i=1}^J \overline{\Omega}_i,\]

where \(\{\Omega_i\}\) are mutually disjoint open polygons or tetrahedrons, and set \(\omega_i\) to be the average value of \(a\) over \(\Omega_i\). In particular, we shall be interested in applications when there is large variation in \(\{\omega_i\}\) but little variation of \(a\) over the sets \(\Omega_i\). The coefficient \(a\) may not be smooth, e.g., it might have jump discontinuities, in which case (6.1) is understood in the weak sense. Consequently,
we assume that \( \omega_i > 0 \) for each \( i \), and that there are constants \( c_0 \) and \( c_1 \) not depending on \( i = 1, \ldots, J \) satisfying

\[
(6.3) \quad c_0 \omega_i D_i(v, v) \leq A_i(v, v) \leq c_1 \omega_i D_i(v, v) \quad \text{for all } v \in H^1(\Omega_i).
\]

Here, \( A_i(\cdot, \cdot) \) is defined by

\[
A_i(u, v) = \int_{\Omega_i} a \nabla u \cdot \nabla v \, dx.
\]

Similarly, \( A(\cdot, \cdot) \) denotes the Dirichlet form on \( \Omega \) and

\[
(6.4) \quad A(u, v) = \sum_i A_i(u, v).
\]

The purpose of this section is to apply the results of §3 to provide estimates for appropriately defined multigrid algorithms for (6.1) which depend only on the constants \( c_0, c_1 \) of (6.3) but not on the values of \( \omega_i \). This means that \( \max_i \omega_i / \min_i \omega_i \) can be very large without significantly reducing the rate of convergence for these multigrid algorithms. To achieve this rate of convergence, we use a discrete inner product which is weighted by the coefficients \( \{\omega_i\} \) and a coarse triangulation which aligns with the boundaries of \( \{\Omega_i\} \). By this we mean that \( \bigcup_i \partial \Omega_i \) is a subset of \( \bigcup \partial \tau_i^l \), where \( \{\tau_i^l\} \) is the coarse triangulation of \( \Omega \) (see §4).

As far as we know, the dependence of the elliptic regularity estimates (in the weighted norms) is not known for this type of problem. Consequently, the regularity and approximation assumptions necessary for the standard theory are not available. Some analysis for a fixed number of levels has been given in [23] although the estimates given there tend rapidly to one as the number of levels is increased. In contrast, the bounds we shall derive here only deteriorate quadratically with the number of levels (see Proposition 6.1).

To begin our analysis, we introduce the following weighted inner products:

\[
(6.5) \quad (u, v)_{L^2(\Omega)} = \sum_{i=1}^J \omega_i (u, v)_{L^2(\Omega_i)},
\]

and

\[
(6.6) \quad (u, v)_{H^1(\Omega)} = \sum_{i=1}^J \omega_i D_i(u, v),
\]

with the induced norms denoted by \( \| \cdot \|_{L^2(\Omega)} \) and \( \| \cdot \|_{H^1(\Omega)} \), respectively. Notice that by (6.3), \( A^{1/2}(\cdot, \cdot) \) is equivalent to \( \| \cdot \|_{H^1(\Omega)} \). As is done in §4, we assume that \( \Omega \) is triangulated by a nested sequence of quasi-uniform meshes \( \{\tau_k : k = 0, \ldots, j\} \) with \( \{\partial \Omega_i\} \) being a subgrid of \( \{\tau_i^l\} \). Corresponding to these triangulations, as in §4, we have the multilevel spaces

\[
M_0 \subset M_1 \subset \cdots \subset M_j.
\]
The operators $Q_k$ needed in the analysis of §3 can be taken to be the weighted $L^2$ projections $Q^o_k: L^2(\Omega) \rightarrow M_k$ defined by

\[(Q^o_k u, v)_{L^2(\Omega)} = (u, v)_{L^2(\Omega)} \quad \text{for all } u \in L^2(\Omega), v \in M_k.\]

The following result is taken from [23] for the verification of (3.3).

**Lemma 6.1.** Assume the decomposition (6.2) has no cross points, namely there is no point on the interface that belongs to more than two $\Omega_i$'s. Then, for all $u \in H^{1}_{0}(\Omega)$,

\[
\| (I - Q^o_k)u \|_{L^2(\Omega)} \leq C h_k \| u \|_{H^1_0(\Omega)}
\]

and

\[
\| Q^o_k u \|_{H^1_0(\Omega)} \leq C \| u \|_{H^1_0(\Omega)}.
\]

More generally, in the presence of cross points, we have, for all $u \in M_j$,

\[
\| (I - Q^o_k)u \|_{L^2(\Omega)} \leq C h_k \left(\log \frac{h_k}{h_j}\right)^{1/2} \| u \|_{H^1_0(\Omega)}
\]

and

\[
\| Q^o_k u \|_{H^1_0(\Omega)} \leq C \left(\log \frac{h_k}{h_j}\right)^{1/2} \| u \|_{H^1_0(\Omega)}.
\]

**Remark 6.1.** The first part of the above result holds in three dimensions but, in general, the second does not [23].

To completely define the multigrid algorithms, we need only define the discrete inner products and the smoothing operators $\{R_k\}$. The discrete inner products are defined by the weighted inner product (6.5). We define the operator $R_k$ by

\[(6.8) \quad R_k u = \alpha \sum_i (d^i_k)^{-1} (v, \theta^i_k)_{L^2(\Omega)} \theta^i_k,\]

Here, $d^i_k = A(\theta^i_k, \theta^i_k)$ and $\alpha$ is a constant chosen so that $K_k$ is nonnegative. From the discussion in §5, it suffices to take $\alpha = 1/3$.

By the inverse inequality, we have that the largest eigenvalue of $A_k$ (defined by (2.2)) is bounded by $C h_k^{-2}$. As a consequence, Lemma 6.1 implies that the assumption (3.3) holds with $C_1$ and $C_2$ satisfying

\[C_1 \leq \tilde{C}_1 j^\gamma, \quad C_2 \leq \tilde{C}_2 j^\gamma,\]

where $\tilde{C}_1$ and $\tilde{C}_2$ are constants independent of $k$ and $j$. The constant $\gamma$ is equal to zero if the interface has no cross points and otherwise $\gamma$ equals one. Applying Theorem 1 gives the following proposition.
Proposition 6.1. For the operators and inner products defined above, the convergence rate of Algorithm S and N are bounded by

$$\delta_j \leq 1 - \frac{1}{C j^{1+\gamma}},$$

where $\gamma = 0$ or $1$ as explained above.

Remark 6.2. The above proposition holds for three-dimensional applications provided that, for example, there are no internal cross points.

Remark 6.3. The special form of the smoothing operators $R_k$ defined in (6.8) enables us to avoid the solution of Gram matrix problems associated with the inner products appearing in the multigrid algorithms. This is discussed in detail in the appendix.

7. Numerical results

In this section, we provide the results of numerical examples illustrating the theory developed in the earlier sections. Specifically, the actual reduction factor $\delta_j$ satisfying (3.1) is numerically computed in several examples. Note that $\delta_j$ is the largest eigenvalue of the operator $I - B_j A_j$ and can be computed numerically. We shall provide results in the case of local refinement (see §5) as well as quasi-uniform meshes applied to problems where the coefficients defining the differential operator have jumps (see §§4 and 6). The results of the refinement calculations appear to be independent of the number of levels. In contrast, the examples in which the coefficients have jumps show a slow deterioration in the rate of convergence as the number of levels increases. Both cases show asymptotic convergence behavior which is somewhat better than the worst-case analysis provided by the earlier theory. In all of the reported results, we use a symmetric V-cycle algorithm with $m(k) = X$ for all $k$.

We report the numerically computed value of $\delta_j$ as a function of the mesh parameters. We note however that, since the operator $B_j$ is symmetric, it can be used as a preconditioner and the overall convergence of the algorithm can be accelerated by preconditioned conjugate gradient iteration. In this case, the condition number of the preconditioned system is bounded by $(1 - \delta_j)^{-1}$.

For the first example, we consider the application of the multigrid algorithm to the finite element equations corresponding to a problem with mesh refinement. For this example, the domain $\Omega$ will be the unit square, and we shall approximate the solution to

$$-\Delta u = f \quad \text{in } \Omega,$$

$$u = 0 \quad \text{on } \partial \Omega.$$  

(7.1)

The corresponding form $A(\cdot, \cdot)$ is the Dirichlet form on $\Omega$.

The sequence of grids which we shall consider will be progressively more refined as we approach the corner $(1, 1)$. We will use the scheme described in §5 for generating the mesh. We start by breaking the square into sixteen smaller
squares of side length 1/4. The coarse triangulation is defined by splitting each of these smaller squares into two triangles, for example, along the diagonal between the bottom left to the upper right corner. For integers 0 < J < j, we define \( \Omega_k = \Omega \) for \( k = 0, \ldots, J \) and \( \Omega_k = [1 - 2^{J-k}, 1] \times [1 - 2^{J-k}, 1] \) for \( k > J \). This generates a sequence of meshes with geometrically decreasing mesh size, with local refinement (for \( k > J \)) on domains of geometrically decreasing size. Such a mesh would be effective if, for example, the function \( f \) in (7.1) behaved like a \( \delta \) function distribution at the point \((1,1)\). The finite element spaces \( M_0 \subset \cdots \subset M_j \) are defined as in §5.

We use (5.2) to define \( R_k \). A more careful analysis shows that, for this example, \( I - R_k A_k \) will be a nonnegative operator if \( \alpha \) is taken to be 1/2. We define \( (\cdot, \cdot)_k \) to be the \( L^2(\Omega) \)-inner product.

Table 7.1 gives numerically computed values of \( \delta_j \) as a function of \( j \) and \( J \). For example, \( J = 4 \) and \( j = 8 \) corresponds to a uniform grid of size \( h_j = 1/64 \) with four refinement levels in the corner and \( h_j = 1/1024 \). For all practical purposes, these values are independent of both \( j \) and \( J \). In contrast, Proposition 5.1 suggests that they may deteriorate like \( 1 - c/j \). In this example, all of the domains \( \Omega_0, \ldots, \Omega_j \) are squares and the worst-case deterioration does not appear to be occurring.

**Table 7.1**

<table>
<thead>
<tr>
<th>( j - J )</th>
<th>( J = 1 )</th>
<th>( J = 2 )</th>
<th>( J = 3 )</th>
<th>( J = 4 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>.670</td>
<td>.668</td>
<td>.668</td>
<td>.668</td>
</tr>
<tr>
<td>2</td>
<td>.669</td>
<td>.668</td>
<td>.668</td>
<td>.668</td>
</tr>
<tr>
<td>3</td>
<td>.669</td>
<td>.668</td>
<td>.668</td>
<td>.668</td>
</tr>
<tr>
<td>4</td>
<td>.669</td>
<td>.668</td>
<td>.668</td>
<td>.668</td>
</tr>
</tbody>
</table>

The remaining example considers multigrid applied to a problem with jumps in the coefficients. Specifically, we consider finite element approximation of the solution of the problem (6.1) where \( \Omega \) is the unit square and the coefficient \( a(x) \) is piecewise constant on the coarse grid triangles. Actually, \( a(x) = 1 \) except in the set \([1/4, 1/2] \times [1/4, 1/2] \cup [1/2, 3/4] \times [1/2, 3/4]\), where it is equal to \( \mu \). We shall present numerically computed values of \( \delta_j \) for \( \mu = 1, 2, 1000, 10000 \).

For this example, we use quasi-uniform grids and subspaces corresponding to \( k = 0, \ldots, J \) described in the previous example. The form \( A(\cdot, \cdot) \) is given by (6.4) and \( R_k \) is defined by (6.8). As in the previous example, we take \( \alpha = 1/2 \).

Table 7.2 gives the numerically computed values of \( \delta_j \) as a function of \( j \) and \( \mu \). Note that the results for \( \mu = 1, 2 \) appear to be bounded independently of the number of levels. For \( \mu = 2 \), this is somewhat better than the bound of Proposition 4.1. In addition, little change is seen in the reduction rates.
of \( \mu = 1,000 \) and \( \mu = 10,000 \). Both \( \mu = 1,000 \) and \( \mu = 10,000 \) show a deterioration in the rate of convergence which is better than the theoretical bound of \( 1 - c/j^2 \) provided by Proposition 6.1; in fact, \( \delta_j \) is approximately \( 1 - .8/j \) (see the last column of Table 7.2).

### Table 7.2

*Values of \( \delta_j \) for the discontinuous coefficient example*

<table>
<thead>
<tr>
<th>( j(h) )</th>
<th>( \mu = 1 )</th>
<th>( \mu = 2 )</th>
<th>( \mu = 1,000 )</th>
<th>( \mu = 10,000 )</th>
<th>( 1 - .8/j )</th>
</tr>
</thead>
<tbody>
<tr>
<td>2(1/16)</td>
<td>.57</td>
<td>.59</td>
<td>.62</td>
<td>.62</td>
<td>.60</td>
</tr>
<tr>
<td>3(1/32)</td>
<td>.59</td>
<td>.61</td>
<td>.72</td>
<td>.73</td>
<td>.73</td>
</tr>
<tr>
<td>4(1/64)</td>
<td>.59</td>
<td>.61</td>
<td>.80</td>
<td>.80</td>
<td>.80</td>
</tr>
<tr>
<td>5(1/128)</td>
<td>.59</td>
<td>.61</td>
<td>.84</td>
<td>.85</td>
<td>.84</td>
</tr>
</tbody>
</table>

8. **Appendix**

In this section, we shall consider the implementation of Algorithms S and N. In particular, we shall show that it is sometimes possible to implement these algorithms in a way which is independent of the discrete inner products. This is possible for the applications described in §5 and §6.

Before proceeding, we briefly examine the way finite element equations are described in computer codes. Typically, one represents unknown functions in an approximation space (e.g., \( M_k \)) by a vector of nodal coefficients. The computer problem is to find the coefficients of the function \( u \in M_k \) satisfying

\[
A(u, \theta^i_k) = F(\theta^i_k),
\]

for all basis function \( \{\theta^i_k\} \). The functional \( F \) is represented by its action on the basis vectors. One defines the stiffness matrix \( M \) by \( \tilde{A}_{ij} = A(\theta^i_k, \theta^j_k) \). Note that, in terms of these representations, the stiffness matrix corresponds to a linear operator \( \tilde{A}_k \) from \( M_k \) onto \( M'_k \) (the space of linear functionals on \( M_k \)).

As we shall see, it is possible to implement a multigrid algorithm with inner products which are defined from a fixed inner product \( (\cdot, \cdot) \) provided that the smoothing operator \( R_k \) has the form

\[
R_k u = \sum_i r^i_k(u, \theta^i_k)\theta^i_k.
\]

Here, \( \{r^i_k\} \) is a vector of coefficients and \( (\cdot, \cdot) \) is a fixed inner product independent of \( k \). We will consider the case of Algorithm S; the case of Algorithm N is similar.

Corresponding to \( R_k \), we define the linear operator \( \tilde{R}_k : M'_k \mapsto M_k \) by

\[
\tilde{R}_k F = \sum_i r^i_k F(\theta^i_k)\theta^i_k \quad \text{for all } F \in M'_k.
\]
Instead of defining a sequence of operators $B_k: M_k \rightarrow M_k$, $k = 0, \ldots, j$, we define, by induction, a sequence of operators $B_k: M'_k \rightarrow M'_k$, $k = 0, \ldots, j$, as follows:

Set $\tilde{B}_0 = \tilde{A}_0^{-1}$. Assume that $\tilde{B}_{k-1}$ has been defined and define $\tilde{B}_k g$ for $g \in M'_k$ as follows:

1. Set $x^0 = 0$ and $q^0 = 0$.
2. Define $x^l$ for $l = 1, \ldots, m(k)$ by
   \begin{equation}
   x^l = x^{l-1} + \tilde{A}_k (g - \tilde{A}_k x^{l-1}).
   \end{equation}
3. Define $x^{m(k)+1} = x^{m(k)} + q^p$, where $q^i$ for $i = 1, \ldots, p$ is defined by
   \begin{equation}
   q^i = q^{i-1} + \tilde{B}_{k-1} [(g - \tilde{A}_k x^{m(k)}) - \tilde{A}_{k-1} q^{i-1}].
   \end{equation}
4. Set $\tilde{B}_k g = x^{2m(k)+1}$, where $x^l$ is defined for $l = m(k)+2, \ldots, 2m(k)+1$ by (8.3).

It is not difficult to check that $B_j \tilde{A}_j = \tilde{B}_j \tilde{A}_j$. In addition, $\tilde{B}_j F = B_j f$ as long as

\begin{equation}
(f, \theta) = F(\theta) \quad \text{for all } \theta \in M_j.
\end{equation}

This means that the multigrid algorithm using $\tilde{B}_j$ as a preconditioner for (8.1) leads to the same set of iterates as the multigrid algorithm using $B_j$ as a preconditioner for (2.1). Thus, the above algorithm is an implementation of Algorithm S provided that we use a fixed inner product $(\cdot, \cdot)$ and $R_k$ has the form of (8.2). Note that the use of $F_{k-1}$ in Step 3 of Algorithm S has been avoided in the above implementation. This is because the natural imbedding of $M'_k$ into $M'_{k-1}$ is used. In addition, the inner products do not appear in the implementation.

Remark 8.1. The above implementation is somewhat simpler than a direct implementation of Algorithm S. This is because the prolongation and restriction parts of the above implementation only involve the relations between finite element spaces. The coefficients of the operator only affect the computation of $\tilde{R}_k$ (see (5.2) and (6.8)) and $\tilde{A}_k$.
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