A PRECISE CALCULATION OF THE FEIGENBAUM CONSTANTS

KEITH BRIGGS

ABSTRACT. The Feigenbaum constants arise in the theory of iteration of real functions. We calculate here to high precision the constants $\alpha$ and $\delta$ associated with period-doubling bifurcations for maps with a single maximum of order $z$, for $2 \leq z \leq 12$. Multiple-precision floating-point techniques are used to find a solution of Feigenbaum's functional equation, and hence the constants.

1. History

Consider the iteration of the function

\[ f_{\mu, z}(x) = 1 - \mu|x|^z, \quad z > 0; \]

that is, the sequence

\[ x_{i+1} = f_{\mu, z}(x_i), \quad i = 1, 2, \ldots; \quad x_0 = 0. \]

In 1979 Feigenbaum [8] observed that there exist bifurcations in the set of limit points of (2) (that is, in the set of all points which are the limit of some infinite subsequence) as the parameter $\mu$ is increased for fixed $z$. Roughly speaking, if the sequence (2) is asymptotically periodic with period $p$ for a particular parameter value $\mu$ (that is, there exists a stable $p$-cycle), then as $\mu$ is increased, the period will be observed to double, so that a stable $2p$-cycle appears. We denote the critical $\mu$-value at which the $2^l$ cycle first appears by $\mu_j$.

Feigenbaum also conjectured that there exist certain “universal” scaling constants associated with these bifurcations. Specifically,

\[ \delta = \lim_{j \to \infty} \frac{\mu_j - \mu_{j-1}}{\mu_{j+1} - \mu_j} \]

exists, and $\delta$ is about 4.669. Similarly, if $d_j$ is the value of the nearest cycle element to 0 in the $2^l$ cycle, then

\[ \alpha = \lim_{j \to \infty} \frac{d_j}{d_{j+1}} \]

exists, and $\alpha$ is about $-2.503$.
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The conjecture for the case \( z = 2 \) was proven by Lanford in 1982 [11], and for \( z < 14 \) by Epstein in 1985 [7].

Some numerical results in the literature are given in Table 1. (Note that most authors quote \( |\alpha| \).

<table>
<thead>
<tr>
<th>Reference</th>
<th>( z )</th>
<th>( \alpha )</th>
<th>( \delta )</th>
</tr>
</thead>
<tbody>
<tr>
<td>[8]</td>
<td>2</td>
<td>-2.502907876</td>
<td>4.6692</td>
</tr>
<tr>
<td>[9]</td>
<td>2</td>
<td>2.50290787509589284</td>
<td>4.6692016091029909</td>
</tr>
<tr>
<td>[4]</td>
<td>2</td>
<td>2.502907875095892822283902873</td>
<td>4.6692016091029906718532038</td>
</tr>
<tr>
<td>[13]</td>
<td>2</td>
<td>2.50290784.669201671</td>
<td>7.29</td>
</tr>
</tbody>
</table>

| [5] | 2 | 2.50 | 4.67 |
| 3 | 1.93 | 6.08 |
| 4 | 1.69 | 7.29 |
| 5 | 1.56 | 8.35 |
| 7 | 1.41 | 10.2 |
| 10 | 1.29 | 12.3 |

Some examples of physical systems in which \( \alpha \) and \( \delta \) are relevant are described in [2]. Despite the theoretical and applied interest of these numbers, little is known about them, for example whether they satisfy any simple algebraic relations. On the question of the limits as \( z \) tends to \( \infty \) of \( \alpha_z \) and \( \delta_z \), see [6].

We propose here to evaluate \( \alpha \) and \( \delta \) to high precision for various \( z \), in order to provide data for testing conjectures concerning these numbers.

2. Method

Calculating \( \delta \) directly from the definition is impractical because it would involve finding high iterates of \( f \), which are subject to accumulation of roundoff error, making it difficult to locate the bifurcation values \( \mu_j \) accurately.

A practical algorithm for \( \delta \) was described in [3]. However, this is suitable for low precision only, owing to its slow convergence. Another method for \( \delta \) was proposed in [12], but has the same drawback. It seems that the original method of Feigenbaum [8] is still the best when high precision is desired. We briefly describe this method, which is justified in [8].

One defines an operator \( T \), acting on functions \( g : \mathbb{R} \to \mathbb{R} \), by

\[
[Tg](x) = \frac{g(g(g(x)))}{g(1)}.
\]
If we find an even real analytic function invariant under $T$, with $g(0) = 1$, then $\alpha$ is determined by $\alpha = 1/g(1)$.

The numerical method proceeds by approximating $g$ by the form

$$g(x) = 1 + \sum_{i=1}^{n} g_i |x|^{z_i}.$$  

An approximate fixed point of $T$ can then be found by a collocation method. We require (5) to be satisfied at $n$ points $x_j$ in the interval $(0, 1]$, and solve the resulting $n$ nonlinear equations by an $n$-dimensional Newton iteration. Thus we require (for $j = 1, \ldots, n$)

$$
(1 + \sum_{i=1}^{n} g_i) \left( 1 + \sum_{i=1}^{n} g_i |x_j|^{z_i} \right)
- 1 - \sum_{i=1}^{n} g_i \left| 1 + \sum_{i=1}^{n} g_i \left( 1 + \sum_{i=1}^{n} g_i \right) x_j \right|^{z_i} = 0.
$$

If we call the left side of this equation $f_j$, the Newton iteration requires the inversion of the Jacobian matrix $\partial f_j / \partial g_i$. This is the major part of the computational task. For the smaller $z$-values, it was found that the initial approximation to the $g$-coefficients was not critical, but for the larger $z$-values some trial and error was necessary before convergence was obtained. For $z$ greater than 12, all initial approximations tried produced divergence of the Newton iteration. However, it is probable that a solution to (7) does exist for all $z$.

Feigenbaum has shown [8] that the constant $\delta_z$ is the largest eigenvalue of the local linearization of $T$ about the fixed point function $g$ found above. A simple calculation shows that this operator $L$ is given by

$$[L f](x) = -\alpha f(g(x/\alpha)) - \alpha g'(g(x/\alpha)) f(x/\alpha).$$

Once the approximate fixed point $g$ has been found, one may construct a finite-dimensional matrix approximating $L$ by a method similar to that used above. That is, one evaluates the right side of (8) at the $n$ nodes $x_i$. The largest eigenvalue of the matrix can then easily be found by the power method [10, §7.3].

3. Results

We have implemented the above scheme with arbitrary-precision floating-point arithmetic, using the methods described by Brent [1]. The choice of the points $x_i$ was found to be not critical, linear spacing being adequate for small $z$. However, the nonlinear spacing $x_i = (i/n)^{1/z}$ ($i = 1, \ldots, n$) produced more stable results for the higher $z$-values, and was therefore used for all the
results quoted. It is observed that the $g$-coefficients decrease rapidly in magnitude; for example for $z = 2$, $|g_2|$ is about $10^{-i}$. This gives a guide to the value of $n$ needed; since $\alpha$ is $1/g(1)$, we must set $n$ about equal to the number of decimals desired for $\alpha$, and preferably greater. We first found $\alpha$ and $\delta$ for $z = 2, \ldots, 12$ with $n = 75$ and a working precision of 150 decimal places. We then repeated all calculations with $n = 100$ and a working precision of 200 decimal places. The results given in Table 2 show as many digits as agree between the two calculations. Thus, it is probable that all quoted digits are correct.

**Table 2**

*Feigenbaum's $\alpha$ and $\delta$ for $z = 2, 3, \ldots, 12$*

<table>
<thead>
<tr>
<th>$z$</th>
<th>$\alpha$</th>
<th>$\delta$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>$-2.5029078750958928222839028732182157863812713767271499773361920567792354631795902067032996497464338341$</td>
<td>$4.6692016091029906718532038204662016172581855774757686327456513430041343302113147371387$</td>
</tr>
<tr>
<td>3</td>
<td>$-1.92769096384764084494994352966631905189265896703673262074357967274086677490009$</td>
<td>$5.9679687037774510409941930199796723235126029198274239483931720$</td>
</tr>
<tr>
<td>4</td>
<td>$-1.690302971405244853343780150324161348228278059709561966682423263$</td>
<td>$7.28468621707334336430893056799555306947804661979979065907212$</td>
</tr>
<tr>
<td>5</td>
<td>$-1.555771250196518402132978629657484410192322899174229329$</td>
<td>$8.349499132066963521109747401811235583257476$</td>
</tr>
<tr>
<td>6</td>
<td>$-1.4677424503199009444538343151089737463687971293967926924632771370082834476566367457550306688756$</td>
<td>$9.296246832771370082834476566367457550306688756$</td>
</tr>
<tr>
<td>7</td>
<td>$-1.4051107883168317994256712892667982571940675710.22215952883488165524180132934744$</td>
<td>$10.22215952883488165524180132934744$</td>
</tr>
<tr>
<td>8</td>
<td>$-1.3580172791380503454873763331062614006580610.948624265941590425534207900712234803$</td>
<td>$10.948624265941590425534207900712234803$</td>
</tr>
<tr>
<td>9</td>
<td>$-1.3211857598052527667823326450112126334411.7683363955408532268157502$</td>
<td>$11.7683363955408532268157502$</td>
</tr>
<tr>
<td>10</td>
<td>$-1.29151686726234456962559234290148372812.34140904534923839697630423331$</td>
<td>$12.34140904534923839697630423331$</td>
</tr>
<tr>
<td>11</td>
<td>$-1.26706140799097246329900597336813686713.07654580565116239270558$</td>
<td>$13.07654580565116239270558$</td>
</tr>
<tr>
<td>12</td>
<td>$-1.246527751720749295439806587251913.5350756661702764957005633538$</td>
<td>$13.5350756661702764957005633538$</td>
</tr>
</tbody>
</table>
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