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Abstract. In this paper, we apply the general method we have presented elsewhere and prove the convergence of a class of explicit and high-order accurate finite difference schemes for scalar nonlinear hyperbolic conservation laws in several space dimensions. We consider schemes constructed—from an $E$-scheme—by the corrected antidiffusive flux approach. We derive "sharp" entropy inequalities satisfied by both $E$-schemes and the high-order accurate schemes under consideration. These inequalities yield uniform estimates of the discrete space derivatives of the approximate solutions, which are weaker than the so-called BV (i.e., bounded variation) estimates but sufficient to apply our previous theory.

1. Introduction 

In this work, we are concerned with the Cauchy problem for nonlinear hyperbolic scalar conservation laws with several space variables:

\begin{align} 
\partial_t u + \partial_x f(u) + \partial_y g(u) &= 0, \quad u(t, x, y) \in \mathbb{R}, \quad t \in (0, T), \quad (x, y) \in \mathbb{R}^2, \\
\end{align} 

and

\begin{align} 
u(0, x, y) &= u_0(x, y), \quad (x, y) \in \mathbb{R}^2, 
\end{align} 

where $f$ and $g : \mathbb{R} \rightarrow \mathbb{R}$ are Lipschitz continuous functions and the initial data $u_0$ is a given function in $L^1(\mathbb{R}^2) \cap L^\infty(\mathbb{R}^2)$. As is well known, this problem in general does not admit smooth solutions, so that weak solutions in the sense of distributions must be considered. Moreover, an entropy condition must be added to ensure uniqueness in the class of weak solutions (Lax [27]). Recall also that Volpert [51] has proved the existence and uniqueness of such an entropy weak solution in the class of bounded functions of bounded variation, and Kružkov [22] has extended the result of Volpert to the more general class of bounded functions.

This paper treats the approximation of the entropy weak solution to problem (1.1), (1.2) by high-order accurate and explicit finite difference schemes. A
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previous work (Coquel and Le Floch [7]) has presented a general theory to prove convergence of finite difference schemes for equations in several space dimensions. In the present work, we apply the method of [7] to get the convergence of the schemes constructed by the so-called corrected antidiffusive flux approach.

Let us first recall that the classical approach used to show convergence of finite difference schemes for scalar conservation laws is based on the Lax-Wendroff Theorem [28, 29]. This requires both a uniform \( L^{\infty} \)-bound and strong \( L^1 \)-convergence of the family of approximate solutions. On the other hand, as is well known, in the case that a uniform estimate of the total variation of the approximate solutions, i.e., a BV-estimate, is available, the compactness theorem of Helly gives strong \( L^1 \)-convergence of the approximate solutions. Actually, this argument yields convergence of some high-order accurate difference schemes in the case of equations in only one space dimension, but convergence of only first-order accurate schemes for equations with several space variables. Concerning the techniques of derivation of BV-estimates, we refer among others to the works of Crandall and Majda [8], Harten [21], Leroux [30, 31], Osher [35], Osher and Chakravarthy [36], Sanders [37], Shu [39], Sweby [42], and Tadmor [45].

In contrast with this approach, the theory of Coquel and Le Floch [7] allows one to prove convergence of finite difference schemes without using a uniform BV-estimate. The method of proof is based on a uniqueness result in the class of entropy measure-valued solutions, due to Di Perna [15]. In [7], a certain “weak estimate” of the space derivatives of the approximate solutions is introduced, but this estimate indeed turns out to be weaker than the usual BV-estimate. General convergence theorems which generalize the Lax-Wendroff Theorem are proved in [7] in the setting of measure-valued solutions. These theorems of convergence, combined with the uniqueness theorem of Di Perna, yield strong \( L^1 \)-convergence of the sequence of approximate solutions.

This paper is devoted to the application of this theory to a class of finite difference schemes. To be specific, we focus on the high-order accurate schemes which are constructed from an \( E \)-scheme (Osher [35]) by the corrected antidiffusive flux approach and, for the sake of simplicity, we restrict ourselves to the schemes defined on regular Cartesian meshes. Actually, the method of proof presented here is very general and could be applied to the case of irregular meshes or to implicit schemes, as well as finite volume schemes. Moreover, we present our results for an equation with two space variables, but the extension to an arbitrary number of space variables is immediate.

The results of convergence known for the schemes with corrected antidiffusive flux concern only equations in one space dimension: for instance, Cahouet and Coquel [3], Leroux and Quesseveur [32], and Vila [50]. The main result of this paper is a generalization of these results of convergence to the case of equations with several space variables. Moreover, even in the case of equations with one space variable, our method turns out to improve existing results.

In order to apply the method of proof of [7], the main difficulty is to derive a “weak estimate” of the space derivatives of the approximate solutions. Recall
that this estimate replaces the usual BV-estimate and is weaker than this latter (see [7]). For this purpose, we obtain in this paper "sharp" entropy inequalities (in a sense specified in §3 below) satisfied by the schemes under consideration, i.e., both \( E \)-schemes and the high-order schemes with corrected antidiffusive flux. We emphasize that the above inequality is derived from a sharp evaluation of the entropy dissipation of the schemes, and the required uniform estimate of the space derivatives is precisely provided by the term of entropy dissipation ([7, §2] and §4 below).

An outline of the paper is as follows. Section 2 recalls the general method of proof. The derivation of the sharp entropy inequalities satisfied by certain first-order schemes is done in §3. Finally, §4 generalizes the inequalities obtained in §3 to the high-order accurate schemes with corrected antidiffusive flux and gives the proof of convergence. Throughout the paper, \( C \) denotes a positive constant independent of the increments of the discretization and is not necessarily the same at each occurrence.

### 2. Survey of the general theory

This section gives the main results of [7] which will be needed in this paper. We refer to [7] for the details and the proofs. The main tool used in our approach is the concept of measure-valued solutions. Instead of functions in \( L^\infty((0, T) \times \mathbb{R}^2) \), we consider Young measures on \((0, T) \times \mathbb{R}^2\), that is, weak-star bounded applications \( \nu \): \((0, T) \times \mathbb{R}^2 \to \text{Prob}(\mathbb{R})\), where \( \text{Prob}(\mathbb{R}) \) is the space of all measures of probability on \( \mathbb{R} \), i.e., nonnegative measures with unit total mass. As in [15] and [7], all the Young measures will be tacitly assumed to be supported in a compact set \( K \) of \( \mathbb{R} \). We recall from Di Perna [15] that a Young measure \( \nu \): \((0, T) \times \mathbb{R}^2 \to \text{Prob}(\mathbb{R}) \) is a measure-valued solution to the conservation law \((1.1)\) if it satisfies

\[
(2.1) \quad \partial_t \langle \nu, \text{id} \rangle + \partial_x \langle \nu, f \rangle + \partial_y \langle \nu, g \rangle = 0
\]

in the sense of distributions. This definition indeed generalizes the usual notion of weak \( L^\infty\)-solutions in the sense of distributions (see [15]). Moreover, for the sake of uniqueness, it is necessary to add an entropy condition (Lax [27]). Recall that a Lipschitz continuous function \((U, F, G): \mathbb{R} \to \mathbb{R}^3\) is said to be an entropy for equation \((1.1)\) if \( U \) is a convex function and \( F \) and \( G \) satisfy the following compatibility relations:

\[
(2.2) \quad U'(v)f'(v) = F'(v), \quad U'(v)g'(v) = G'(v), \quad \text{a.e. \ } v \in \mathbb{R}.
\]

Such a function \((U, F, G)\) corresponds to an additional conservation law satisfied by each smooth solution of \((1.1)\). A Young measure \( \nu \) is consistent with the entropy inequality associated with \((U, F, G)\) if it satisfies

\[
(2.3) \quad \partial_t \langle \nu, U \rangle + \partial_x \langle \nu, F \rangle + \partial_y \langle \nu, G \rangle \leq 0
\]

in the sense of distributions. A measure-valued solution \( \nu \) is an entropy measure-valued solution if it satisfies \((2.3)\) for all entropies \((U, F, G)\).
In the class of entropy measure-valued solutions, Di Perna has proved the following generalization of the Kruzkov uniqueness theorem [22].

**Theorem 2.1 (Di Perna [15]).** Let the initial data \( u_0 \) be in \( L^1(\mathbb{R}^2) \cap L^\infty(\mathbb{R}^2) \).
Assume that \( \nu : (0, T) \times \mathbb{R}^2 \rightarrow \text{Prob}(\mathbb{R}) \) is a Young measure which satisfies the following properties:

1. \( \nu \) is a measure-valued solution to equation (1.1),
2. \( \nu \) is consistent with all entropy inequalities (2.3),
3. \( \nu \) assumes its initial data \( u_0 \) in the following sense:
   
   (2.4) \( \text{the function } (t, x, y) \rightarrow (\nu_{t,x,y}, |\text{id}|) \) belongs to \( L^\infty((0, T), L^1(\mathbb{R}^2)) \),
and

(2.5) \[ \lim_{t \to 0} \frac{1}{t} \int_0^t \int_{\mathbb{R}^2} (\nu_{s,x,y}, |\text{id} - u_0(x, y)|) \, dx \, dy \, ds = 0. \]

Then, if \( u \) in \( L^\infty((0, T) \times \mathbb{R}^2) \) denotes the unique entropy weak \( L^\infty \)-solution to problem (1.1), (1.2), we have

(2.6) \[ \nu_{t,x,y} = \delta_{u(t,x,y)}, \quad \text{a.e. } (t, x, y) \in \mathbb{R}^2. \]

We now consider approximate solutions to (1.1), (1.2) constructed by general explicit finite difference schemes, and we recall several general convergence theorems proved in [7] which are useful to apply Theorem 2.1 in the context of finite difference schemes. Let us first introduce some notation. Let \( h, h_x, \) and \( h_y \) be the time, \( x \)-space, and \( y \)-space increments of the discretization, respectively. The mesh ratios

(2.7) \[ \lambda_x = \frac{h}{h_x}, \quad \lambda_y = \frac{h}{h_y} \]
will be kept constant and should satisfy a Courant-Friedrichs-Levy (CFL) stability condition. We define a regular grid by setting

(2.8) \[ t_n = nh \quad (n \in \mathbb{N}), \quad x_i = ih_x, \quad y_j = jh_y \quad (i, j \in \mathbb{Z} \text{ or } i, j \in \mathbb{Z} + \frac{1}{2}). \]

We consider approximate solutions \( u^h : \mathbb{R}^+ \times \mathbb{R}^2 \rightarrow \mathbb{R} \) to problem (1.1), (1.2) which are piecewise constant, i.e., for \( t \in [t_n, t_{n+1}) \)

(2.9) \[ u^h(t, x, y) = u^n_{ij}, \quad x \in [x_{i-1/2}, x_{i+1/2}), y \in [y_{j-1/2}, y_{j+1/2}). \]

For \( t = t_0 = 0 \), \((u^0_{i,j})_{i,j \in \mathbb{Z}}\) is defined from the initial data \( u_0 \) by projection,

(2.10) \[ u^n_{ij} = \frac{1}{h_x h_y} \int_{x_{i-1/2}}^{x_{i+1/2}} \int_{y_{j-1/2}}^{y_{j+1/2}} u_0(x, y) \, dx \, dy, \quad i, j \in \mathbb{Z}. \]

Then for each integer \( n \), the sequence \((u^{n+1}_{i,j})_{i,j \in \mathbb{Z}}\) is given by the following \((2k + 1)\)-point explicit difference scheme: for any \( i, j \in \mathbb{Z} \)

(2.11) \[ u^{n+1}_{i,j} = u^n_{i,j} - \lambda_x (f^n_{i+1/2,j} - f^n_{i-1/2,j}) - \lambda_y (g^n_{i,j+1/2} - g^n_{i,j-1/2}), \]
where \( f_{i+1/2,j}^n \) and \( g_{i,j+1/2}^n \) are defined from two given numerical flux functions \( f \) and \( g: \mathbb{R}^{2k} \rightarrow \mathbb{R} \) by

\[
\begin{align*}
  f_{i+1/2,j}^n &= f(u_{i-k+1,j}^n, u_{i-k+2,j}^n, \ldots, u_{i+k,j}^n), \quad i, j \in \mathbb{Z}, \\
  g_{i,j+1/2}^n &= g(u_{i,j-k+1}^n, u_{i,j-k+2}^n, \ldots, u_{i,j+k}^n), \quad i, j \in \mathbb{Z}.
\end{align*}
\]

As usual, the functions \( f \) and \( g \) are assumed to be consistent with the exact flux functions \( f \) and \( g \), i.e., they are Lipschitz continuous and satisfy

\[
(2.13) \quad f(v, v, \ldots, v) = f(v), \quad g(v, v, \ldots, v) = g(v), \quad v \in \mathbb{R}.
\]

Assuming that the family of approximate solutions \( \{u^h\} \) defined by (2.9)-(2.12) is uniformly bounded in \( L^\infty \)-norm,

\[
(2.14) \quad \|u^h\|_{L^\infty((0, T) \times \mathbb{R}^2)} \leq C,
\]

one can construct a Young measure \( \nu \) to represent all the \( L^\infty \)-weak-star composite limits of \( u^h \) when \( h \) (or a subsequence) tends to zero. In other words, we have

\[
a(u^h) \rightharpoonup (\nu, a), \quad \text{weak-star in } L^\infty((0, T) \times \mathbb{R}^2),
\]

for each continuous function \( a: \mathbb{R} \rightarrow \mathbb{R} \) (Tartar [47, 48]; see also Ball [1] and Dacorogna [9]). The following result proved in Coquel and Le Floch [7] is an extension of the Lax-Wendroff Theorem [28, 29].

**Theorem 2.2.** Assume that the numerical flux functions \( f \) and \( g \) are consistent with equation (1.1) and the family of approximate solutions \( \{u^h\} \) defined by the difference scheme (2.9)-(2.12) satisfies the following properties:

1. the uniform \( L^\infty \)-estimate (2.14),
2. there exists \( \beta \) in \([0, 1)\) such that

\[
(2.15) \quad h^\beta \sum_{n \in \mathbb{N}} \sum_{i,j \in \mathbb{Z}} \left\{ \frac{|u_{i+1,j}^n - u_{i,j}^n|}{h_x} + \frac{|u_{i,j+1}^n - u_{i,j}^n|}{h_y} \right\} \leq C,
\]

where the constant \( C \) is independent of \( h \) (with \( \lambda_x = h/h_x \) and \( \lambda_y = h/h_y \) kept constant). Then the Young measure \( \nu \) associated with \( \{u^h\} \) is a measure-valued solution to (1.1).

Assumption (2.15) is a uniform estimate of the discrete space derivatives of \( \{u^h\} \) that will be called the **weak estimate of the space derivatives**. For \( \beta \in (0, 1) \), estimate (2.15) is indeed weaker than a BV-estimate because of the weight \( h^\beta \). Several comments concerning (2.15) can be found in [7].

Let \((U, F, G)\) be an entropy for equation (1.1); a function \((U, F, G)\) is a numerical entropy consistent with the (exact) entropy \((U, F, G)\) if the functions \( F \) and \( G \) are Lipschitz-continuous functions defined from \( \mathbb{R}^{2k} \) into \( \mathbb{R} \) and satisfy

\[
F(v, v, \ldots, v) = F(v), \quad G(v, v, \ldots, v) = G(v), \quad v \in \mathbb{R}.
\]
For simplicity, we set
\[
\begin{align*}
U_{ij}^n &= U(u_{ij}^n), \\
F_{i+1/2,j}^n &= F(u_{i-k+1,j}^n, \ldots, u_{i+k,j}^n), \\
G_{i,j+1/2}^n &= G(u_{i,j-k+1}^n, \ldots, u_{i,j+k}^n),
\end{align*}
\]
where \( n \in \mathbb{N}, \ i, j \in \mathbb{Z} \).

The following theorem is proved in [7].

**Theorem 2.3.** Assume that the hypotheses (2.13)–(2.15) of Theorem 2.2 are satisfied. Let \((U, F, G)\) be a numerical entropy consistent with an exact entropy \((U, F, G)\) for equation (1.1). Suppose that the family of approximate solutions \(\{u^h\}\) satisfies the following inequality (\(n \in \mathbb{N}, \ i, j \in \mathbb{Z}\)):
\[
\frac{1}{h} (U_{i,j}^{n+1} - U_{i,j}^n) + \frac{1}{h_x} (F_{i+1/2,j}^n - F_{i-1/2,j}^n) + \frac{1}{h_y} (G_{i,j+1/2}^n - G_{i,j-1/2}^n) \leq R_{i,j}^n,
\]
where the term \(R_{i,j}^n\) tends to zero in the following weak sense:
\[
\sum_{n \in \mathbb{N}} \sum_{i,j \in \mathbb{Z}} \varphi(t_n, x_i, y_j) R_{i,j}^n x, y \rightarrow 0, \quad \text{ when } h \rightarrow 0,
\]
for every function \(\varphi: (0, T) \times \mathbb{R}^2 \rightarrow \mathbb{R}_+\) of class \(C^1\) with compact support \((x = h/h_x \text{ and } y = h/h_y\) are kept constant). Then the measure-valued solution \(\nu\) associated with \(\{u^h\}\) is consistent with the entropy \((U, F, G)\). Moreover, if \(\{u^h\}\) satisfies (2.16), (2.17) for all entropy \((U, F, G)\), then \(\nu\) is an entropy measure-valued solution to (1.1).

Concerning the initial condition (1.2), one has [7]:

**Theorem 2.4.** Let the initial data \(u_0\) be in \(L^1(\mathbb{R}^2) \cap L^\infty(\mathbb{R}^2)\). Assume that the sequence of approximate solutions \(\{u^h\}\) satisfies (2.14), (2.15) and the following uniform \(L^1\)-estimate:
\[
\|u^h(t, \cdot, \cdot)\|_{L^1(\mathbb{R}^2)} \leq C, \quad \text{a.e. } t > 0.
\]
Suppose moreover that, for one given strictly convex entropy \(U\) satisfying \(U(0) = 0\), the discrete entropy inequality (2.16) holds with
\[
\lim_{h \rightarrow 0} \sum_{n \in \mathbb{N}} \sum_{i,j \in \mathbb{Z}} |R_{i,j}^n| x, y \rightarrow 0 \quad \text{as } t \text{ goes to } 0.
\]
Then the Young measure \(\nu\) associated with the family \(\{u^h\}\) satisfies the initial condition (1.2) in the sense (2.4), (2.5).

Theorems 2.2, 2.3, and 2.4 show that the Young measure \(\nu\) associated with the family of approximate solutions \(\{u^h\}\) is an entropy measure-valued solution to (1.1) which satisfies the initial condition (1.2) in the strong sense. Thus, by Theorem 2.1, \(\nu\) is a Dirac mass, i.e., (2.6) holds. In that case, we can conclude that \(u^h\) converges strongly in \(L^1\) to the unique entropy weak \(L^\infty\)-solution to
3. A SHARP ENTROPY INEQUALITY SATISFIED BY $E$-SCHEMES

3.1. Introduction. In this section, we derive a sharp entropy inequality for (first-order accurate) $E$-schemes applied to an equation with one space variable. This inequality is fundamental for the proofs of convergence of the next section and, in particular, will be generalized there to equations with several space variables and to high-order accurate schemes constructed from $E$-schemes.

Entropy inequalities for, say, first-order accurate schemes like $E$-schemes have already been obtained in the literature (see, for instance, Crandall and Majda [8], Osher [35], Tadmor [45],...). But in the present work, we are interested in a stronger version of these inequalities, that we call "sharp" entropy inequalities. They are of interest since they yield an estimate of the discrete space derivatives of the approximate solutions, i.e., precisely an estimate of the form (2.15). About such sharp entropy inequalities, only partial results have been obtained in the literature, mainly by authors concerned with applications of the method of compensated compactness. Some ideas of the proofs below come from the work of Di Perna [13]; we also mention Lax [26], Ding, Chen, and Luo [12], and Wang, Li, and Huang [52]. On the other hand, we emphasize that our results below give the precise CFL-like stability conditions and probably better estimates of that sort. In particular, we point out a substantial difference between the Godunov scheme and the modified Lax-Friedrichs scheme [45]: the rate of entropy dissipation (see below) turns out to be cubic for the former and quadratic for the latter.

Here is an outline of this section. We first consider in §3.2 the Godunov scheme and then in §3.3 the modified Lax-Friedrichs scheme. The extension to a general $E$-scheme is obtained in §3.4 by writing it as a convex combination of the Godunov scheme and the modified Lax-Friedrichs scheme. Finally, §3.5 is concerned with the class of schemes whose numerical viscosity coefficient is bounded below by a positive constant.

In this section, since we consider an equation with only one space variable, we use the notation introduced in §2 except that the letters $y, j, e$ etc. are omitted. The given flux function $f$ is assumed to be of $C^2$ class and uniformly convex (several remarks concerning the case of a not necessarily convex function are also given in this section). Our estimates will depend explicitly on the convexity modulus of the function $f$ given by

$$\delta = \inf_u f''(u),$$

the infimum being taken over all $u$ under consideration. The sonic point $u_*$ is
defined by
\[ f'(u) = 0. \]

For the sake of simplicity in the presentation (it is not a restriction for our purpose, and the extension to a general entropy is immediate), we shall use throughout this section the entropy \((U, F)\) defined by
\[ U(u) = \frac{u^2}{2}, \quad F(u) = \int_0^u \varphi'(v) \, dv, \quad \forall u \in \mathbb{R}. \]

3.2. A cubic estimate of the entropy dissipation in the Godunov scheme. For any \(u_L\) and \(u_R\) in \(\mathbb{R}\), let \(\frac{x}{t} \to w(\frac{x}{t}; u_L, u_R)\) denote the unique entropy weak solution to the Riemann problem
\[ \partial_t u + \partial_x f(u) = 0, \quad t > 0, \quad x \in \mathbb{R}, \]
and
\[ u(0, x) = \begin{cases} u_L & \text{for } x < 0, \\ u_R & \text{for } x > 0. \end{cases} \]

Since the function \(f\) is strictly convex, \(w(\cdot; u_L, u_R)\) is composed of either a shock wave (if \(u_L > u_R\)) or a rarefaction wave (if \(u_L \leq u_R\)) (see Lax [27]). Then, the Godunov scheme is defined by its numerical flux function \(f_G\) given by
\[ f_G(u_L, u_R) = f(w(0; u_L, u_R)), \quad u_L, u_R \in \mathbb{R}. \]

We assume that the CFL stability restriction on \(\lambda_x\),
\[ \lambda_x \sup_u |f'(u)| \leq \frac{1}{2}, \]
is satisfied (the supremum is taken over all \(u\) under consideration) and will use an averaged form of the Godunov scheme introduced by Tadmor [45]. Following the notation of §2, the sequence \((u^n_i)_{n \in \mathbb{N}, i \in \mathbb{Z}}\) constructed by the Godunov scheme can be redefined by
\[ u_i^{n+1} = \frac{1}{2} (u_{i-1/2}^{n+1,R} + u_{i+1/2}^{n+1,L}), \quad n \in \mathbb{N}, \quad i \in \mathbb{Z}, \]
where we have set
\[ u_{i-1/2}^{n+1,R} = \frac{2}{h_x} \int_0^{h_x/2} w \left( \frac{x}{h}; u_{i-1}^n, u_i^n \right) \, dx, \quad n \in \mathbb{N}, \quad i \in \mathbb{Z}, \]
and
\[ u_{i+1/2}^{n+1,R} = \frac{2}{h_x} \int_{-h_x/2}^0 w \left( \frac{x}{h}; u_i^n, u_{i+1}^n \right) \, dx, \quad n \in \mathbb{N}, \quad i \in \mathbb{Z}. \]

This decomposition of the Godunov scheme is helpful to derive the entropy inequalities below. Recall also that the function
\[ F_G(u_L, u_R) = F(w(0+; u_L, u_R)), \quad u_L, u_R \in \mathbb{R}, \]
is a numerical entropy-flux for the Godunov scheme associated with the given (quadratic) entropy (3.3). As is usual, we set

\[ F_{G,i+i/2}^n = F_G(u_i^n, u_{i+1}^n), \quad n \in \mathbb{N}, \ i \in \mathbb{Z}. \]

Then, following an idea introduced by Di Perna in [13], we are able to give a closed formula for the dissipation of entropy in each subcell of the form \([nh, (n+1)h) \times [(i+1/2)h, (i+1)h)\) or \([nh, (n+1)h) \times [ih, (i+1/2)h)\)

\(n \in \mathbb{N}, \ i \in \mathbb{Z}).\)

**Lemma 3.1 (Godunov scheme).** Consider the Godunov scheme (3.6) under the CFL condition (3.5). Then, for each \(n\) in \(\mathbb{N}\) and each \(i\) in \(\mathbb{Z}\), we have

\[
U(u_{i+1/2}^{n+1,R}) - U(u_{i+1}^n) + 2\lambda_x (F(u_{i+1}^n) - F_{G,i+i/2}^n)
\]

(3.8a)

\[
= 2\lambda_x J_{i+1/2}^n, R - \frac{1}{h_x} \int_{h_x/2}^{h_x/2} w \left( \frac{x}{h} ; u_i^n, u_{i+1}^n \right) - u_{i+1/2}^{n+1,R} \right| dx
\]

and

\[
U(u_{i+1/2}^{n+1,L}) - U(u_i^n) - 2\lambda_x (F(u_i^n) - F_{G,i+i/2}^n)
\]

(3.8b)

\[
= 2\lambda_x J_{i+1/2}^n, L - \frac{1}{h_x} \int_{-h_x/2}^{0} w \left( \frac{x}{h} ; u_i^n, u_{i+1}^n \right) - u_{i+1/2}^{n+1,L} \right| dx,
\]

where the terms \(J_{i+1/2}^n, R\) and \(J_{i+1/2}^n, L\) equal zero except when the Riemann solution \(w(\cdot ; u_i^n, u_{i+1}^n)\) contains a shock wave with speed \(\sigma_{i+1/2}^n\) and, in this latter case, they are given by

\[ J_{i+1/2}^n, R = \begin{cases} F(u_{i+1}^n) - F(u_i^n) - \sigma_{i+1/2}^n (U(u_{i+1}^n) - U(u_i^n)), & \text{if } \sigma_{i+1/2}^n > 0, \\ 0, & \text{otherwise}, \end{cases} \]

(3.9a)

and

\[ J_{i+1/2}^n, L = \begin{cases} F(u_{i+1}^n) - F(u_i^n) - \sigma_{i+1/2}^n (U(u_{i+1}^n) - U(u_i^n)), & \text{if } \sigma_{i+1/2}^n \leq 0, \\ 0, & \text{otherwise}. \end{cases} \]

(3.9b)

**Remark 3.1.** In the case that the Riemann solution \(w(\cdot ; u_i^n, u_{i+1}^n)\) consists of a shock wave with zero speed \((\sigma_{i+1/2}^n = 0)\), then by definition the term \(J_{i+1/2}^n, L\) equals the amount of entropy dissipation associated with this stationary shock wave, i.e.,

\[ J_{i+1/2}^n, L = F(u_{i+1}^n) - F(u_i^n) \quad (\neq 0 \text{ in general}), \]

while we have \(J_{i+1/2}^n, R = 0\). This is due to the definition (3.7) of the numerical entropy-flux function.

**Proof of Lemma 3.1.** We only prove formula (3.8a); the proof of (3.8b) is similar. In any zone of smoothness of the function \(w(\cdot ; u_i^n, u_{i+1}^n)\), we have the conservation law of entropy

\[ \partial_t U(w(\cdot ; u_i^n, u_{i+1}^n)) + \partial_x F(w(\cdot ; u_i^n, u_{i+1}^n)) = 0. \]
Thus, by integration over each domain of regularity of the subcell \((0, h) \times (0, h/2)\) and under the CFL condition (3.5), we obtain

\[
\int_0^{h/2} U \left( \frac{x}{h}; u^n_i, u^n_{i+1} \right) \, dx - \frac{h}{2} U(u^n_{i+1}) + h \{ F(u^n_{i+1}) - F(0; u^n_i, u^n_{i+1}) \} = h J_{i+1/2}^{n,R},
\]

with the jump term defined by (3.9a). We then observe that

\[
\int (w(\cdot; u^n_i, u^n_{i+1})) - U(u^n_{i+1/2}, R) - u^n_{i+1/2} (w(\cdot; u^n_i, u^n_{i+1}) - u^n_{i+1/2})
\]

\[
= \int \left. \left| w(\cdot; u^n_i, u^n_{i+1}) - u^n_{i+1/2} \right|^2 \right| \,
\]

\[
= \frac{1}{h} \int (w(\cdot; u^n_i, u^n_{i+1}) - u^n_{i+1/2})^2 \, dx,
\]

which, used in (3.10), yields the required equality (3.8a).

It is easy to verify that the terms of the right-hand sides of formulae (3.8) are nonpositive. Therefore, adding (3.8a) and (3.8b) and using (3.6a) and the property of convexity of the function \(U\), we obtain

\[
U(u^n_{i+1}) - U(u^n_i) + \lambda_x (F^n_{G,i+1/2} - F^n_{G,i-1/2}) \leq 0, \quad n \in \mathbb{N}, \quad i \in \mathbb{Z}.
\]

Inequality (3.12) is the so-called entropy inequality satisfied by the Godunov scheme (see also, for instance, Crandall and Majda [8]).

In this work, we are interested in a stronger version of this type of inequality. Namely, we want to estimate carefully the right-hand sides of (3.8) in order to derive a "sharp" entropy inequality. For this purpose, we notice that Lemma 3.1 shows that both the shock waves of the solutions of Riemann problems and the \(L^2\)-type projections used in the Godunov method generate some entropy dissipation. We expect to estimate these terms of entropy dissipation in terms of the wave magnitude \(|u^n_{i+1} - u^n_i|\) of each Riemann problem. For each \(n \in \mathbb{N}\) and \(i \in \mathbb{Z}\), we shall distinguish between two cases, depending on whether \(w(\cdot; u^n_i, u^n_{i+1})\) is a shock wave or a rarefaction wave (\(\delta\) below is defined by (3.1)).

**Lemma 3.2 (Entropy dissipation of a shock wave in the Godunov scheme).** Consider the Godunov scheme under the CFL condition (3.5). Suppose that, for some \(n \in \mathbb{N}\) and \(i \in \mathbb{Z}\), the Riemann solution \(w(\cdot; u^n_i, u^n_{i+1})\) consists of a shock wave (i.e., \(u^n_i > u^n_{i+1}\)) whose speed is denoted by \(\sigma^n_{i+1/2}\). Then we have

\[
U(u^n_{i+1/2}, R) - U(u^n_{i+1}) + 2\lambda_x (F^n_{G,i+1/2} - F^n_{G,i-1/2}) \leq -\lambda_x s^n_{i+1/2} \left\{ \frac{\delta}{6} |u^n_{i+1} - u^n_i|^3 + \sigma^n_{i+1/2} (1 - 2\lambda_x \sigma^n_{i+1/2}) |u^n_{i+1} - u^n_i|^2 \right\} \leq 0
\]
and

\[ U(u_{i+1/2}^{n+1}) - U(u_i^n) + 2\lambda_x (F_{G,i+1/2}^n - F(u_i^n)) \leq -\lambda_x (1 - s_{i+1/2}^n) \left\{ \frac{\delta}{6} |u_{i+1}^n - u_i^n|^3 \right. \]

\[ \left. - \sigma_{i+1/2}^n (1 + 2\lambda_x \sigma_{i+1/2}^n) |u_{i+1}^n - u_i^n|^2 \right\} \leq 0, \]

where \( s_{i+1/2}^n \) is defined by

\[ s_{i+1/2}^n = \begin{cases} 1, & \text{if } \sigma_{i+1/2}^n > 0, \\ 0, & \text{if } \sigma_{i+1/2}^n \leq 0. \end{cases} \]

Remark 3.2. Under the assumptions of Lemma 3.2, suppose that the sonic point \( u_* \) lies between \( u_{i+1}^n \) and \( u_i^n \) and that

\[ f(u_{i+1}^n) - f(u_i^n) = 0, \]

i.e., \( u_i^n \) and \( u_{i+1}^n \) are connected by a stationary shock; then we have

\[ \sigma_{i+1/2}^n = 0, \quad s_{i+1/2}^n = 0. \]

Thus, in that case, inequalities (3.13) become

\[ U(u_{i+1/2}^{n+1,R}) - U(u_i^n) + 2\lambda_x (F(u_{i+1}^n) - F_{G,i+1/2}^n) \leq 0 \]

and

\[ U(u_{i+1/2}^{n+1,L}) - U(u_i^n) + 2\lambda_x (F_{G,i+1/2}^n - F(u_i^n)) \leq -\lambda_x \frac{\delta}{6} |u_{i+1}^n - u_i^n|^3. \]

Moreover, formulae (3.8) prove in fact that the above inequalities are equalities. This shows that the local entropy dissipation of the Godunov scheme may admit a uniform cubic estimate of the form \( C|u_{i+1}^n - u_i^n|^3 \), but not a quadratic one. This is actually related to the property that the numerical viscosity coefficient of the scheme under consideration vanishes in the “neighborhood” of the sonic point (§3.5 treats precisely the schemes whose viscosity coefficient is uniformly bounded below; for these schemes, a quadratic rate is obtained).

Proof of Lemma 3.2. We only demonstrate (3.13a); the proof of (3.13b) is similar. By Lemma 3.1 we have to estimate each term of the right-hand side of (3.8a). Note that the term \( J_{i+1/2}^{n,R} \) defined in (3.9a) is zero when \( \sigma_{i+1/2}^n \) is non-positive, i.e., when \( s_{i+1/2}^n = 0 \). Otherwise, we can write

\[ J_{i+1/2}^{n,R} = \int_{u_i^n}^{u_{i+1}^n} v f'(v) dv - \sigma_{i+1/2}^n \rho \left( (u_{i+1}^n)^2 - (u_i^n)^2 \right). \]

And with the Rankine-Hugoniot relation,

\[ \sigma_{i+1/2}^n (u_{i+1}^n - u_i^n) = f(u_{i+1}^n) - f(u_i^n), \]
we obtain

$$J_{i+1/2}^{n,R} = \int_{u_i^n}^{u_{i+1}^n} u f'(v) \, dv - (f(u_{i+1}^n) - f(u_i^n)) \frac{1}{2} (u_{i+1}^n + u_i^n).$$

By integration by parts it is easy to deduce from the above formula that

$$J_{i+1/2}^{n,R} = \frac{1}{2} \int_{u_i^n}^{u_{i+1}^n} (u_i^n - v)(v - u_{i+1}^n) f''(v) \, dv.$$

Hence, $\delta$ being given by (3.1), we get

$$J_{i+1/2}^{n,R} \leq \frac{\delta}{2} \int_{u_i^n}^{u_{i+1}^n} (u_i^n - v)(v - u_{i+1}^n) \, dv = -\frac{\delta}{12} |u_{i+1}^n - u_i^n|^3,$$

since $u_i^n > u_{i+1}^n$. We next turn to the second term of the right-hand side of (3.8a). Since $w(\cdot; u_i^n, u_{i+1}^n)$ contains a shock wave of speed $\sigma_{i+1/2}^n$, which can be positive or not, we set $\sigma_{i+1/2}^n = \max(0, \sigma_{i+1/2}^n)$ and get

$$\frac{1}{h_x} \int_0^{h_x/2} \left| w\left(\frac{x}{h}; u_i^n, u_{i+1}^n \right) - u_{i+1/2}^{n+1,R} \right|^2 \, dx$$

$$= \lambda x \sigma_{i+1/2}^n \left((u_i^n - u_{i+1}^n)^2 + \frac{1 - 2\lambda x \sigma_{i+1/2}^n}{2} (u_{i+1}^n - u_i^n)^2 \right).$$

On the other hand, (3.6b) yields

$$u_{i+1/2}^{n+1,R} = 2\lambda x \sigma_{i+1/2}^n + u_i^n + (1 - 2\lambda x \sigma_{i+1/2}^n) u_{i+1}^n,$$

thus,

$$u_i^n - u_{i+1/2}^{n+1,R} = (1 - 2\lambda x \sigma_{i+1/2}^n)(u_i^n - u_{i+1}^n)$$

and

$$u_{i+1}^n - u_{i+1/2}^{n+1,R} = 2\lambda x \sigma_{i+1/2}^n (u_{i+1}^n - u_i^n).$$

Using (3.18) in (3.17), we finally find

$$\frac{1}{h_x} \int_0^{h_x/2} \left| w\left(\frac{x}{h}; u_i^n, u_{i+1}^n \right) - u_{i+1/2}^{n+1,R} \right|^2 \, dx$$

$$= \lambda x \sigma_{i+1/2}^n + (1 - 2\lambda x \sigma_{i+1/2}^n)(u_i^n - u_{i+1}^n)^2.$$

The conclusion follows immediately from (3.8a), (3.16), and (3.19). \(\square\)

Our second result treats rarefaction waves (\(u_\ast\) below is the sonic point defined by (3.2)).

**Lemma 3.3** (Entropy dissipation of a rarefaction wave in the Godunov scheme). Consider the Godunov scheme under the CFL condition (3.5). Suppose that, for some $n \in \mathbb{N}$ and $i \in \mathbb{Z}$, the Riemann solution $w(\cdot; u_i^n, u_{i+1}^n)$ consists of a rarefaction wave (i.e., $u_i^n < u_{i+1}^n$). Then, setting

$$\sigma_{i+1/2}^{n,L} = f'(u_i^n), \quad \sigma_{i+1/2}^{n,R} = \frac{f(u_{i+1}^n) - f(u_i^n)}{u_{i+1}^n - u_i^n}, \quad \sigma_{i+1/2}^{n,L} = f'(u_{i+1}^n),$$

we have

$$J_{i+1/2}^{n,R} = \frac{1}{2} \int_{u_i^n}^{u_{i+1}^n} (u_i^n - v)(v - u_{i+1}^n) f''(v) \, dv.$$

Our second result treats rarefaction waves (\(u_\ast\) below is the sonic point defined by (3.2)).
we have
\[
U(u_{i+1/2}^{n+1, R}) - U(u_i^n) + 2\lambda_x (F(u_{i+1}^n) - F_{G,i+1/2}^n)
\leq -\lambda_x s_{i+1/2}^{n,R} \left\{ \frac{\delta}{12} \left( (1 - s_{i+1/2}^{n,L}) |u_{i+1}^n - u_*|^3 + s_{i+1/2}^{n,L} |u_{i+1}^n - u_i^n|^3 \right) \right\}
- \lambda_x s_{i+1/2}^{n,R} (s_{i+1/2}^{n,L} \sigma_{i+1/2}^{n,L} (1 - 2\lambda_x \sigma_{i+1/2}^{n,R})^2
+ 2\lambda_x (1 - 2\lambda_x \sigma_{i+1/2}^{n,R}) (\sigma_{i+1/2}^{n,R})^2) |u_{i+1}^n - u_i^n|^2 \leq 0,
\]
(3.21a)

and
\[
U(u_{i+1/2}^{n+1, L}) - U(u_i^n) + 2\lambda_x (F_{G,i+1/2}^n - F(u_i^n))
\leq -\lambda_x (1 - s_{i+1/2}^{n,L}) \frac{\delta}{12} \left\{ s_{i+1/2}^{n,R} |u_* - u_i^n|^3 + (1 - s_{i+1/2}^{n,R}) |u_{i+1}^n - u_i^n|^3 \right\}
- \lambda_x (1 - s_{i+1/2}^{n,L}) (1 + 2\lambda_x \sigma_{i+1/2}^{n,L}) (\sigma_{i+1/2}^{n,R})^2
- (1 - s_{i+1/2}^{n,L}) \sigma_{i+1/2}^{n,R} (1 + 2\lambda_x \sigma_{i+1/2}^{n,R})^2) |u_{i+1}^n - u_i^n|^2 \leq 0,
\]
where \( s_{i+1/2}^{n,L} \) and \( s_{i+1/2}^{n,R} \) are defined by (\( \alpha = L \) or \( R \))
\[
(3.22)
\]
\[
(3.23a)
U(u_{i+1/2}^{n+1, R}) - U(u_i^n) + 2\lambda_x (F(u_{i+1}^n) - F_{G,i+1/2}^n) \leq -\lambda_x \frac{\delta}{12} |u_{i+1}^n - u_*|^3
\]
and
\[
(3.23b)
U(u_{i+1/2}^{n+1, L}) - U(u_i^n) + 2\lambda_x (F_{G,i+1/2}^n - F(u_i^n)) \leq -\lambda_x \frac{\delta}{12} |u_* - u_i^n|^3.
\]

Remark 3.3. Under the assumption of Lemma 3.3, if \( u_* \) lies between \( u_i^n \) and \( u_{i+1}^n \) and the relation \( f(u_{i+1}^n) - f(u_i^n) = 0 \) holds, then
\[
s_{i+1/2}^{n,L} = 0, \quad s_{i+1/2}^{n,R} = 1, \quad \sigma_{i+1/2}^{n,R} = 0.
\]
Thus, in that case, inequalities (3.21) become
\[
(3.23a)
U(u_{i+1/2}^{n+1, R}) - U(u_i^n) + 2\lambda_x (F(u_{i+1}^n) - F_{G,i+1/2}^n) \leq -\lambda_x \frac{\delta}{12} |u_{i+1}^n - u_*|^3
\]
and
\[
(3.23b)
U(u_{i+1/2}^{n+1, L}) - U(u_i^n) + 2\lambda_x (F_{G,i+1/2}^n - F(u_i^n)) \leq -\lambda_x \frac{\delta}{12} |u_* - u_i^n|^3.
\]

This shows again that no uniform quadratic estimate can be obtained in that case, but only a cubic estimate.

Proof of Lemma 3.3. We give the proof of (3.21a). By Lemma 3.1, the entropy dissipation in that case is only due to the error in the \( L^2 \) projection
step (see (3.6b), (3.6c)). Setting $\sigma_{i+1/2,+}^n = \max(0, \sigma_{i+1/2}^n, L)$ and $\sigma_{i+1/2,+}^n = \max(0, \sigma_{i+1/2}^n, R)$, we have

$$
\frac{1}{h_x} \int_0^{h_x/2} \left| w \left( \frac{x}{h}, u_i^n, u_{i+1}^n \right) - u_{i+1/2}^{n+1} \right|^2 \, dx
$$

(3.24)

$$
= \lambda_x \sigma_{i+1/2,+}^n \left( u_i^n - u_{i+1/2}^{n+1} \right)^2 + \frac{(1 - 2\lambda_x \sigma_{i+1/2,+}^n)}{2} \left( u_i^n - u_{i+1/2}^{n+1} \right)^2
$$

$$
+ \frac{1}{h_x} \int_{h_{i+1/2,+}}^{h_{i+1/2,+}} \left| w \left( \frac{x}{h}, u_i^n, u_{i+1}^n \right) - u_{i+1/2}^{n+1} \right|^2 \, dx.
$$

The first two terms of the right-hand side of (3.24), denoted by $R_1$, can be estimated as follows. By (3.6b), we have

$$
u_{i+1/2}^{n+1} = 2\lambda_x \sigma_{i+1/2,+}^n u_i^n + (1 - 2\lambda_x \sigma_{i+1/2,+}^n) u_{i+1}^n
$$

(3.25)

$$
+ \frac{1}{h_x} \int_{h_{i+1/2,+}}^{h_{i+1/2,+}} w \left( \frac{x}{h}, u_i^n, u_{i+1}^n \right) \, dx.
$$

Since $w(\cdot; u_i^n, u_{i+1}^n)$ is a rarefaction wave, we have

$$
w(\xi; u_i^n, u_{i+1}^n) = \left( f' \right)^{-1}(\xi) \quad \text{for} \quad \xi \in [f(u_i^n), f(u_{i+1}^n)].
$$

Hence, by a change of variables, we can get

$$
\frac{2}{h_x} \int_{h_{i+1/2,+}}^{h_{i+1/2,+}} w \left( \frac{x}{h}, u_i^n, u_{i+1}^n \right) \, dx = 2\lambda_x \int_{u_i^n}^{u_{i+1}^n} uf''(u) \, du,
$$

where by convention we set

$$
u_{j,+}^n = \max(u_*, u_j^n), \quad j \in \mathbb{Z},
$$

$u_*$ being given by (3.2). Thus, we have after an easy computation

$$
\frac{2}{h_x} \int_{h_{i+1/2,+}}^{h_{i+1/2,+}} w \left( \frac{x}{h}, u_i^n, u_{i+1}^n \right) \, dx
$$

$$
= 2\lambda_x \left\{ u_{i+1, +}^{n} - f'(u_{i+1, +}^{n}) - u_{i, +}^{n} - f'(u_{i, +}^{n}) + f(u_{i, +}^{n}) - f(u_{i+1, +}^{n}) \right\},
$$

that is

$$
\frac{2}{h_x} \int_{h_{i+1/2,+}}^{h_{i+1/2,+}} w \left( \frac{x}{h}, u_i^n, u_{i+1}^n \right) \, dx
$$

(3.27)

$$
= 2\lambda_x \left\{ \sigma_{i+1/2,+}^n u_i^n + \sigma_{i+1/2, +}^n u_i^n - f(u_{i, +}^{n}) + f(u_{i+1, +}^{n}) \right\}.
$$

Using (3.27) in (3.25), we find the formula

$$
u_{i+1/2}^{n+1, R} = u_{i+1}^n - 2\lambda_x \left( f(u_{i+1, +}^{n}) - f(u_{i, +}^{n}) \right),
$$

(3.28)
from which we deduce

\[(3.29a) \quad (u_i^n - u_{i+1}^{n+1, R}) = (u_i^n - u_{i+1}^n) + 2\lambda_x (f(u_{i+1}^n, + - f(u_{i+1}^n)) \]

and

\[(3.29b) \quad (u_{i+1}^n - u_{i+1}^{n+1, R}) = 2\lambda_x (f(u_{i+1}^n, + - f(u_{i+1}^n)) \]

Finally, with obvious notation, the first two terms in the right-hand side of (3.24) become, because of (3.29),

\[
R_1 \equiv \lambda_x \sigma_{i+1/2, +}^{n, L} (u_i^n - u_{i+1}^{n+1, R})^2 + \frac{(1 - 2\lambda_x \sigma_{i+1/2, +}^{n, R})}{2} (u_i^n - u_{i+1}^{n+1, R})^2
\]

\[
= \lambda_x \left\{ f'(u_{i, +}) \left( 1 - 2\lambda_x \frac{f(u_{i+1}^n, + - f(u_{i+1}^n))}{u_{i+1}^n - u_i^n} \right)^2 \right\} (u_i^n - u_{i+1}^n)^2.
\]

But since

\[
\frac{f(u_{i+1}^n, + - f(u_i^n))}{u_{i+1}^n - u_i^n} \geq s_{i+1/2} \frac{f(u_{i+1}^n) - f(u_i^n)}{u_{i+1}^n - u_i^n},
\]

we obtain the estimate

\[
(3.30) \quad R_1 \geq \lambda_x \left\{ s_{i+1/2} \sigma_{i+1/2}^{n, L} (1 - 2\lambda_x \sigma_{i+1/2}^{n, R})^2 \right\}
\]

On the other hand, the last term, denoted by $R_2$, of the right-hand side of (3.24) is estimated as follows. Similarly as above, we can verify that

\[
R_2 \equiv \frac{1}{h_x} \int_{\sigma_{i+1/2}^{n, L}} \left| w \left( \frac{x}{h} ; u_i^n, u_{i+1}^n \right) - u_{i+1/2}^{n+1, R} \right|^2 dx
\]

\[
= \lambda_x \int_{u_{i, +}}^{u_{i+1, +}} \left| v - u_{i+1/2}^{n+1, R} \right|^2 f''(v) dv.
\]

Since $u_{i+, +} \leq u_{i+1, +}$, we have

\[
R_2 \geq \delta \lambda x \int_{u_{i, +}}^{u_{i+1, +}} \left| v - u_{i+1/2}^{n+1, R} \right|^2 dv = \frac{\delta \lambda x}{3} \left\{ (u_{i+1, +} - u_{i+1/2}^{n+1, R})^3 - (u_{i+1, +} - u_{i+1/2}^{n+1, R})^3 \right\},
\]

$\delta$ being given by (3.1), so that

\[
R_2 \geq \frac{\delta \lambda x}{3} \left\{ (u_{i+1, +} - u_{i+1/2}^{n+1, R})^3 + ((u_{i+1, +} - u_{i, +}) - (u_{i+1, +} - u_{i+1/2}^{n+1, R}))^3 \right\}.
\]

Since for each $z_0 \geq 0$,

\[
\min_{0 \leq z \leq z_0} (z^3 + (z_0 - z)^3) = z_0^3 / 4,
\]
it is easy to deduce from the above inequality that

\[ R_2 \geq \begin{cases} 0, & \text{if } u_i^n \leq u_{i+1}^n \leq u_*^n, \\ \lambda_\delta \frac{\vartheta}{12} |u_{i+1}^n - u_*^n|^3, & \text{if } u_i^n \leq u_*^n \leq u_{i+1}^n, \\ \lambda_\delta \frac{\vartheta}{12} |u_i^n - u_{i+1}^n|^3, & \text{if } u_*^n \leq u_i^n \leq u_{i+1}^n. \end{cases} \]  

(3.31)

The required inequality (3.21a) follows immediately from (3.24), (3.30), and (3.31).

From the results of Lemmas 3.2 and 3.3, and Remarks 3.2 and 3.3, we can make the following observation concerning the Godunov scheme. The entropy dissipation of the Godunov scheme is composed of two terms. One is proportional to the modulus of convexity of the function \( f \) and, roughly speaking, corresponds to the dissipation of entropy inside a shock wave or inside a rarefaction wave. This term yields below a cubic uniform estimate. The second one is generated (essentially) by the \( L^2 \) projection error. It is proportional to the speed of the waves \( \sigma_{i+1/2}^n \) or \( \sigma_{i+1/2}^{n,L} \), which can vanish in the "neighborhood" of the sonic point \( u_* \). This is the reason why a quadratic uniform estimate of the local entropy dissipation does not hold true for the Godunov scheme.

Hence, the "better" estimate of the entropy dissipation of the Godunov scheme is given by the following theorem.

**Theorem 3.1 (A sharp entropy inequality for the Godunov scheme).** Under the CFL condition (3.5), the Godunov scheme (3.6) satisfies for each integer \( n \) in \( \mathbb{N} \)

\[ \sum_{i \in \mathbb{Z}} U(u_i^{n+1})h_x - \sum_{i \in \mathbb{Z}} U(u_i^n)h_x + \lambda_\delta \frac{\vartheta}{96} \sum_{i \in \mathbb{Z}} |u_{i+1}^n - u_i^n|^3 h_x \leq 0. \]  

(3.32)

**Remarks 3.4.** (1) Inequality (3.32) indeed yields a uniform estimate in \( L^2 \)-norm and a weak estimate of the space derivative of the form (2.15) (see §4; the initial data will be assumed there to have compact support).

(2) Theorem 3.1 (and actually all the results of this section) could be generalized to arbitrary strictly convex entropies \( U \); the only modification is that \( \delta \) should be replaced by \( \delta \min U'' \). But we emphasize that an inequality associated with an arbitrary entropy provides the same estimate for the space derivatives as is provided by (3.32).

(3) If the flux function \( f \) is not assumed to be convex, the above derivation cannot provide an estimate of the space derivatives. However, if \( f' \) is a positive function (resp. a negative function), a uniform quadratic estimate is easily deduced from results of Lemmas 3.2 and 3.3.

**Proof of Theorem 3.1.** By (3.6a), we have for \( n \) in \( \mathbb{N} \) and \( i \) in \( \mathbb{Z} \),

\[ U(u_i^{n+1}) \leq \frac{1}{2}(U(u_{i-1/2}^{n+1,R}) + U(u_{i+1/2}^{n+1,L})). \]
Using (3.13) and (3.21) and summing with respect to $i$, we obtain with obvious notation
\[
\sum_{i \in \mathbb{Z}} \left\{ U(u_i^{n+1}) - U(u_i^n) + \lambda_x (F_{G,i+1/2}^n - F_{G,i-1/2}^n) \right\} \\
\leq -\lambda_x \sum_{(i-1/2) \text{ shock}} s_{i-1/2}^n \frac{\delta}{12} |u_i^n - u_{i-1}^n|^3 \\
- \lambda_x \sum_{(i-1/2) \text{ rarefaction}} s_{i-1/2}^{n,R} \frac{\delta}{24} \left\{ (1 - s_{i-1/2}^{n, L}) |u_i^n - u_*|^3 + s_{i-1/2}^{n, L} |u_i^n - u_{i-1}^n|^3 \right\} \\
- \lambda_x \sum_{(i+1/2) \text{ shock}} (1 - s_{i+1/2}^n) \frac{\delta}{12} |u_{i+1}^n - u_i^n|^3 \\
- \lambda_x \sum_{(i+1/2) \text{ rarefaction}} (1 - s_{i+1/2}^{n, L}) \frac{\delta}{24} \left\{ s_{i+1/2}^{n,R} |u_* - u_i^n|^3 + (1 - s_{i+1/2}^{n,R}) |u_{i+1}^n - u_i^n|^3 \right\},
\]
where we have only kept the cubic terms. So, we have
\[
\sum_{i \in \mathbb{Z}} U(u_i^{n+1}) - \sum_{i \in \mathbb{Z}} U(u_i^n) \\
\leq -\lambda_x \frac{\delta}{12} \sum_{(i+1/2) \text{ shock}} |u_{i+1}^n - u_i^n|^3 \\
- \lambda_x \frac{\delta}{24} \sum_{(i+1/2) \text{ rarefaction}} \left\{ (1 - s_{i+1/2}^{n, L}) s_{i+1/2}^{n,R} (|u_* - u_i^n|^3 + |u_{i+1}^n - u_*|^3) \right\} \\
+ \left\{ (s_{i+1/2}^{n,R} - s_{i+1/2}^{n,L}) (1 - s_{i+1/2}^{n,R}) (1 - s_{i+1/2}^{n,L}) |u_{i+1}^n - u_i^n|^3 \right\}.\tag{3.33}
\]
We shall denote below by $D_{i+1/2}^n$ the term within curled parentheses in the second sum of the right-hand side of (3.33). When $w(\cdot; u_{i+1}, u_i)$ for some $i$ in $\mathbb{Z}$ contains a rarefaction wave with a sonic point, that is, $s_{i+1/2}^{n,R} = 0$ and $s_{i+1/2}^{n,L} = 1$, we estimate $D_{i+1/2}^n$ by
\[
D_{i+1/2}^n = |u_* - u_{i+1}^n|^3 + |u_{i+1}^n - u_*|^3 \geq \frac{1}{2} |u_{i+1}^n - u_i^n|^3,
\]
since $u_i^n \leq u_* \leq u_{i+1}^n$. Thus, (3.33) is equivalent to
\[
\sum_{i \in \mathbb{Z}} U(u_i^{n+1}) - \sum_{i \in \mathbb{Z}} U(u_i^n) \leq -\lambda_x \frac{\delta}{12} \sum_{(i+1/2) \text{ shock}} |u_{i+1}^n - u_i^n|^3 \\
- \lambda_x \frac{\delta}{96} \sum_{(i+1/2) \text{ rarefaction}} |u_{i+1}^n - u_i^n|^3, \tag{3.34}
\]
which gives the conclusion. $\Box$

3.3. A quadratic estimate of the entropy dissipation in the modified Lax-Friedrichs scheme. We turn to the derivation of the sharp entropy inequality satisfied by
the modified Lax-Friedrichs scheme. By using the same techniques as before, we get here a uniform quadratic estimate (instead of only a cubic one for the Godunov scheme) of the rate of entropy dissipation in this scheme. The formulae below are very close to, but actually different from, the ones derived in §3.2. However, the proofs are similar and are therefore omitted. With the same notation as before, the modified Lax-Friedrichs scheme admits the following decomposition (Tadmor [45]):

\begin{equation}
U^{n+1}_i = \frac{1}{2}(U^{n+1}_{i-1/2} + U^{n+1}_{i+1/2}), \quad n \in \mathbb{N}, \ i \in \mathbb{Z},
\end{equation}

where we set

\begin{equation}
U^{n+1}_{i+1/2} = \frac{1}{h_x} \int_{-h_x/2}^{h_x/2} w \left( \frac{x}{h} ; U^n_i, U^n_{i+1} \right) \, dx, \quad n \in \mathbb{N}, \ i \in \mathbb{Z}.
\end{equation}

This scheme can thus be viewed as a two-cell averaging of two (noninteracting) Riemann problems. We assume here that the CFL stability condition (3.5) is satisfied.

Let us define the numerical entropy flux of the modified Lax-Friedrichs scheme, \( F_M \), associated with the pair \((U, F)\), by

\begin{equation}
F_M(U_L, U_R) = \frac{1}{2}(F(U_L) + F(U_R)) - \frac{1}{4\lambda_x}(U(U_R) - U(U_L)), \quad U_L, U_R \in \mathbb{R}.
\end{equation}

The following result gives an exact formula for the entropy dissipation generated by the scheme.

**Lemma 3.4 (Modified Lax-Friedrichs scheme).** Under the CFL stability condition (3.5), the sequence \((U^n_i)_{n \in \mathbb{N}, i \in \mathbb{Z}}\) constructed by the modified Lax-Friedrichs scheme (3.35), (3.36) satisfies for \( n \in \mathbb{N} \) and \( i \in \mathbb{Z} \)

\begin{equation}
U(U^{n+1}_{i+1/2}) - \frac{1}{2}(U(U^n_i) + U(U^n_{i+1})) + \lambda_x(F(U^n_{i+1}) - F(U^n_i))
\end{equation}

\begin{equation}
= \lambda_x J^n_{i+1/2} - \frac{1}{2h_x} \int_{-h_x/2}^{h_x/2} \left| w \left( \frac{x}{h} ; U^n_i, U^n_{i+1} \right) - U^{n+1}_{i+1/2} \right|^2 \, dx.
\end{equation}

In (3.38), the term \( J^n_{i+1/2} \) equals zero except when \( w(\cdot ; U^n_i, U^n_{i+1}) \) contains a shock wave with speed \( \sigma^n_{i+1/2} \); in this latter case we have

\begin{equation}
J^n_{i+1/2} = F(U^n_{i+1}) - F(U^n_i) - \sigma^n_{i+1/2}(U(U^n_{i+1}) - U(U^n_i)).
\end{equation}

**Remark 3.5.** The left-hand side of (3.38) can be expressed from the numerical flux \( F_M \) in two different manners:

\begin{equation}
U(U^{n+1}_{i+1/2}) - \frac{1}{2}(U(U^n_i) + U(U^n_{i+1})) + \lambda_x(F(U^n_{i+1}) - F(U^n_i))
\end{equation}

\begin{equation}
= U(U^{n+1}_{i+1/2}) - U(U^n_i) + 2\lambda_x(F^n_{M,i+1/2} - F(U^n_i))
\end{equation}

\begin{equation}
= U(U^{n+1}_{i+1/2}) - U(U^n_i) + 2\lambda_x(F(U^n_{i+1}) - F^n_{M,i+1/2}).
\end{equation}
In particular, (3.40) is helpful to verify from (3.38) that the modified Lax-Friedrichs scheme satisfies the entropy inequality

\begin{equation}
(u_{i+1}^{n+1} - u_{i}^{n}) + \lambda_x (F_{M,i+1/2}^n - F_{M,i-1/2}^n) \leq 0, \quad n \in \mathbb{N}, \ i \in \mathbb{Z}.
\end{equation}

Of course, as before, we want to derive from (3.38) a stronger inequality. In order to derive a sharp entropy inequality satisfied by the modified Lax-Friedrichs scheme, we first treat the case of a shock wave.

**Lemma 3.5** (Entropy dissipation of a shock wave in the modified Lax-Friedrichs scheme). Consider the modified Lax-Friedrichs scheme (3.35), (3.36) under the CFL condition (3.5). Suppose that, for some \( n \in \mathbb{N} \) and \( i \in \mathbb{Z} \), the Riemann solution \( w(\cdot; u_i^n, u_{i+1}^n) \) consists of a shock wave with speed \( \sigma_{i+1/2}^n \). Then we have

\begin{equation}
(u_{i+1/2}^{n+1} - \frac{1}{2}(u_i^n + u_{i+1}^n)) + \lambda_x (F_{i+1/2}^n - F_{i-1/2}^n) \leq -\lambda_x \frac{\delta}{12} |u_{i+1}^n - u_i^n|^3 - \frac{1}{16} (1 - 4(\lambda_x \sigma_{i+1/2}^n)^2) |u_{i+1}^n - u_i^n|^2 < 0.
\end{equation}

**Remark 3.6.** Inequality (3.42) can be compared with (3.13). Here, the quadratic term in the right-hand side of (3.42) never vanishes and indeed can be bounded below uniformly provided that the CFL stability (3.5) is enforced, i.e.,

\[
\lambda_x \sup_{u} |f'(u)| \leq \frac{1}{2} (1 - \theta),
\]

with some \( \theta \in (0, 1) \).

**Lemma 3.6** (Entropy dissipation of a rarefaction wave in the modified Lax-Friedrichs scheme). Consider the modified Lax-Friedrichs scheme (3.35), (3.36) under the CFL condition (3.5). Suppose that, for some \( n \in \mathbb{N} \) and \( i \in \mathbb{Z} \), the Riemann solution \( w(\cdot; u_i^n, u_{i+1}^n) \) consists of a rarefaction wave. Then setting

\begin{equation}
\sigma_{i+1/2}^{n,L} = f'(u_i^n), \quad \sigma_{i+1/2}^{n,R} = \frac{f(u_{i+1}^n) - f(u_i^n)}{u_{i+1}^n - u_i^n}, \quad \sigma_{i+1/2}^{n,R} = f'(u_{i+1}^n),
\end{equation}

we have

\begin{equation}
(u_{i+1/2}^{n+1} - \frac{1}{2}(u_i^n + u_{i+1}^n)) + \lambda_x (F_{i+1/2}^n - F_{i-1/2}^n) \leq -\lambda_x \frac{\delta}{24} |u_{i+1}^n - u_i^n|^3
\end{equation}

\[
-\frac{1}{16} \left((1 + 2 \lambda_x \sigma_{i+1/2}^{n,L})(1 - 2 \lambda_x \sigma_{i+1/2}^{n,R})^2 + (1 - 2 \lambda_x \sigma_{i+1/2}^{n,R})(1 + 2 \lambda_x \sigma_{i+1/2}^{n,R})^2 \right) |u_{i+1}^n - u_i^n|^2 < 0.
\]

**Remark 3.7.** Comparing (3.44) with (3.21), we notice again that the quadratic term in the right-hand side of (3.44) does not vanish in the neighborhood of the sonic point, provided that the enforced CFL condition of Remark 3.6 is met.

Finally, from Lemmas 3.5 and 3.6, we can deduce a sharp evaluation of the entropy dissipation.
**Theorem 3.2** (A sharp entropy inequality for the modified Lax-Friedrichs scheme). Let \( \theta \) belong to the interval \([0, 1)\) (\( \theta \) can be equal to zero). Then, under the CFL stability condition

\[
\lambda_x \sup_u |f'(u)| \leq \frac{1}{2}(1 - \theta) \tag{3.45}
\]

(the supremum being taken over all \( u \) under consideration), the sequence \( (u_i^n)_{i \in \mathbb{Z}} \) constructed by the modified Lax-Friedrichs scheme (3.35), (3.36) satisfies the following entropy inequality for each integer \( n \) in \( \mathbb{N} \):

\[
\sum_{i \in \mathbb{Z}} U(u_i^{n+1})h_x - \sum_{i \in \mathbb{Z}} U(u_i^n)h_x + \lambda_x \frac{\delta}{24} \sum_{i \in \mathbb{Z}} |u_{i+1}^n - u_i^n|^3 h_x + \frac{\theta}{16} \sum_{i \in \mathbb{Z}} |u_{i+1}^n - u_i^n|^2 h_x \leq 0. \tag{3.46}
\]

If \( \theta = 0 \) in Theorem 3.2, then (3.46) reduces to the sharp entropy inequality found for the Godunov scheme. But here, in contrast with the result found for the Godunov scheme, the modified Lax-Friedrichs scheme has a uniform quadratic rate of entropy dissipation provided that the CFL condition is enforced by (3.45). Moreover, this quadratic term, \( \frac{\theta}{16} \sum_{i \in \mathbb{Z}} |u_{i+1}^n - u_i^n|^2 h_x \), is independent of both the function \( f \) and the mesh ratio \( \lambda_x \).

**Remarks 3.8.** (1) Theorem 3.2 could be generalized to arbitrary strictly convex entropies \( U \) (see Remark 3.4(2)).

(2) If the flux function \( f \) is not assumed to be convex, then it is clear from Lemmas 3.4 to 3.6 and their proofs that (3.46) still holds true, but with \( \delta = 0 \). In particular, under the CFL condition (3.45) with \( \theta \neq 0 \), a uniform estimate of the space derivatives is obtained in that case.

### 3.4. Entropy dissipation in the \( E \)-schemes.

The previous results are now generalized to a general \( E \)-scheme. By definition, the numerical flux \( p \) of an \( E \)-scheme satisfies the following inequality (Osher [35]):

\[
\{(v_1 - v_0)(p(v_{k+1}, \ldots, v_0, v_1, \ldots, v_k) - f(w)) \leq 0 \tag{3.47}
\]

for all \( v_{k+1}, \ldots, v_k \) in \( \mathbb{R} \) and for every \( w \) between \( v_0 \) and \( v_1 \).

Let us also recall that an \( E \)-scheme admits the following viscous formulation [17, 21]:

\[
u_i^{n+1} = u_i^n - \frac{\lambda_x}{2}(f(u_{i+1}^n) - f(u_{i-1}^n)) + \frac{1}{2}(Q_{E,i+1/2}^n(u_{i+1}^n - u_i^n) - Q_{E,i-1/2}^n(u_i^n - u_{i-1}^n)), \tag{3.47}
\]

where the numerical viscosity coefficient is defined by

\[
Q_{E,i+1/2}^n = \lambda_x \frac{f(u_{i+1}^n) + f(u_i^n) - 2p_{i+1/2}^n}{u_{i+1}^n - u_i^n}, \tag{3.48}
\]

for \( n \in \mathbb{N}, i \in \mathbb{Z} \).
Under the CFL condition (3.5), one can prove that

\begin{equation}
Q_{G,i+1/2}^n \leq Q_{E,i+1/2}^n \leq Q_{M,i+1/2}^n = \frac{1}{2}, \quad n \in \mathbb{N}, \quad i \in \mathbb{Z},
\end{equation}

where $Q_{G,i+1/2}^n$ and $Q_{M,i+1/2}^n$ denote the numerical viscosity coefficients of the Godunov and modified Lax-Friedrichs schemes, respectively.

Following Tadmor [45], we rewrite (3.47) in the following form $(n \in \mathbb{N}, \ i \in \mathbb{Z})$:

\begin{equation}
u^{n+1}_{i} = \frac{1}{2}(u^{n+1,R}_{E,i-1/2} + u^{n+1,L}_{E,i+1/2}),
\end{equation}

with

\begin{equation}
u^{n+1,R}_{E,i-1/2} = u^n_i - \lambda_x (f(u^n_i) - f(u^n_{i-1})) - Q^n_{E,i-1/2}(u^n_i - u^n_{i-1})
\end{equation}

and

\begin{equation}
u^{n+1,L}_{E,i+1/2} = u^n_i - \lambda_x (f(u^n_{i+1}) - f(u^n_i)) + Q^n_{E,i+1/2}(u^n_{i+1} - u^n_i).
\end{equation}

From Theorems 3.1 and 3.2, we can deduce an estimate of the amount of entropy dissipation in an $E$-scheme.

**Theorem 3.3 (A sharp entropy inequality for $E$-schemes).** Under the CFL stability condition (3.5), the sequence $(u^n_i)_{i \in \mathbb{Z}}$ constructed by the $E$-scheme (3.47), (3.48) satisfies for each integer $n \in \mathbb{N}$ the following entropy inequality:

\begin{equation}
\sum_{i \in \mathbb{Z}} U(u^{n+1}_i)_{i \in \mathbb{Z}} - \sum_{i \in \mathbb{Z}} U(u^n_i)_{i \in \mathbb{Z}} + \lambda_x \frac{\delta}{96} \sum_{i \in \mathbb{Z}} |u^n_{i+1} - u^n_i|^3 \leq 0.
\end{equation}

**Proof.** Because of inequalities (3.49), for each integer $n \in \mathbb{N}$ and $i \in \mathbb{Z}$, there exists $\chi_{i+1/2}^n$ in the interval $[0, 1]$ such that

\begin{equation}
Q^n_{E,i+1/2} = \chi_{i+1/2}^n Q^n_{G,i+1/2} + (1 - \chi_{i+1/2}^n) Q^n_{M,i+1/2}.
\end{equation}

On the other hand, we can introduce $(n \in \mathbb{N}, \ i \in \mathbb{Z})$

\begin{equation}
u^{n+1}_{G,i} = \frac{1}{2}(u^{n+1,R}_{G,i-1/2} + u^{n+1,L}_{G,i+1/2}),
\end{equation}

respectively

\begin{equation}
u^{n+1}_{M,i} = \frac{1}{2}(u^{n+1,R}_{M,i-1/2} + u^{n+1,L}_{M,i+1/2}),
\end{equation}

where $u^{n+1,R}_{G,i-1/2}$ and $u^{n+1,L}_{G,i+1/2}$ (resp. $u^{n+1,R}_{M,i-1/2}$ and $u^{n+1,L}_{M,i+1/2}$) are defined by the Godunov scheme (resp. modified Lax-Friedrichs scheme) similarly as in (3.6) (resp. (3.36)). In fact, it is easy to verify from the decomposition (3.51), (3.52) that, for instance,

\begin{equation}u^{n+1,R}_{G,i-1/2} = u^n_i - \lambda_x (f(u^n_i) - f(u^n_{i-1})) - Q^n_{G,i-1/2}(u^n_i - u^n_{i-1})
\end{equation}

and

\begin{equation}u^{n+1,R}_{M,i-1/2} = u^n_i - \lambda_x (f(u^n_i) - f(u^n_{i-1})) - Q^n_{M,i-1/2}(u^n_i - u^n_{i-1}),
\end{equation}

so that by (3.54) we have

\begin{equation}
u^{n+1,R}_{E,i-1/2} = \chi_{i-1/2}^n u^{n+1,R}_{G,i-1/2} + (1 - \chi_{i-1/2}^n) u^{n+1,R}_{M,i-1/2}.
\end{equation}
In the same fashion, we get

\[(3.57b)\quad u_{E,i+1/2}^{n+1,L} = x_{i+1/2}^n u_{G,i+1/2}^{n+1,L} + (1 - x_{i+1/2}^n) u_{M,i+1/2}^{n+1,L}.\]

Then, (3.57) leads to the following equivalent form of the $E$-scheme (3.50)--(3.52):

\[(3.58)\quad u_i^{n+1} = \frac{1}{2}(x_{i-1/2}^n u_{G,i-1/2}^{n+1,R} + (1 - x_{i-1/2}^n) u_{M,i-1/2}^{n+1,R})
+ x_{i+1/2}^n u_{G,i+1/2}^{n+1,L} + (1 - x_{i+1/2}^n) u_{M,i+1/2}^{n+1,L}).\]

By the convexity of $U(u) = u^2/2$, (3.58) implies

\[U(u_i^{n+1}) \leq \frac{1}{2}(x_{i-1/2} u_{G,i-1/2}^{n+1,R} + (1 - x_{i-1/2}) U(u_{M,i-1/2}^{n+1,R})
+ x_{i+1/2} u_{G,i+1/2}^{n+1,L} + (1 - x_{i+1/2}) U(u_{M,i+1/2}^{n+1,L})).\]

Summing with respect to $i$ in $\mathbb{Z}$ and using Lemmas 3.2, 3.3, 3.5, and 3.6, we obtain

\[
\sum_{i \in \mathbb{Z}} U(u_i^{n+1}) - \sum_{i \in \mathbb{Z}} U(u_i^n) \\
\leq -\lambda_x \sum_{(i-1/2)\text{ shock}} x_{i-1/2}^n s_{i-1/2}^{n+1/2} \frac{\delta}{12} |u_i^n - u_{i-1}^n|^3 \\
- \lambda_x \sum_{(i-1/2)\text{ shock}} (1 - x_{i-1/2}^n) \frac{\delta}{24} |u_i^n - u_{i-1}^n|^3 \\
- \lambda_x \sum_{(i-1/2)\text{ rarefaction}} x_{i-1/2}^n s_{i-1/2}^{n+1/2} \frac{\delta}{24} ((1 - s_{i-1/2}^{n+1/2}) |u_i^n - u_*|^3 \\
+ s_{i-1/2}^{n+1/2} |u_i^n - u_{i-1}^n|^3) \\
- \lambda_x \sum_{(i-1/2)\text{ rarefaction}} (1 - x_{i-1/2}^n) \frac{\delta}{48} |u_{i+1}^n - u_i^n|^3 \\
- \lambda_x \sum_{(i+1/2)\text{ shock}} x_{i+1/2}^n (1 - s_{i+1/2}^{n+1/2}) \frac{\delta}{12} |u_{i+1}^n - u_i^n|^3 \\
- \lambda_x \sum_{(i+1/2)\text{ shock}} (1 - x_{i+1/2}^n) \frac{\delta}{24} |u_{i+1}^n - u_i^n|^3 \\
- \lambda_x \sum_{(i+1/2)\text{ rarefaction}} x_{i+1/2}^n (1 - s_{i+1/2}^{n+1/2}) \frac{\delta}{24} (s_{i+1/2}^{n+1/2} |u_* - u_i^n|^3 \\
+ (1 - s_{i+1/2}^{n+1/2}) |u_{i+1}^n - u_i^n|^3) \\
- \lambda_x \sum_{(i+1/2)\text{ rarefaction}} (1 - x_{i+1/2}^n) \frac{\delta}{48} |u_{i+1}^n - u_i^n|^3,
\]
the notation used here being that introduced previously. Thus, we have
\[ \sum_{i \in \mathbb{Z}} U(u_{i}^{n+1}) - \sum_{i \in \mathbb{Z}} U(u_{i}^{n}) \leq -\lambda \frac{\delta}{12} \sum_{(i+1/2) \text{ shock}} (\chi_{i+1/2}^{n} + (1 - \chi_{i+1/2}^{n}))|u_{i+1}^{n} - u_{i}^{n}|^3 \]
\[ -\lambda \frac{\delta}{96} \sum_{(i+1/2) \text{ rarefaction}} (\chi_{i+1/2}^{n} + (1 - \chi_{i+1/2}^{n}))|u_{i+1}^{n} - u_{i}^{n}|^3 \]
\[ \leq -\lambda \frac{\delta}{96} \sum_{i \in \mathbb{Z}} |u_{i+1}^{n} - u_{i}^{n}|^3 . \]
This completes the proof of the theorem. □

3.5. A generalization. We derive now a uniform quadratic estimate of the entropy dissipation generated by the difference schemes whose viscosity coefficient is bounded below by a positive constant. This result is motivated by Theorem 3.2, which gives such a quadratic estimate for the modified Lax-Friedrichs scheme, while, as we have shown in §3.2 (Theorem 3.1), only a cubic one is possible for the Godunov scheme. This is precisely due to the fact that the numerical viscosity coefficient of the modified Lax-Friedrichs scheme is constant (equal to 1/2) while the one of the Godunov scheme can vanish near the sonic point.

We consider here 3-point difference schemes, characterized by their numerical flux function \( f: \mathbb{R}^2 \to \mathbb{R} \), which admit the following incremental form (\( n \in \mathbb{N}, \ i \in \mathbb{Z} \))

\[ u_{i}^{n+1} = u_{i}^{n} - C_{i-1/2}^{n}(u_{i}^{n} - u_{i-1}^{n}) + D_{i+1/2}^{n}(u_{i+1}^{n} - u_{i}^{n}) , \]
with as usual
\[ C_{i-1/2}^{n} = C(u_{i-1}^{n}, u_{i}^{n}), \quad D_{i+1/2}^{n} = D(u_{i}^{n}, u_{i+1}^{n}) , \]
where the Lipschitz continuous functions \( C \) and \( D: \mathbb{R}^2 \to \mathbb{R} \) are given by
\[ C(u, v) = \lambda \frac{f(v) - f(u)}{v - u} , \quad u, v \in \mathbb{R} . \]
\[ D(u, v) = \lambda \frac{f(u) - f(u)}{v - u} , \quad u, v \in \mathbb{R} . \]
The numerical viscosity coefficient \( Q: \mathbb{R}^2 \to \mathbb{R} \) is defined from \( C \) and \( D \) by

\[ Q(u, v) = C(u, v) + D(u, v) , \quad u, v \in \mathbb{R} . \]

Then we prove:

**Theorem 3.4** (A sharp entropy inequality for a class of difference schemes). Consider the difference scheme in incremental form (3.59).

Let \( \theta \) be given in the interval \( (0, 1) \) and assume that
\[ 0 \leq C(u, v), \quad 0 \leq D(u, v), \quad u, v \in \mathbb{R} , \]
\[ 0 < K_0 \leq Q(u, v) \leq \frac{1}{2}(1 - \theta) , \quad u, v \in \mathbb{R} , \]
where $K_0$ is a given positive constant. Then the scheme satisfies the following inequality ($n \in \mathbb{N}$):

\begin{equation}
\sum_{i \in \mathbb{Z}} U(u_i^{n+1})h_x - \sum_{i \in \mathbb{Z}} U(u_i^n)h_x + \frac{K}{2} \sum_{i \in \mathbb{Z}} |u_{i+1}^n - u_i^n|^2 h_x \leq 0,
\end{equation}

where the constant $K$ depends on $K_0$, $\lambda_x$, $\delta$, $\theta$, and $\sup_{i, n} |u_i^n|$ and is given explicitly by

\begin{equation}
K = K_0 - \frac{\lambda_x}{3} \sup_{i, n} (|f''(u_i^n)|) - \frac{1}{2} (1 - \theta)^2.
\end{equation}

Remarks 3.9. (1) Notice that, when $K_0$ is different from $\frac{1}{2}(1 - \theta)$, the constant $K$ is positive for $\lambda_x$ small enough.

(2) The convexity of the function $f$ is not needed in Theorem 3.4.

Proof of Theorem 3.4. For $n$ in $\mathbb{N}$ and $i$ in $\mathbb{Z}$, we can write

\begin{equation}
U(u_i^{n+1}) = U(u_i^n) + (u_i^{n+1} - u_i^n)u_i^n + \frac{1}{2}|u_i^{n+1} - u_i^n|^2
= U(u_i^n) - \lambda_x f_{i+1/2} - f_{i-1/2})u_i^n + \frac{1}{2} C_{i-1/2} C_{i-1/2} + D_{i+1/2} |u_i^n - u_{i-1}^n|^2
+ \frac{1}{2} D_{i+1/2} (C_{i-1/2} + D_{i+1/2}) |u_{i+1}^n - u_i^n|^2 - \frac{1}{2} C_{i-1/2} D_{i+1/2} |u_{i+1}^n - u_{i-1}^n|^2.
\end{equation}

Thus, after summation with respect to $i$, we find

\begin{equation}
\sum_{i \in \mathbb{Z}} U(u_i^{n+1}) = \sum_{i \in \mathbb{Z}} U(u_i^n) - \lambda_x \sum_{i \in \mathbb{Z}} (f_{i+1/2} - f_{i-1/2})u_i^n
+ \frac{1}{2} \sum_{i \in \mathbb{Z}} (C_{i-1/2} + D_{i+1/2}) \{ C_{i-1/2} |u_i^n - u_{i-1}^n|^2 + D_{i+1/2} |u_{i+1}^n - u_i^n|^2 \}
- \frac{1}{2} \sum_{i \in \mathbb{Z}} C_{i-1/2} D_{i+1/2} |u_{i+1}^n - u_{i-1}^n|^2.
\end{equation}

On the one hand, we notice that

\begin{equation}
\sum_{i \in \mathbb{Z}} (f_{i+1/2} - f_{i-1/2})u_i^n = - \sum_{i \in \mathbb{Z}} (u_{i+1}^n - u_i^n) f_{i+1/2} = - \sum_{i \in \mathbb{Z}} \int_{u_i^n}^{u_{i+1}^n} f(u_i^n, u_{i+1}^n) dv,
\end{equation}

thus,

\begin{equation}
\sum_{i \in \mathbb{Z}} (f_{i+1/2} - f_{i-1/2})u_i^n = - \sum_{i \in \mathbb{Z}} \int_{u_i^n}^{u_{i+1}^n} (f(u_i^n, u_{i+1}^n) - f(v)) dv.
\end{equation}

And with the help of the formula

\begin{equation}
\int_a^b g(v) dv = (b - a) \frac{1}{2} (g(a) + g(b)) + \int_a^b \frac{1}{2} (v - a)(v - b) g''(v) dv,
\end{equation}
with \( a = u^n_i \), \( b = u^n_{i+1} \), and \( g(v) = f(u^n_i, u^n_{i+1}) - f(v) \), (3.67) becomes

\[
\lambda_x \sum_{i \in \mathbb{Z}} (f^n_{i+1/2} - f^n_{i-1/2}) u^n_i = \sum_{i \in \mathbb{Z}} \frac{1}{2} (C^n_{i+1/2} + D^n_{i+1/2}) |u^n_{i+1} - u^n_i|^2
\]

\[+ \lambda_x \sum_{i \in \mathbb{Z}} \int_{u^n_i}^{u^n_{i+1}} \frac{1}{2} (v - u^n_i)(v - u^n_{i+1}) f''(v) \, dv.
\]

(3.68)

Hence, using (3.63), we obtain from (3.68)

\[-\lambda_x \sum_{i \in \mathbb{Z}} (f^n_{i+1/2} - f^n_{i-1/2}) u^n_i \leq -\frac{K_0}{2} \sum_{i \in \mathbb{Z}} |u^n_{i+1} - u^n_i|^2
\]

\[+ \frac{\lambda_x}{12} \| f''(u) \|_{L^\infty} \sum_{i \in \mathbb{Z}} |u^n_{i+1} - u^n_i|^3.
\]

(3.69)

On the other hand, we write

\[
\frac{1}{2} \sum_{i \in \mathbb{Z}} (C^n_{i-1/2} + D^n_{i+1/2}) \{ C^n_{i-1/2} |u^n_i - u^n_{i-1}|^2 + D^n_{i+1/2} |u^n_{i+1} - u^n_i|^2 \}
\]

\[-\frac{1}{2} \sum_{i \in \mathbb{Z}} C^n_{i-1/2} D^n_{i+1/2} |u^n_{i+1} - u^n_{i-1}|^2 \leq \frac{1}{4} (1 - \theta)^2 \sum_{i \in \mathbb{Z}} |u^n_{i+1} - u^n_i|^2.
\]

(3.70)

Finally, combining (3.60), (3.70), and (3.66), we find

\[
\sum_{i \in \mathbb{Z}} U(u^n_{i+1}) - \sum_{i \in \mathbb{Z}} U(u^n_i)
\]

\[\leq \sum_{i \in \mathbb{Z}} \left\{ -\frac{K_0}{2} + \frac{\lambda_x}{12} \sup_{i, n} |f''(u^n_i)| |u^n_{i+1} - u^n_i| + \frac{1}{4} (1 - \theta)^2 \right\} |u^n_{i+1} - u^n_i|^2,
\]

which completes the proof. \( \Box \)

4. The corrected antidiffusive flux approach

4.1. Introduction. We now consider the class of high-order accurate explicit finite difference schemes which are constructed from a given \( E \)-scheme by the corrected antidiffusive flux method. As is well known, an \( E \)-scheme is at most first-order accurate (Osher [35]), and the antidiffusive flux is chosen in order to ensure both the high-order accuracy and certain formal properties of stability (e.g., Davis [10] and Sweby [42]). The results of convergence known for such schemes only concern equations with one space variable (e.g., Cahouet and Coquel [3], Leroux [30], Leroux and Questeveur [32], Majda and Osher [33], Tadmor [46], and Vila [50]). In this section, based on the results obtained in §3, we prove the convergence of these schemes with corrected antidiffusive flux applied to an equation with an arbitrary number of space variables (Theorem 4.3 below). Moreover, even for the case of one space variable, we emphasize that our result of convergence improves the existing results in this domain (see Theorems 4.1–4.3 and Corollaries 4.1–4.2).
We use the notation introduced in §2. Let $p$ (respectively $q$) be a numerical $E$-flux consistent with the exact flux function $f$ (resp. $g$). That is, $p : \mathbb{R}^k \rightarrow \mathbb{R}$ and $q : \mathbb{R}^k \rightarrow \mathbb{R}$ are Lipschitz-continuous functions satisfying (Osher [35])

\begin{equation}
(\forall v_{k+1}, \ldots, v_k \in \mathbb{R}, \forall w \in \mathbb{R}) \quad (v_1 - v_0)(p(v_{k+1}, \ldots, v_0, v_1, \ldots, v_k) - f(w)) \leq 0
\end{equation}

and

\begin{equation}
(\forall v_{k+1}, \ldots, v_k \in \mathbb{R}, \forall w \in \mathbb{R}) \quad (v_1 - v_0)(q(v_{k+1}, \ldots, v_0, v_1, \ldots, v_k) - g(w)) \leq 0
\end{equation}

We consider the conservative difference schemes $(n \in \mathbb{N})$

\begin{equation}
u_{i,j}^{n+1} = u_{i,j}^n - \lambda_x (f_{i+1/2,j}^n - f_{i-1/2,j}^n) - \lambda_y (g_{i,j+1/2}^n - g_{i,j-1/2}^n), \quad i, j \in \mathbb{Z},
\end{equation}

where the numerical fluxes are given in the following form:

\begin{equation}f_{i+1/2,j}^n = p_{i+1/2,j}^n + \frac{1}{\lambda_x} a_{i+1/2,j}^n, \quad i, j \in \mathbb{Z},
\end{equation}

and

\begin{equation}g_{i,j+1/2}^n = q_{i,j+1/2}^n + \frac{1}{\lambda_y} b_{i,j+1/2}^n, \quad i, j \in \mathbb{Z}.
\end{equation}

In (4.4) and (4.5), we set

\begin{equation}p_{i+1/2,j}^n = p(u_{i-k+1,j}, \ldots, u_{i+k,j}), \quad n \in \mathbb{N}, i, j \in \mathbb{Z},
\end{equation}

and

\begin{equation}q_{i,j+1/2}^n = q(u_{i,j-k+1}, \ldots, u_{i,j+k}), \quad n \in \mathbb{N}, i, j \in \mathbb{Z}.
\end{equation}

It is known that the antidiffusive fluxes $a_{i+1/2,j}^n$ and $b_{i,j+1/2}^n$ can be chosen in such a way that this scheme is high-order accurate in space in the zones of smoothness of the solution (see an example in §4.2 constructed from the notion of flux limiter). On the other hand, without loss of accuracy we can assume, as is usual, that these antidiffusive fluxes vanish with the mesh size in the following sense: there exist $\alpha$ and $\beta$ in the interval $(0, 1)$ and a constant $C > 0$ such that

\begin{equation}|a_{i+1/2,j}^n| \leq Ch^\alpha, \quad |b_{i,j+1/2}^n| \leq Ch^\beta, \quad n \in \mathbb{N}, i, j \in \mathbb{Z}.
\end{equation}

For motivations and comments concerning these conditions, we refer to Lapidus [24], Leroux [30], Majda and Osher [33], and Vila [50] (see also Tadmor [46]). Condition (4.6) is active only in the neighborhood of the points of discontinuity of the solution, and roughly speaking is expected to be sufficient to prevent the appearance of large oscillations near the discontinuities. In all that follows, the scheme is always assumed to be consistent with equation (1.1) and the initial data to be a bounded function with compact support. The results of convergence known for these schemes concern equations in one space variable and are based on an estimate of the total variation of the approximate solutions.
See for instance Harten [21] and Sweby [42] concerning the TVD (total variation diminishing) schemes; and Cahouet and Coquel [3], Leroux [30], and Shu [39] for the TVB (total variation bounded) approach. But as far as the authors know, there is no result in the literature on the convergence of these high-order schemes in the case of an equation with several space variables.

In this section, we prove convergence of the scheme with antidiffusion (4.3)–(4.5) in the case of several space variables provided that the usual condition (4.6) is satisfied. Our proof is completely different from the one known for an equation in one space dimension: it is not based on the so-called BV-estimate, but instead makes essential use of the theory of measure-valued solutions and the uniqueness theorem due to Di Perna recalled in §2. Actually, the results of this section are also based on the sharp discrete entropy inequality for an E-scheme derived in the previous section. The $L^\infty$ stability estimate is derived in §4.3. A complete proof of convergence of the scheme (4.3)–(4.5) is given in §4.4 in the particular case of an equation in one space dimension. Finally, §4.5 treats the general case.

4.2. An example: the flux limiter approach. Following an approach due to Sweby [42] and Davis [10], we present in this subsection a particular class of antidiffusive fluxes: these antidiffusive fluxes will be constructed from a given function called a flux limiter. Define the local Courant numbers by $(n \in \mathbb{N}, \ i, j \in \mathbb{Z})$

$$\sigma_{i+1/2,j}^n = \frac{f(u_{i+1,j}^n) - f(u_{i,j}^n)}{u_{i+1,j}^n - u_{i,j}^n} = \frac{g(u_{i,j+1}^n) - g(u_{i,j}^n)}{u_{i,j+1}^n - u_{i,j}^n},$$

and consider the ratios of two consecutive discrete gradients given by $(n \in \mathbb{N}, \ i, j \in \mathbb{Z})$

$$r_{i+1/2,j}^n = \begin{cases} \frac{f(u_{i,j}^n) - f(u_{i-1,j}^n)}{f(u_{i+1,j}^n) - f(u_{i,j}^n)}, & \text{if } \sigma_{i+1/2,j}^n \geq 0, \\ \frac{f(u_{i+2,j}^n) - f(u_{i+1,j}^n)}{f(u_{i+1,j}^n) - f(u_{i,j}^n)}, & \text{otherwise}, \end{cases}$$

and

$$s_{i,j+1/2}^n = \begin{cases} \frac{g(u_{i,j}^n) - g(u_{i,j-1}^n)}{g(u_{i,j+1}^n) - g(u_{i,j}^n)}, & \text{if } \tau_{i+1/2,j}^n \geq 0, \\ \frac{g(u_{i,j+2}^n) - g(u_{i,j+1}^n)}{g(u_{i+1,j+1}^n) - g(u_{i,j}^n)}, & \text{otherwise}. \end{cases}$$

Let us fix two arbitrary functions $\varphi$ and $\psi: \mathbb{R} \rightarrow \mathbb{R}$, the so-called flux limiter functions, and define the antidiffusive fluxes by $(n \in \mathbb{N}, \ i, j \in \mathbb{Z})$

$$\sigma_{i+1/2,j}^n = \frac{1}{2}\sigma_{i+1/2,j}^n(1 - |\sigma_{i+1/2,j}^n|)\varphi(r_{i+1/2,j}^n)(u_{i+1,j}^n - u_{i,j}^n),$$
$$\tau_{i,j+1/2}^n = \frac{1}{2}\tau_{i,j+1/2}^n(1 - |\tau_{i,j+1/2}^n|)\psi(s_{i,j+1/2}^n)(u_{i,j+1}^n - u_{i,j}^n).$$

A number of choices of the functions $\varphi$ and $\psi$ have been proposed in the literature. The choice

$$\varphi = \psi = \varphi^{LW} = \psi^{LW} \equiv 1$$
corresponds to the Lax-Wendroff scheme [29], which is second-order accurate in space and time but produces spurious oscillations in the neighborhood of points of discontinuity of the solution. On the other hand, a function like the Van Leer flux limiter [49]

\[ \varphi^{VL}(r) = \psi^{VL}(r) = \frac{|r| + r}{1 + |r|}, \text{ for } r \in \mathbb{R}, \]

yields a scheme which roughly speaking does not produce oscillations but is second-order accurate except at the local extrema of the solution where it is only first-order accurate. In the case of an equation with only one space variable, these schemes are convergent (e.g., Cahouet and Coquel [3]) to the entropy weak solution of the problem (1.1), (1.2) for a large class of flux limiters, for instance for Van Leer's one, provided that condition (4.6) is enforced by a slight modification of (4.7) (see (4.8a) below). We refer to [3] and [42] for the precise conditions on the flux limiter which ensure that the scheme is stable in the \( L^\infty \)- and BV-norms (in one space dimension).

The general results of this section apply to these schemes with flux limiter and show their convergence in the multidimensional case. For the sake of definiteness, let us now focus for instance on the example of the Van Leer flux limiter. Following Shu [39] and Cahouet and Coquel [3], we can introduce an improved version of the scheme which is second-order accurate at any point of regularity of the solution (i.e., including the extrema). The idea consists of replacing the Van Leer flux limiter by the Lax-Wendroff one in the neighborhood of the extrema of the solution. To be precise, the uniformly accurate version of the Van Leer scheme is defined as the scheme (4.3)–(4.5), where the antidiffusive fluxes are given by the formulas

\begin{align*}
a^n_{i+1/2, j} &= \text{sgn}(\tilde{a}^n_{i+1/2, j}) \min(|\tilde{a}^n_{i+1/2, j}|, M_1 h^{\alpha_1}), \\
b^n_{i, j+1/2} &= \text{sgn}(\tilde{b}^n_{i, j+1/2}) \min(|\tilde{b}^n_{i, j+1/2}|, N_1 h^{\beta_1}),
\end{align*}

and

\begin{align*}
\tilde{a}^n_{i+1/2, j} &= \text{minmod}(a^{LW, n}_{i+1/2, j}, a^{VL, n}_{i+1/2, j} + M_2 h^{\alpha_1} \text{sgn}(a^{LW, n}_{i+1/2, j})), \\
\tilde{b}^n_{i, j+1/2} &= \text{minmod}(b^{LW, n}_{i, j+1/2}, b^{VL, n}_{i, j+1/2} + N_2 h^{\beta_1} \text{sgn}(b^{LW, n}_{i, j+1/2})).
\end{align*}

The constants \( M_i, N_i \) and \( \alpha_i, \beta_i \) are fixed and satisfy the conditions

\begin{align*}
M_1, M_2, N_1, N_2 > 0, \quad \alpha_1, \beta_1 \in (0, 1), \quad \alpha_2, \beta_2 \in [1, 2].
\end{align*}

In (4.8b), \( \text{minmod}(\cdot, \cdot) \) is the function defined for \( u \) and \( v \) in \( \mathbb{R} \) by

\[ \text{minmod}(v, w) = \begin{cases} 
\text{sgn}(v) \cdot \min(|v|, |w|), & \text{if } \text{sgn} v = \text{sgn} w, \\
0, & \text{otherwise}.
\end{cases} \]

Moreover, \( a^{LW, n}_{i+1/2, j} \) and \( b^{LW, n}_{i, j+1/2} \) (respectively \( a^{VL, n}_{i+1/2, j} \) and \( b^{VL, n}_{i, j+1/2} \)) denote the antidiffusive fluxes defined by (4.7) with \( \varphi = \psi = \varphi^{LW} \) (resp. \( \varphi = \psi = \varphi^{VL} \)). One may show that this scheme is second-order accurate in any region, including
the extrema, where the solution is smooth. Furthermore, in the case of only one space variable, it is shown in [3] that the scheme is stable in BV-norm and converges to the unique entropy weak solution of the problem provided that the conditions \( \alpha_1 \in (0, 1) \) and \( \alpha_2 = 2 \) are fulfilled. But in the more general case where \( \alpha_2 \) is any number in the interval \([1, 2)\), (4.8b) can be viewed as a very slight correction of the Lax-Wendroff scheme and no BV-estimate is known in that case, even for an equation with only one space variable.

Our results of convergence below establish the convergence of the scheme with the antidiffusion (4.8) for an equation with an arbitrary number of space variables provided that \( \alpha_1, \beta_1 \in (\frac{2}{3}, 1) \) and \( \alpha_2, \beta_2 \in [1, 2] \). We point out that for any \( \alpha_1, \beta_1 < 1 \) and in a zone of smoothness of the solution we have

\[
|\tilde{a}^n_{i+1/2,j}| \leq M_1 h^{\alpha_1}, \quad |\tilde{b}^n_{i,j+1/2}| \leq N_1 h^{\beta_1}, \quad n \in \mathbb{N}, \ i, j \in \mathbb{Z},
\]

provided that \( M_1 \) and \( N_1 \) are large enough, so that (4.8a) gives

\[
a^n_{i+1/2,j} = \tilde{a}^n_{i+1/2,j}, \quad b^n_{i,j+1/2} = \tilde{b}^n_{i,j+1/2}, \quad n \in \mathbb{N}, \ i, j \in \mathbb{Z}.
\]

Thus, (4.8a) is active only in the neighborhood of discontinuity points of the solution.

4.3. The uniform \( L^\infty \)-estimate. The following result gives a sufficient condition to ensure that the scheme (4.3)–(4.5) is stable in \( L^\infty \)-norm.

**Theorem 4.1 (Uniform \( L^\infty \)-estimate).** Assume that the scheme (4.3)–(4.5) admits an incremental decomposition of the form

\[
u_{i,j}^{n+1} = u^n_{i,j} - C^n_{i-1/2,j}(u^n_{i,j} - u^n_{i-1,j}) + D^n_{i+1/2,j}(u^n_{i+1,j} - u^n_{i,j})
- E^n_{i-1/2,j}(u^n_{i,j} - u^n_{i-1,j}) + F^n_{i,j+1/2}(u^n_{i,j+1} - u^n_{i,j}) + K^n_{i,j},
\]

whose coefficients satisfy the conditions

\[
C^n_{i+1/2,j} \geq 0, \quad D^n_{i+1/2,j} \geq 0, \quad E^n_{i,j+1/2} \geq 0, \quad F^n_{i,j+1/2} \geq 0,
\]

the CFL-like stability condition

\[
C^n_{i-1/2,j} + D^n_{i+1/2,j} + E^n_{i,j-1/2} + F^n_{i,j+1/2} \leq 1, \quad n \in \mathbb{N}, \ i, j \in \mathbb{Z},
\]

and

\[
|K^n_{i,j}| \leq Ch^{\gamma}, \quad n \in \mathbb{N}, \ i, j \in \mathbb{Z}, \ with \ \gamma \in [1, \infty).
\]

Then the scheme (4.3)–(4.5) is \( L^\infty \)-stable, i.e., there exists a constant \( C > 0 \) independent of \( h, h_x \), and \( h_y \) such that

\[
u^n_{i,j} \leq C, \quad n \in \mathbb{N}, \ i, j \in \mathbb{Z}.
\]
Proof. The incremental decomposition of the scheme can be rewritten in the form
\[
\begin{align*}
    u_{i,j}^{n+1} &= (1 - C_{i-1/2,j}^n - D_{i+1/2,j}^n - E_{i,j-1/2}^n - F_{i,j+1/2}^n)u_{i,j}^n \\
    &+ C_{i-1/2,j}^n u_{i-1,j}^n + D_{i+1/2,j}^n u_{i+1,j}^n + E_{i,j-1/2}^n u_{i,j-1}^n \\
    &+ F_{i,j+1/2}^n u_{i,j+1}^n + K_i^n,
\end{align*}
\]
so that, using (4.9a)-(4.9c), we get
\[
\begin{align*}
    \sup_{i,j} |u_{i,j}^{n+1}| &\leq (1 - C_{i-1/2,j}^n - D_{i+1/2,j}^n - E_{i,j-1/2}^n - F_{i,j+1/2}^n)\sup_{i,j} |u_{i,j}^n| \\
    &+ C_{i-1/2,j}^n \sup_{i,j} |u_{i-1,j}^n| + D_{i+1/2,j}^n \sup_{i,j} |u_{i+1,j}^n| \\
    &+ E_{i,j-1/2}^n \sup_{i,j} |u_{i,j-1}^n| + F_{i,j+1/2}^n \sup_{i,j} |u_{i,j+1}^n| + Ch^\gamma.
\end{align*}
\]
Taking the supremum, we find
\[
\begin{align*}
    \sup_{i,j \in \mathbb{Z}} |u_{i,j}^{n+1}| &\leq \sup_{i,j} |u_{i,j}^n| + Ch^\gamma, \quad n \in \mathbb{N},
\end{align*}
\]
and by induction
\[
\begin{align*}
    \sup_{i,j \in \mathbb{Z}} |u_{i,j}^{n+1}| &\leq \sup_{i,j \in \mathbb{Z}} |u_{i,j}^0| + Ch^\gamma, \quad n \in \mathbb{N}.
\end{align*}
\]
Because of \(n \cdot h \leq T\) and (4.9c), the result follows. \(\Box\)

Theorem 4.1 yields the \(L^\infty\)-stability of the scheme (4.3)-(4.5) for the usual choices of antidiffusive fluxes. For the sake of definiteness, we tacitly assume from now on that the scheme under consideration admits an incremental decomposition of the form indicated in Theorem 4.1 in such a way that the scheme is stable in \(L^\infty\)-norm. In particular, in the case of the scheme with the flux limiter (4.8), a direct application of Theorem 4.1 leads to the following result whose proof is immediate. Actually, the same result of stability can be obtained for the general flux limiter schemes. We omit the proof.

Corollary 4.1 (\(L^\infty\)-estimate for a scheme with flux limiter). The uniformly accurate version of the Van Leer flux limiter (see (4.8)) for an equation with several space variables is stable in \(L^\infty\)-norm, provided that \(\lambda_x\) and \(\lambda_y\) satisfy the CFL condition
\[
\lambda_x \sup_u |f'(u)| \leq \frac{1}{4}, \quad \lambda_y \sup_u |g'(u)| \leq \frac{1}{4},
\]
the supremum being taken over all \(u\) under consideration.

4.4. Convergence for an equation in one space dimension. In this subsection, we consider the case of an equation with only one space variable. In fact, when the initial data of problem (1.1), (1.2) does not depend on the variable \(y\), then both the exact solution \(u\) to problem (1.1), (1.2) and the approximate solution \(u^h\) defined by (2.9) and (4.3)-(4.5) do not depend on \(y\). As a consequence, we can use exactly the same notation as above just omitting the index \(j\). In particular, (4.3) and (4.4) become
\[
\begin{align*}
    u_{i}^{n+1} &= u_{i}^{n} - \lambda_x (f_{i+1/2}^{n} - f_{i-1/2}^{n}), \quad n \in \mathbb{N}, \; i \in \mathbb{Z},
\end{align*}
\]
and
\begin{equation}
(4.13) \quad f^n_{i+1/2} = p^n_{i+1/2} + \frac{1}{\lambda_n} a^n_{i+1/2}, \quad n \in \mathbb{N}, \ i \in \mathbb{Z}.
\end{equation}

The approximate solutions will be denoted interchangeably by \{u^n\} or \{u^n_i\}.

To apply the general method of §2, we need to obtain the weak estimate of the discrete space derivatives of the approximate solutions. For this purpose, following the ideas developed in §3, we begin with an evaluation of the amount of entropy production generated by the scheme. The following lemma is a generalization of Theorem 3.3 to the high-order accurate schemes under consideration. Recall again that for simplicity the initial data \(u_0\) is assumed to be a measurable and bounded function with compact support.

**Lemma 4.1 (A sharp approximate entropy inequality).** Suppose that the CFL condition
\begin{equation}
(4.14) \quad \lambda_n \sup_{u} |f'(u)| \leq \frac{1}{2}
\end{equation}
holds true (the supremum is taken over all \(u\) under consideration) and the antidiffusive flux in (4.13) satisfies the condition
\begin{equation}
(4.15) \quad |a^n_{i+1/2}| \leq Mh^n, \quad n \in \mathbb{N}, \ i \in \mathbb{Z}, \text{ with } M > 0 \text{ and } \alpha \in \left(\frac{3}{2}, 1\right).
\end{equation}

Then the scheme (4.12), (4.13) satisfies the following sharp entropy inequality \((n \in \mathbb{N} \text{ with } nh < T)\):
\begin{equation}
(4.16) \quad \sum_{i \in \mathbb{Z}} \frac{1}{2}(u^{n+1}_{i+1/2})^2 h_x - \sum_{i \in \mathbb{Z}} \frac{1}{2}(u^n_i)^2 h_x + K_1 \sum_{i \in \mathbb{Z}} \lambda_n |a^n_{i+1} - a^n_i|^3 h_x \leq K_2 h^{3\alpha/2},
\end{equation}
where the constants \(K_1\) and \(K_2\) are positive and independent of \(h, \lambda_n\), and \(u_0\) (but can depend on \(T\) and \(f\)).

**Remark 4.1.** We notice that in fact no property of \(L^\infty\) uniform stability is used to derive inequality (4.16).

**Proof of Lemma 4.1.** We introduce the notation
\begin{equation}
(4.17) \quad \bar{u}^{n+1}_i = u_i^n - \lambda_n (p^n_{i+1/2} - p^n_{i-1/2}), \quad n \in \mathbb{N}, \ i \in \mathbb{Z},
\end{equation}
and observe that (4.12) can be rewritten in the form
\begin{equation}
(4.18) \quad u^{n+1}_i = \bar{u}^{n+1}_i - (a^n_{i+1/2} - a^n_{i-1/2}), \quad n \in \mathbb{N}, \ i \in \mathbb{Z}.
\end{equation}

We thus get
\begin{equation}
(4.19) \quad \frac{1}{2}(u^{n+1}_i)^2 = \frac{1}{2}(\bar{u}^{n+1}_i)^2 + \frac{1}{2}(a^n_{i+1/2} - a^n_{i-1/2})^2
- \bar{u}^{n+1}_i (a^n_{i+1/2} - a^n_{i-1/2}), \quad n \in \mathbb{N}, \ i \in \mathbb{Z},
\end{equation}
which leads us to set
\begin{equation}
(4.20) \quad R^n = \sum_{i \in \mathbb{Z}} \frac{1}{2}(a^n_{i+1/2} - a^n_{i-1/2})^2 h_x - \sum_{i \in \mathbb{Z}} \bar{u}^{n+1}_i (a^n_{i+1/2} - a^n_{i-1/2}) h_x, \quad n \in \mathbb{N},
\end{equation}
so that we have
\[
\sum_{i \in \mathbb{Z}} \frac{1}{2} (u_i^{n+1})^2 h_x - \sum_{i \in \mathbb{Z}} \frac{1}{2} (u_i^n)^2 h_x \\
= \sum_{i \in \mathbb{Z}} \frac{1}{2} (u_i^{n+1})^2 h_x - \sum_{i \in \mathbb{Z}} \frac{1}{2} (u_i^n)^2 h_x + R^n, \quad n \in \mathbb{N}.
\]
(4.21)

By using Theorem 3.3 of §3, equality (4.21) implies
\[
\sum_{i \in \mathbb{Z}} \frac{1}{2} (u_i^{n+1})^2 h_x - \sum_{i \in \mathbb{Z}} \frac{1}{2} (u_i^n)^2 h_x \\
\leq -K \sum_{i \in \mathbb{Z}} \lambda_x |u_i^{n+1} - u_i^n|^3 h_x + R^n, \quad n \in \mathbb{N}.
\]
(4.22)

In order to estimate the term $R^n$, we recall that under the CFL restriction (4.14) the $E$-scheme (4.18) satisfies the TVD property
\[
\sum_{i \in \mathbb{Z}} |\bar{u}_{i+1}^n - \bar{u}_i^n| \leq \sum_{i \in \mathbb{Z}} |u_{i+1}^n - u_i^n|, \quad n \in \mathbb{N}.
\]
From (4.20) we then deduce
\[
|R^n| \leq \sum_{i \in \mathbb{Z}} 2 \max(|a_{i+1/2}|, |a_{i-1/2}|)^2 h_x + \sum_{i \in \mathbb{Z}} |a_{i-1/2}^n| |\bar{u}_{i+1}^n - \bar{u}_i^n| h_x \\
\leq \sum_{i \in \mathbb{Z}} 2 \max(|a_{i+1/2}|, |a_{i-1/2}|)^2 h_x + \max_{i \in \mathbb{Z}} |a_{i-1/2}^n| \sum_{i \in \mathbb{Z}} |u_{i+1}^n - u_i^n| h_x.
\]
(4.23)

But using now the condition (4.15), and since the initial data has compact support and the numerical flux is assumed to be consistent, we necessarily have $a_{i+1/2}^n = 0$ for $i$ large enough. We thus find the estimate
\[
|R^n| \leq Ch^{2\alpha} + Mh^\alpha \sum_{i \in \mathbb{Z}} |u_{i+1}^n - u_i^n| h_x, \quad n \in \mathbb{N}.
\]
(4.24)

Then (4.22) and (4.24) yield the following inequality ($K > 0$ is given by Theorem 3.4 and $M > 0$ by (4.15)):
\[
\sum_{i \in \mathbb{Z}} \frac{1}{2} (u_i^{n+1})^2 h_x - \sum_{i \in \mathbb{Z}} \frac{1}{2} (u_i^n)^2 h_x \\
\leq -K \sum_{i \in \mathbb{Z}} \lambda_x |u_i^{n+1} - u_i^n|^3 h_x + Mh^\alpha \sum_{i \in \mathbb{Z}} |u_{i+1}^n - u_i^n| h_x + Ch^{2\alpha}.
\]
(4.25)

We finally remark that
\[
\sum_{i \in \mathbb{Z}} Mh^\alpha |u_{i+1}^n - u_i^n| h_x \leq \frac{2}{3} \left( \frac{Mh^\alpha}{K^{1/3}} \right)^{3/2} + \frac{K}{3} \sum_{i \in \mathbb{Z}} |u_{i+1}^n - u_i^n|^3 h_x,
\]
so that (4.25) gives
\[
\sum_{i \in \mathbb{Z}} \frac{1}{2} (u_i^{n+1})^2 h_x - \sum_{i \in \mathbb{Z}} \frac{1}{2} (u_i^n)^2 h_x \\
\leq -\frac{2K}{3} \sum_{i \in \mathbb{Z}} \lambda_x |u_i^{n+1} - u_i^n|^3 h_x + Ch^{3\alpha/2}.
\]
(4.26)

This completes the proof of the lemma.  \(\square\)
From Lemma 4.1, we deduce:

**Lemma 4.2 (Uniform estimate of the discrete space derivative).** Under the CFL stability condition (4.14) and the condition (4.15) on the antidiffusive flux, the scheme (4.12), (4.13) satisfies the uniform estimate ($\lambda_x = h/h_x$ kept constant)

\[
(4.27) \quad h^{2/3} \sum_{n \in \mathbb{N}} \sum_{i \in \mathbb{Z}} \left| \frac{u_{i+1}^n - u_i^n}{h_x} \right| h_x \leq C,
\]

where $C$ is a constant independent of $h$ (but dependent in general on $\lambda_x$, $u_0$, $T$, and $f$).

**Proof.** By summation of (4.16), we have

\[
(4.28) \quad \sum_{i \in \mathbb{Z}} \frac{1}{2} (u_{i}^{n+1})^2 h_x - \sum_{i \in \mathbb{Z}} \frac{1}{2} (u_{i}^0)^2 h_x + C \sum_{m=0}^{n} \sum_{i \in \mathbb{Z}} \lambda_x |u_{i+1}^{m} - u_i^{m}|^3 h_x \leq Ch^{3\alpha/2-1},
\]

for every $n \in \mathbb{N}$ with $n \cdot h < T$; thus,

\[
(4.29) \quad \sum_{n \in \mathbb{N}} \sum_{i \in \mathbb{Z}} |u_{i+1}^{n} - u_{i}^{n}|^3 h \leq C.
\]

If $[r, s]$ denotes a set containing the support of the initial data $(u_{i}^0)_{i \in \mathbb{Z}}$, then, for each $n$, the support of the sequence $(u_{i}^{n})_{i \in \mathbb{N}}$ is included in the set $[r-nh_x, s+nh_x]$. Thus, using this remark and the Hölder inequality, we deduce from (4.29) that

\[
\sum_{n \in \mathbb{N}} \sum_{i \in \mathbb{Z}} |u_{i+1}^{n} - u_{i}^{n}|h_x h \leq (L_x T)^{2/3} \left( \sum_{n \in \mathbb{N}} \sum_{i \in \mathbb{Z}} |u_{i+1}^{n} - u_{i}^{n}|^3 h_x h \right)^{1/3} \leq Ch_x^{1/3},
\]

where $L_x$ denotes a bound independent of $h$ of the length of the support of $u^h$, hence

\[
(4.30) \quad h_x^{2/3} \sum_{n \in \mathbb{N}} \sum_{i \in \mathbb{Z}} |u_{i+1}^{n} - u_{i}^{n}| h \leq C.
\]

Since $\lambda_x$ is kept constant, (4.27) is a consequence of (4.30). □

Using the uniform estimate given by Lemma 4.2, we now derive discrete entropy inequalities satisfied by the scheme (for the notation below, see §2, Theorem 2.3). The idea of the proof below is to get these entropy inequalities by perturbation of the entropy inequality satisfied by the underlying $E$-scheme.
Condition (4.15) turns out to be essential here. This idea was already used in another context by Leroux [30], Leroux and Quesseveur [32], and Vila [50]; but let us recall that these authors needed a BV-estimate, which is not necessary in the present approach.

**Lemma 4.3** (Approximate entropy inequalities). Suppose that the conditions (4.14) and (4.15) are satisfied. Let $U: \mathbb{R} \to \mathbb{R}$ be a convex function of class $C^2$, and $F$ be a numerical entropy flux associated with the given numerical $E$-flux $p: \mathbb{R}^k \to \mathbb{R}$. Assume moreover that the family of approximate solutions remains uniformly bounded in $L^\infty$-norm (cf. Theorem 4.1). Then the scheme satisfies an inequality of the form

\begin{equation}
\frac{1}{h}(U^n_{i+1} - U^n_i) + \frac{1}{h_x}(F^n_{i+1/2} - F^n_{i-1/2}) \leq R^n_i, \quad n \in \mathbb{N}, \quad i \in \mathbb{Z},
\end{equation}

where the term $R^n_i$ tends to zero in the following sense:

\begin{equation}
\sum_{n \in \mathbb{N}} \sum_{i \in \mathbb{Z}} \varphi(t_n, x_i) R^n_i h \to 0, \quad \text{when } h \to 0,
\end{equation}

for every $C^1$ function $\varphi: (0, T) \times \mathbb{R} \to \mathbb{R}_+$ with compact support.

**Proof.** It is well known that an $E$-scheme satisfies an exact entropy inequality in each cell (Osher [35]). So, using the notation introduced in the proof of Lemma 4.1 (see (4.17) and (4.18)), we have

\begin{equation}
U(u^n_{i+1}) - U(u^n_i) + \lambda_x(F^n_{i+1/2} - F^n_{i-1/2}) \leq U(u^{n+1}_i) - U(\overline{u}^{n+1}_i), \quad n \in \mathbb{N}, \quad i \in \mathbb{Z},
\end{equation}

i.e., dividing by $h$,

\begin{equation}
\frac{1}{h}(U^n_{i+1} - U^n_i) + \frac{1}{h_x}(F^n_{i+1/2} - F^n_{i-1/2}) \leq R^n_i, \quad n \in \mathbb{R}, \quad i \in \mathbb{Z},
\end{equation}

which is exactly (4.31) if we set

\begin{equation}
R^n_i = \frac{1}{h}(U(u^{n+1}_i) - U(\overline{u}^{n+1}_i)), \quad n \in \mathbb{N}, \quad i \in \mathbb{Z}.
\end{equation}

Formula (4.18) and the convexity of the function $U$ give

\begin{equation}
R^n_i \leq \frac{1}{h} U'(u^{n+1}_i)(u^{n+1}_i - \overline{u}^{n+1}_i) = -\frac{1}{h} U'(u^{n+1}_i)(a^n_{i+1/2} - a^n_{i-1/2}).
\end{equation}

Introducing a positive test function $\varphi$ and setting $\varphi^n_i = \varphi(t_n, x_i)$, we deduce from the above inequality that

\begin{equation}
\sum_{n \in \mathbb{N}} \sum_{i \in \mathbb{Z}} \varphi^n_i R^n_i h \to 0, \quad \text{when } h \to 0,
\end{equation}

\begin{equation}
\sum_{n \in \mathbb{N}} \sum_{i \in \mathbb{Z}} \varphi^n_i U'(u^{n+1}_i)(a^n_{i+1/2} - a^n_{i-1/2}) h.
\end{equation}
We thus get

\begin{equation}
\sum_{n \in \mathbb{N}} \sum_{\frac{nh}{T}} \phi_i^n R_i^n h_x h \leq C_1 + C_2,
\end{equation}

where we have set

\begin{equation}
C_1(h) = \frac{1}{\lambda_x} \sum_{n \in \mathbb{N}} \sum_{\frac{nh}{T}} a_{i+1/2}^n U'(u_{i+1}^{n+1})(\phi_{i+1}^n - \phi_i^n)h
\end{equation}

and

\begin{equation}
C_2(h) = \frac{1}{\lambda_x} \sum_{n \in \mathbb{N}} \sum_{\frac{nh}{T}} a_i^n (U'(u_i^{n+1}) - U'(u_i^{n+1}))h.
\end{equation}

To estimate the term $C_1(h)$, we use the condition (4.15) on the antidiffusive flux and the $L^\infty$-estimate and obtain

\begin{equation}
C_1(h) \leq C h^\alpha \sum_{n \in \mathbb{N}} \sum_{\frac{nh}{T}} \frac{|\phi_{i+1}^n - \phi_i^n|}{h_x} h_x h,
\end{equation}

so

\begin{equation}
C_1(h) \leq C \|\phi_x\|_{L^\infty} h^{\alpha} \to 0.
\end{equation}

On the other hand, estimate (4.27) of Lemma 4.2 allows us to bound $C_2(h)$ as follows:

\begin{equation}
C_2(h) \leq C h^\alpha \|\phi\|_{L^\infty} \|U''(u_h)\|_{L^\infty} \sum_{n \in \mathbb{N}} \sum_{\frac{nh}{T}} |u_{i+1}^{n+1} - u_i^{n+1}| h,
\end{equation}

thus,

\begin{equation}
C_2(h) \leq C \|\phi\|_{L^\infty} h^{\alpha-2/3} \to 0,
\end{equation}

since $\alpha > \frac{2}{3}$ by (4.15). Finally, (4.32) follows from (4.33)-(4.35). \qed

We can now apply the method of proof of §2. In view of the uniform $L^\infty$-estimate (4.10) obtained in Theorem 4.1, we construct from the family $\{u_h^i\}$ a Young measure denoted by $\nu : (0, T) \times \mathbb{R} \to \text{Prob}(\mathbb{R})$ which represents all the weak limits of the composite functions of $u^i$. Since Lemma 4.2 yields a uniform estimate of the space derivatives (4.27) is of the form (2.15) with $\beta = \frac{2}{3}$), Theorem 2.2 applies and shows that $\nu$ is a measure-valued solution to the conservation law (1.1). Lemma 4.3 and Theorem 2.3 then prove that $\nu$ is an entropy measure-valued solution. Moreover, Theorem 2.4 applies easily sinceLemma 4.3 can be used with a given strictly convex function (for instance $U(u) = u^2/2$; but we could also do for this point with Lemma 4.1); thus, the Young measure $\nu$ satisfies the initial data $u_0$. Finally, Theorem 2.1 shows that $\nu$ reduces to a Dirac mass. The conclusion is summarized in the following theorem.
Theorem 4.2 (Convergence of the difference schemes with antidiffusive flux). Consider the family of approximate solutions $u^h$ constructed by the scheme with antidiffusive flux (4.12), (4.13) (and (2.9), (2.10)) for a conservation law in one space dimension. Assume that the family $\{u^h\}$ is uniformly bounded in $L^\infty$-norm (cf. Theorem 4.1). Then under the CFL stability condition (4.14) and the condition (4.15) on the antidiffusive flux, the Young measure $\nu$ associated with the family $\{u^h\}$ reduces to a Dirac mass, i.e.,

$$\nu_{t,x} = \delta_{u(t,x)}, \quad \text{a.e. } t \in (0, T), \ x \in \mathbb{R},$$

holds true, where $u$ is the unique entropy weak $L^\infty$-solution to problem (1.1), (1.2) (in one space dimension). Hence, when $h$ goes to zero, the sequence $\{u^h\}_{h \geq 0}$ converges in the $L^1$ strong topology to the unique entropy solution $u$.

This result is essentially the same as the one obtained by the TVB approach. But we emphasize that the proofs of this result are new and their interest lies in the fact that they can be generalized to equations with several space variables. Moreover, we point out that this result gives in particular the convergence of the scheme with flux limiter (4.8) introduced in §4.2 under the condition $\alpha_1, \beta_1 \in (\frac{3}{4}, 1)$ and $\alpha_2, \beta_2 \in [1, 2]$ (instead of $\alpha_1, \beta_1 \in (0, 1)$ and $\alpha_2, \beta_2 = 2$ by the TVB approach). See Corollary 4.2 below for a precise statement of convergence.

4.5. Convergence for an equation with several space variables. The previous analysis of convergence is now generalized to the case of an equation with several space variables. The steps of the proof here are exactly the same as the ones of §4.4 and are based on the general theorems of convergence recalled in §2 and the sharp entropy inequality derived in §3.

The notation was introduced in (4.3)-(4.6) (see also (2.9), (2.10)). As in Lemmas 4.1 and 4.2, the estimate of the discrete space derivatives of $u^h$ is derived via an evaluation of the total amount of entropy production of the scheme.

Lemma 4.4 (Uniform estimate of the discrete space derivative). Assume that the CFL stability condition

$$\lambda_x \sup_u |f'(u)| \leq \frac{1}{4}, \quad \lambda_y \sup_u |g'(u)| \leq \frac{1}{4},$$

(the supremum being taken over all $u$ under consideration) and the following condition on the antidiffusive fluxes,

$$|a_{i+1/2,j}^n| \leq Ch^\alpha, \quad n \in \mathbb{N}, \ i, j \in \mathbb{Z}, \ \text{with } \alpha \in (\frac{3}{4}, 1),$$

$$|b_{i,j+1/2}^n| \leq Ch^\beta, \quad n \in \mathbb{N}, \ i, j \in \mathbb{Z}, \ \text{with } \beta \in (\frac{3}{4}, 1),$$

are satisfied. Then the scheme (4.3)-(4.5) satisfies the following entropy
inequality:

\[ \sum_{i,j \in \mathbb{Z}} \frac{1}{2}(u_{i,j}^{n+1})^2 h_x h_y - \sum_{i,j \in \mathbb{Z}} \frac{1}{2}(u_{i,j}^n)^2 h_x h_y + K_1 \sum_{i,j \in \mathbb{Z}} \lambda_x |u_{i+1,j}^n - u_{i,j}^n|^3 h_x h_y \\
+ K_2 \sum_{i,j \in \mathbb{Z}} \lambda_y |u_{i,j+1}^n - u_{i,j}^n|^3 h_x h_y \leq Ch^{3\gamma/2}, \quad n \in \mathbb{N}, \]

where \( \gamma = \min(\alpha, \beta) \) and \( K_1, K_2 \) are two positive constants independent of \( h, \lambda_x \) and \( u_0 \).

**Proof.** The proof is based on the following (convex) decomposition of the scheme into two one-dimensional schemes:

\[ u_{i,j}^{n+1} = \frac{1}{2}(u_{i,j}^n - 2\lambda_x (f_{i+1/2,j}^n - f_{i-1/2,j}^n)) \\
+ \frac{1}{2}(u_{i,j}^n - 2\lambda_y (g_{i,j+1/2}^n - g_{i,j-1/2}^n)), \quad n \in \mathbb{N}, i, j \in \mathbb{Z}. \]

Since the function \( \frac{1}{2}u^2 \) is convex, we have

\[ \frac{1}{2}(u_{i,j}^{n+1})^2 \leq \frac{1}{4}(u_{i,j}^n - 2\lambda_x (f_{i+1/2,j}^n - f_{i-1/2,j}^n))^2 \\
+ \frac{1}{4}(u_{i,j}^n - 2\lambda_y (g_{i,j+1/2}^n - g_{i,j-1/2}^n))^2, \quad n \in \mathbb{N}, i, j \in \mathbb{Z}. \]

We thus get

\[ \frac{1}{2}(u_{i,j}^{n+1})^2 - \frac{1}{2}(u_{i,j}^n)^2 \leq A_{i,j}^n + B_{i,j}^n, \quad n \in \mathbb{N}, i, j \in \mathbb{Z}, \]

where we have set

\[ A_{i,j}^n = \frac{1}{2}(u_{i,j}^n - 2\lambda_x (f_{i+1/2,j}^n - f_{i-1/2,j}^n))^2 - \frac{1}{2}(u_{i,j}^n)^2, \quad n \in \mathbb{N}, i, j \in \mathbb{Z}, \]

and

\[ B_{i,j}^n = \frac{1}{2}(u_{i,j}^n - 2\lambda_y (g_{i,j+1/2}^n - g_{i,j-1/2}^n))^2 - \frac{1}{2}(u_{i,j}^n)^2, \quad n \in \mathbb{N}, i, j \in \mathbb{Z}. \]

Taking into account (4.37) and (4.38), a direct application of Lemma 4.1 leads to the inequality

\[ \sum_{i \in \mathbb{Z}} \frac{1}{2}(u_{i,j}^n - 2\lambda_x (f_{i+1/2,j}^n - f_{i-1/2,j}^n))^2 h_x - \sum_{i \in \mathbb{Z}} \frac{1}{2}(u_{i,j}^n)^2 h_x \\
+ C \sum_{i \in \mathbb{Z}} 2\lambda_x |u_{i+1,j}^n - u_{i,j}^n|^3 h_x h_y \leq Ch^{3\alpha/2} \]

for each time \( n \) (\( n \in \mathbb{N}, n \cdot h \leq T \)) and each \( y \)-index \( j \in \mathbb{Z} \). But the support of \((u_{i,j}^n)\) is included in a set of the form \( \{(i,j) \mid |i|, |j| \leq N+n\} \) (if the support of \((u_{i,j}^0)\) is included in the set \( \{(i,j) \mid |i|, |j| \leq N\} \)). Moreover, \( A_{i,j}^n \) is zero for \((i,j)\) outside this set, so that (4.41) implies, after multiplication by \( h_y \) and summation with respect to \( j \),

\[ \frac{1}{2} \sum_{i,j \in \mathbb{Z}} A_{i,j}^n h_x h_y + 2\lambda_x \sum_{i,j \in \mathbb{Z}} |u_{i+1,j}^n - u_{i,j}^n|^3 h_x h_y \leq Ch^{3/2\alpha}, \quad n \in \mathbb{N}. \]
We thus have
\[
\sum_{i,j \in \mathbb{Z}} A_{i,j}^n h_x h_y + C \sum_{i,j \in \mathbb{Z}} \lambda_x |u_{i+1,j}^n - u_{i,j}^n|^3 h_x h_y \leq C h^{3a/2},
\]
\(n \in \mathbb{N}, \; nh \leq T.\)

Similarly, for the \(B_{i,j}^n\) terms we obtain
\[
\sum_{i,j \in \mathbb{Z}} B_{i,j}^n h_x h_y + C \sum_{i,j \in \mathbb{Z}} \lambda_y |u_{i,j+1}^n - u_{i,j}^n|^3 h_x h_y \leq C h^{3\beta/2},
\]
\(n \in \mathbb{N}, \; nh \leq T.\)

The inequality (4.39) follows immediately from (4.40), (4.42), and (4.43). □

From Lemma 4.4 we deduce the estimate of the space derivatives. The proof is similar to the one of Lemma 4.2, so we omit it.

**Lemma 4.5 (Uniform estimate of the discrete space derivatives).** Under the assumptions of Lemma 4.4, we have the uniform estimate
\[
\sum_{n \in \mathbb{N}, nh \leq T} \sum_{i,j \in \mathbb{Z}} \left( \frac{|u_{i,j+1}^n - u_{i,j}^n|}{h_x} + \frac{|u_{i,j+1}^n - u_{i,j}^n|}{h_y} \right) h_x h_y h \leq C.
\]

Finally, we derive approximate entropy inequalities satisfied by the scheme.

**Lemma 4.6 (Approximate entropy inequalities).** Suppose that the CFL stability condition (4.37) and the condition (4.38) are satisfied. Let \(U : \mathbb{R} \to \mathbb{R}\) be a convex function of class \(C^2\) and let \((F, G)\) denote the numerical entropy flux functions associated with \(p\) and \(q\). Assume moreover that \(|u|^\infty\) remains uniformly bounded in \(L^\infty\)-norm. Then the scheme satisfies the entropy inequality of the form (2.16), (2.17) (see Theorem 2.3).

**Proof of Lemma 4.6.** Let us introduce the notation
\[
\bar{u}_{ij}^{n+1} = u_{ij}^n - \lambda_x \left( p_{i+1/2,j}^n - p_{i-1/2,j}^n \right) - \lambda_y \left( q_{i,j+1/2}^n - q_{i,j-1/2}^n \right), \quad n \in \mathbb{N}, \; i, j \in \mathbb{Z},
\]
so that with (4.3)–(4.5), we obtain
\[
u_{ij}^{n+1} = \bar{u}_{ij}^{n+1} - (a_{i+1/2,j}^n - a_{i-1/2,j}^n) - (b_{i,j+1/2}^n - b_{i,j-1/2}^n), \quad n \in \mathbb{N}, \; i, j \in \mathbb{Z}.
\]

Since an \(E\)-scheme in several space dimensions satisfies an exact cell entropy inequality (Osher [35]), (4.45) gives
\[
U(\bar{u}_{ij}^{n+1}) - U(u_{ij}^n) + \lambda_x (F_{i+1/2,j}^n - F_{i-1/2,j}^n) + \lambda_y (G_{i,j+1/2}^n - G_{i,j-1/2}^n) \leq 0,
\]
\(n \in \mathbb{N}, \; i, j \in \mathbb{Z}.\)
Thus, subtracting \( U(u^{n+1}_{ij}) = U_{ij}^{n+1} \) and dividing by \( h \), we get

\[
\frac{1}{h}(U_{i,j}^{n+1} - U_{i,j}^{n}) + \frac{1}{h_x}(F^n_{i+1/2,j} - F^n_{i-1/2,j}) + \frac{1}{h_y}(G^n_{i,j+1/2} - G^n_{i,j-1/2}) \leq R^n_{ij}, \quad n \in \mathbb{N}, \ i, j \in \mathbb{Z},
\]

where we have set

\[
R^n_{ij} = \frac{1}{h} (U(u^{n+1}_i) - U(\bar{u}^{n+1}_i)), \quad n \in \mathbb{N}, \ i, j \in \mathbb{Z}.
\]

Inequality (4.47) is exactly (2.16). It remains to prove that the \( R^n_{ij} \) terms satisfy (2.17). Since the function \( U \) is convex, it results from (4.46) that

\[
R^n_{ij} \leq -\frac{1}{h} U'(u^{n+1}_{ij})((a^n_{i+1/2,j} - a^n_{i-1/2,j}) + (b^n_{i,j+1/2} - b^n_{i,j-1/2})), \quad n \in \mathbb{N}, \ i, j \in \mathbb{Z}.
\]

Then, introducing a positive test function \( \phi \) and using the estimate (4.44) together with the condition (4.38) on the antidiffusive fluxes, the same arguments as in the proof of Lemma 4.3 show the inequality

\[
\sum_{n \in \mathbb{N}} \sum_{i,j \in \mathbb{Z}} \phi(t_n, x_i, y_j)R^n_{ij}h_xh_yh \leq C h^{T - 2/3},
\]

with \( \gamma = \min(\alpha, \beta) \). That completes the proof. \( \square \)

Finally, as in §4.4, using the general convergence theorems (Theorems 2.2–2.4) of §2 and the uniqueness theorem of Di Perna (Theorem 2.1), we deduce from Lemmas 4.4–4.6 the following theorem, which is the main result of this paper.

**Theorem 4.3** (Convergence of the difference schemes with antidiffusive fluxes). Consider the family of approximate solutions \( \{u^h\}_{h>0} \) constructed by a scheme with antidiffusive fluxes, (4.3)–(4.5) and (2.9), (2.10), for a scalar conservation law in several space dimensions. Assume that this family is uniformly bounded in \( L^\infty \)-norm (cf. Theorem 4.1). Then under the CFL stability condition (4.37) and the condition (4.38) on the antidiffusive fluxes, the Young measure \( \nu \) associated with the family \( \{u^h\} \) reduces to a Dirac mass, i.e.,

\[
\nu_{t,x,y} = \delta_{u(t,x,y)}, \quad a.e. \ t > 0, \ (x, y) \in \mathbb{R}^2,
\]

where \( u \) denotes the unique entropy weak \( L^\infty \) solution to problem (1.1), (1.2). Hence, when \( h \) goes to zero, the approximate solutions \( u^h \) converge to the unique entropy weak solution \( u \) in the \( L^1 \) strong topology.

We recall that the \( L^\infty \)-estimate assumed in Theorem 4.3 is actually ensured by Theorem 4.1 for the main choices of antidiffusive fluxes introduced in the literature. In particular, in the case of the scheme constructed in §4.2 from the Van Leer flux limiter, we obtain the following convergence result (the proof is omitted).
Corollary 4.2 (Convergence of a scheme with flux limiter). Under the CFL stability condition (4.11) and the condition

\[ \alpha_1, \beta_1 \in \left( \frac{2}{3}, 1 \right), \quad \alpha_2, \beta_2 \in [1, 2], \]

the uniformly accurate version of the Van Leer scheme introduced in §4.2 converges in the \( L^1 \)-norm strongly towards the unique entropy weak \( L^\infty \) solution of the problem (1.1), (1.2).

Remark 4.2. A number of generalizations of Theorem 4.3 are possible. For instance, if the \( E \)-schemes are chosen to be the modified Lax-Friedrichs scheme (see §3.3), then in view of Theorem 3.2 it is clear that Theorem 4.3 remains valid if (4.38) is replaced by the weaker condition

\[ |a^n_{i+1/2,j}| \leq C h^{\alpha}, \quad n \in \mathbb{N}, \ i, j \in \mathbb{Z}, \ \text{with} \ \alpha \in \left( \frac{1}{2}, 1 \right), \]

\[ |b^n_{i,j+1/2}| \leq C h^{\beta}, \quad n \in \mathbb{N}, \ i, j \in \mathbb{Z}, \ \text{with} \ \beta \in \left( \frac{1}{2}, 1 \right). \]

In particular, Corollary 4.2 remains true if instead of (4.50) we assume that

\[ \alpha_1, \beta_1 \in \left( \frac{1}{2}, 1 \right), \quad \alpha_2, \beta_2 \in [1, 2]. \]
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