SOLVING A SPECIFIC THUE-MAHLER EQUATION
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Abstract. The diophantine equation \( x^3 - 3xy^2 - y^3 = \pm 3^{n_0} 17^{n_1} 19^{n_2} \) is completely solved as follows. First, a large upper bound for the variables is obtained from the theory of linear forms in \( p \)-adic and real logarithms of algebraic numbers. Then this bound is reduced to a manageable size by \( p \)-adic and real computational diophantine approximation, based on the \( L^3 \)-algorithm. Finally the complete list of solutions is found in a sieving process. The method is in principle applicable to any Thue-Mahler equation, as the authors will show in a forthcoming paper.

1. Introduction

Let \( f(X, Y) \in \mathbb{Z}[X, Y] \) be a binary form with at least three distinct linear factors over \( \mathbb{C} \). Let \( p_1, \ldots, p_s \) be fixed prime numbers. The diophantine equation

\[
f(x, y) = \pm \prod_{i=1}^{s} p_i^{n_i}
\]

in the variables \( x, y \in \mathbb{Z} \) and \( n_1, \ldots, n_s \in \mathbb{Z}_{\geq 0} \) with \( (x, y) = 1 \) is known as a 'Thue-Mahler equation.' It is well known that this equation has only finitely many solutions (Mahler), and that they can, at least in principle, be determined effectively, since an effectively computable upper bound for the variables can be derived from the \( p \)-adic theory of linear forms in logarithms (Baker, Coates, and Sprindžuk). For the history of the Thue-Mahler equation we refer to [3, Chapter 7].

In this paper we work out a paradigmatic example of determining all the solutions of a specific Thue-Mahler equation. In this way we hope to convince the reader that it is possible to solve any Thue-Mahler equation, not only in principle, but also in practice. We use the (real and \( p \)-adic) theory of linear forms in logarithms of algebraic numbers, for obtaining explicit but very large upper bounds for the unknowns. Then we reduce these bounds considerably by a combination of real and \( p \)-adic computational diophantine approximation.
techniques based on the $L^3$-algorithm for reducing bases of lattices. For a survey of such techniques and examples, see [7], and for an outline of the general method for solving Thue-Mahler equations, see [6]. In a forthcoming publication we intend to give a general and detailed treatment, such as we did for the Thue equation (cf. [4]). Since the present paper is more or less a sequel to [4], we keep the same numbering of the constants $c_1, c_2, \ldots$.

From now on we concentrate on the following example. Let $f(x, y) = x^3 - 3xy^2 - y^3$. We study the equation

\[(1) \quad f(x, y) = \pm 3^{n_0} 17^{n_1} 19^{n_2}\]

in $x, y \in \mathbb{Z}$, $n_0, n_1, n_2 \in \mathbb{Z}_{\geq 0}$ with $(x, y) = 1$. Note that 3, 17, and 19 are the only primes below 20 that occur as prime factors of $f(x, y)$ for $x, y \in \mathbb{Z}$ with $(x, y) = 1$. We were motivated to choose this Thue-Mahler equation as a paradigmatic example by the following facts: the cubic field generated by the roots of $f(x, 1) = 0$ is totally real, so that there are two fundamental units; this field is a Galois field and has class number 1, which saves us from some trouble; the number of primes $p_i$ is larger than one; and there are interestingly large solutions (the only other example of a Thue-Mahler equation that has been treated before by (a variant of) the method of this paper, involved only one fundamental unit and one prime (cf. [1])).

Consider the transformation

\[
\tau(x, y) = (y, -(x + y)).
\]

It is straightforward to check that

\[
\tau^2(x, y) = (-(x + y), x), \quad \tau^3 = \text{id}, \quad f(x, y) = f(\tau(x, y)).
\]

Thus, every solution of (1) belongs to a class of six solutions:

\[
\{ \pm (x, y), \pm \tau(x, y), \pm \tau^2(x, y) \}.
\]

These six solutions are distinct, and there is just one among them, $(x, y)$ say, with $x > 0, y \geq 0$.

2. The cubic field

We work in the field $K = \mathbb{Q}(\vartheta)$, where $\vartheta$ is defined by $f(\vartheta, 1) = 0$. $K$ is a Galois field with class number 1 and discriminant $81 = 3^4$. The conjugates of $\vartheta$ are $\sigma(\vartheta) = 2 - \vartheta^2$ and $\sigma^2(\vartheta) = -2 - \vartheta + \vartheta^2$, where $\sigma$ generates the Galois group.

The mappings $\tau$ and $\sigma$ are related as follows. Put $\tau(x, y) = (x_\tau, y_\tau)$. Then, as can easily be checked,

\[(2) \quad \vartheta \cdot \sigma(x - y\vartheta) = x_\tau - y_\tau \vartheta.
\]

Note that $\mathcal{O}_K = \mathbb{Z}[\vartheta]$ is the ring of integers of $K$, and that a system of fundamental units of $\mathcal{O}_K$ is given by $\{\vartheta, \eta\}$ with $\eta = 1 + \vartheta$. Investigating how 3,
17, and 19 factorize into prime ideals of \( \mathcal{O}_K \), we find that 3 is totally ramified, and that 17 and 19 split completely. In fact, we have:

<table>
<thead>
<tr>
<th>( \cdot )</th>
<th>( \sigma(\cdot) )</th>
<th>( \sigma^2(\cdot) )</th>
<th>( N(\cdot) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \vartheta )</td>
<td>( -\vartheta^{-1}\eta = 2 - \vartheta^2 )</td>
<td>( -\eta^{-1} = -2 - \vartheta + \vartheta^2 )</td>
<td>1</td>
</tr>
<tr>
<td>( \eta = 1 + \vartheta )</td>
<td>( -\vartheta^{-1} = 3 - \vartheta^2 )</td>
<td>( \vartheta\eta^{-1} = -1 - \vartheta + \vartheta^2 )</td>
<td>-1</td>
</tr>
<tr>
<td>( \pi = 3 - \vartheta )</td>
<td>( 1 + \vartheta^2 )</td>
<td>( 5 + \vartheta - \vartheta^2 )</td>
<td>17</td>
</tr>
<tr>
<td>( \rho = 3 + \vartheta )</td>
<td>( 5 - \vartheta^2 )</td>
<td>( 1 - \vartheta + \vartheta^2 )</td>
<td>19</td>
</tr>
<tr>
<td>( \psi = -1 + \vartheta )</td>
<td>( -\eta\psi = 1 - \vartheta^2 )</td>
<td>( -\vartheta^{-1}\eta\psi = -3 - \vartheta + \vartheta^2 )</td>
<td>( \vartheta^{-1}\eta^2\psi^3 = 3 )</td>
</tr>
</tbody>
</table>

3. Factoring the Equation in the Field

Put \( \beta = x - y\vartheta \), where \( x, y \) is any solution of (1). Then

\[
N(\beta) = \pm 3^{n_0}17^{n_1}19^{n_2}.
\]

Suppose that \( \alpha \mid (\beta, \sigma(\beta)) \) for a prime \( \alpha \in \mathcal{O}_K \). Then \( \alpha \mid (\beta - \sigma(\beta)) = -y(\vartheta - \sigma(\vartheta)) \). If \( \alpha \mid y \) then, by \( y \in \mathbb{Z} \), also \( N(\alpha) \mid y \). Also \( N(\alpha) \mid N(\beta) = f(x, y) \). Hence \( N(\alpha) \mid x \), and this contradicts \( (x, y) = 1 \). So it follows that \( \alpha \mid y \), and thus \( \alpha \mid (\vartheta - \sigma(\vartheta)) = \vartheta^{-1}\eta^2\psi^2 \). Therefore we may take \( \alpha = \psi \). If \( \psi^2 \mid \beta \), then \( 9 = N(\psi^2) \mid N(\beta) = f(x, y) \). By considering \( f(x, y) \mod 9 \), we find that \( 9 \mid f(x, y) \) if and only if \( 3 \mid x \) and \( 3 \mid y \). By \( (x, y) = 1 \) it follows that \( \psi^2 \mid \beta \). Hence \( (\beta, \sigma(\beta)) = (\psi)^{n_0} \) for \( n_0 \in \{0, 1\} \), and other values for \( n_0 \) in equation (1) are impossible.

In view of the above discussion, equation (1) now yields

\[
\beta = \varepsilon\psi^{n_0}\sigma^i(\pi)^{n_1}\sigma^j(\rho)^{n_2},
\]

where \( \varepsilon \in \mathcal{O}_K \) is a unit, and \( i, j \in \{0, 1, 2\} \). We claim that in (3) we may assume without loss of generality that \( i = 0 \), i.e., \( \sigma^i(\pi) = \pi \). Applying \( \sigma \) to (2) yields

\[
-\eta \cdot \sigma^2(x - y\vartheta) = x_{r^2} - y_{r^2}\vartheta.
\]

We apply \( \sigma \) once to (3) if \( i = 2 \), and twice if \( i = 1 \). Then (2) or (4) state that we find again an equation of type (3), with \( i = 0 \), with a \( \beta \) corresponding to a solution \( (x, y) \) that is in the same class of six solutions generated by \( \pm \tau \), and with a somewhat different unit \( \varepsilon \). This proves our claim.

For \( \alpha \in K \) and \( h \in \{0, 1, 2\} \) we will sometimes write \( \alpha_h \) instead of \( \sigma^h(\alpha) \). With this convention it suffices to solve

\[
\beta = x - y\vartheta = \pm \psi^{n_0}\pi^{n_1}\rho^{n_2}\vartheta^{a_1}\eta^{a_2},
\]
where \( n_0 \in \{0, 1\} \) and \( h \in \{0, 1, 2\} \), and where the variables are \( x, y \in \mathbb{Z} \), \( n_1, n_2 \in \mathbb{Z}_{\geq 0} \), and \( a_1, a_2 \in \mathbb{Z} \).

4. Notation

For a rational prime \( p \) (in our case \( p = 17 \) or 19) we denote by \( \mathbb{Z}_p \) the ring of \( p \)-adic integers, by \( \mathbb{Q}_p \) the field of the \( p \)-adic numbers (the completion of \( \mathbb{Q} \) under the \( p \)-adic metric), and by \( \mathbb{C}_p \) the completion (under the \( p \)-adic metric) of the algebraic closure \( \overline{\mathbb{Q}}_p \) of \( \mathbb{Q}_p \). In general, if \([\mathbb{Q}(\vartheta): \mathbb{Q}] = n\) and \( F(X) \in \mathbb{Q}[X] \) is the minimal polynomial of \( \vartheta \) over \( \mathbb{Q} \), there are \( n \) isomorphic embeddings \( \varphi_i \) \((i = 1, \ldots, n)\) of \( \mathbb{Q}(\vartheta) \) into \( \mathbb{C}_p \). For every \( \varphi_i \) we have \( \varphi_i(a) = a \) if \( a \in \mathbb{Q} \) and \( F(\varphi_i(\vartheta)) = 0 \). For simplicity in our notation we put \( \varphi_i(\alpha) = \alpha^{(i)} \) for every \( \alpha \in \mathbb{Q}(\vartheta) \). If we work with more than one prime \( p \), we will use the same notation \( \alpha^{(i)} \), and it will be clear from the context with which prime \( p \) we are working. The above remarks remain valid for the ‘infinite prime’ \( p = \infty \). For this ‘prime’ the \( p \)-adic metric is the usual absolute value, and \( \mathbb{Q}_p = \mathbb{R} \), \( \mathbb{C}_p = \mathbb{C} \). Finally, if \( \xi \in \mathbb{Q}_p \) and \( \xi \) has the \( p \)-adic expansion

\[
\xi = u_{-m}p^{-m} + \cdots + u_{-1}p^{-1} + u_0 + u_1p + u_2p^2 + \cdots \\
(0 \leq u_j \leq p - 1, \, m \geq 0),
\]

we write \( \xi = u_{-m} \cdots u_{-1}u_0u_1u_2 \cdots \). In particular, if \( \xi \in \mathbb{Z}_p \), we write \( \xi = 0.\overline{u_0u_1u_2} \cdots \).

We make the following convention for numbering the conjugates of \( \vartheta \):

| \( \vartheta^{(1)} \) | \( 1.879385241 \ldots \) | \( 0.3 \quad 12 \quad 14 \quad 14 \ldots \) | \( 0.16 \quad 3 \quad 5 \quad 10 \ldots \) |
| \( \vartheta^{(2)} \) | \( -1.532088886 \ldots \) | \( 0.10 \quad 12 \quad 5 \quad 8 \ldots \) | \( 0.12 \quad 4 \quad 15 \quad 1 \ldots \) |
| \( \vartheta^{(3)} \) | \( -0.3472963554 \ldots \) | \( 0.4 \quad 9 \quad 13 \quad 10 \ldots \) | \( 0.10 \quad 10 \quad 17 \quad 6 \ldots \) |

5. The \( S \)-unit equation

We now return to equation (1), or rather to (5). Consider the three conjugate relations \( \sigma'({\beta}) = x - y\sigma'({\vartheta}) \). Eliminate \( x \) and \( y \) to obtain

\[
(6) \quad \delta \frac{\sigma^2(\beta)}{\sigma(\beta)} - 1 = \delta' \frac{\beta}{\sigma(\beta)},
\]

where

\[
\delta = \frac{\vartheta - \sigma(\vartheta)}{\vartheta - \sigma^2(\vartheta)} = \vartheta^{-1} \eta, \quad \delta' = \frac{\sigma^2(\vartheta) - \sigma(\vartheta)}{\vartheta - \sigma^2(\vartheta)} = \vartheta^{-1}.
\]
We want to substitute (5) into (6). Put
\[
\xi = \frac{\sigma^2(\pi)}{\sigma(\pi)} = \frac{75 + 10\theta - 23\theta^2}{17}, \quad \xi^* = \frac{\pi}{\sigma^2(\pi)} = \frac{1}{52 - \theta - 13\theta^2},
\]
\[
\chi = \frac{\sigma^2(\rho)}{\sigma(\rho)} = \frac{3 - 4\theta + 11\theta^2}{19}, \quad \chi^* = \frac{\rho}{\sigma^2(\chi)} = \frac{1}{14 + 13\theta + 7\theta^2}.
\]

Using our knowledge on the action of \( \sigma \) and \( \sigma^2 \) on \( \vartheta \), \( \eta \), and \( \psi \), we obtain from (6) the following so-called 'S-unit equation':
\[
(-1)^{a_2} a_1 \chi^{-n_1} \chi^{-n_2} \eta^{-a_1^2 + a_2^2 - 1} = (-1)^{a_1 + a_2 + n_0} \chi^{-n_1} \eta^{-a_1 + a_2 - n_0},
\]
where
\[
a_1' = a_1 + 2a_2 - n_0 - 1, \quad a_2' = -2a_1 - a_2 + 1.
\]

Note that \( \psi \) has disappeared, but \( n_0 \) still occurs.

6. Bounding the \( p \)-adic orders

Now we work \( \wp \)-adically with a conveniently chosen prime ideal \( \wp \) over \( p \), where \( p \in \{17, 19\} \). For \( p = 17 \) we take \( \wp = \wp_{17} = (\pi) \), and for \( p = 19 \) we take \( \wp = \wp_{19} = (\rho) \). Note that for both \( p \)'s we have \( \text{ord}_p(\cdot) = \text{ord}_p(\cdot) \). From the definition of \( \xi^* \) and \( \chi^* \) it is clear that \( \text{ord}_{\wp_{17}}(\xi^*) = 1 \), \( \text{ord}_{\wp_{17}}(\chi^*) = 0 \), and, since \( \vartheta \) and \( \eta \) are units in \( \mathcal{O}_K \), also \( \text{ord}_{\wp_{17}}(\vartheta) = \text{ord}_{\wp_{17}}(\eta) = 0 \). Therefore, (7) immediately implies the relation
\[
n_1 = \text{ord}_{\wp_{17}}((-1)^{a_2} \chi^{-n_1} \chi^{-n_2} \vartheta^{-a_1^2 + a_2^2} - 1).
\]

When \( p = 19 \), we apply to (7) the automorphism \( \sigma^{-h} \) and get
\[
(-1)^{a_2} a_1 \chi^{-n_1} \chi^{-n_2} \vartheta^{-a_1^2 + a_2^2} - 1 = (-1)^{a_1 + a_2 + n_0} \chi^{-n_1} \chi^{-n_2} \vartheta^{2a_1 + a_2 - 1} \eta^{-a_1 + a_2 - n_0}.
\]

Note that \( \text{ord}_{\wp_{19}}(\chi^*) = 1 \), while all other factors in the right-hand side have \( \wp_{19} \)-adic order equal to zero. Therefore,
\[
n_2 = \text{ord}_{\wp_{19}}((-1)^{a_2} \chi^{-n_1} \chi^{-n_2} \vartheta^{-a_1^2 + a_2^2} - 1).
\]

We put
\[
N = \max\{n_1, n_2\}, \quad A = \max\{|a_1'|, |a_2'|\}, \quad H = \max\{A, N\}.
\]

Then by
\[
a_1 = \frac{1}{2}(-a_1' - 2a_2' - n_0 + 1), \quad a_2 = \frac{1}{2}(2a_1' + a_2' + 2n_0 + 1),
\]
it follows that
\[
|a_1| \leq A, \quad |a_2| \leq A + 1,
\]
with \( |a_j| = A + 1 \) only if \( a_1' = a_2' = A \) and \( n_0 = 1 \). We now can apply K. R. Yu's theorem (cf. [9]) to the right-hand sides of (8) and (9) in order to find upper bounds for them, which are of the form \( c_{13}(\log H + c_{14}) \) (for the
precise formulation of Yu's theorem see the Appendix). We have calculated
(see the Appendix) that in both cases we can take
\[ c_{13} = 6.190047 \cdot 10^{-24}, \quad c_{14} = 4.28. \]
Thus, from (8) and (9) it follows that
\[ N \leq c_{13} (\log H + c_{14}). \]

7. Upper bounds for all the variables

Inequality (10) will play an important role in computing an upper bound for \( H \), a task which we undertake in this section. First we need the following lemma.

**Lemma 1.** For the unit \( \varepsilon = \delta^{a_i} \eta^{a_i} \) (appearing in the right-hand side of (7)) there exists an index \( k \in \{2, 3\} \) such that

either \( |\varepsilon^{(k)}| \geq e^{c_{15} A} \) or \( |\varepsilon^{(k)}| \leq e^{-c_{15} A} \),

where, as before, \( A = \max\{|a'_1|, |a'_2|\} \), and \( c_{15} = 0.572215 \).

**Proof.** We have
\[
\begin{pmatrix}
\log |\varepsilon^{(2)}| \\
\log |\varepsilon^{(3)}|
\end{pmatrix} = \begin{pmatrix}
\log |\delta^{(2)}| & \log |\eta^{(2)}| \\
\log |\delta^{(3)}| & \log |\eta^{(3)}|
\end{pmatrix} \begin{pmatrix}
a'_1 \\
a'_2
\end{pmatrix},
\]
from which we derive
\[
\begin{pmatrix}
a'_1 \\
a'_2
\end{pmatrix} = \frac{-1}{R} \begin{pmatrix}
\log |\eta^{(3)}| & -\log |\eta^{(2)}| \\
-\log |\delta^{(3)}| & \log |\delta^{(2)}|
\end{pmatrix} \begin{pmatrix}
\log |\varepsilon^{(2)}| \\
\log |\varepsilon^{(3)}|
\end{pmatrix},
\]
where \( R \approx 0.849287450 \) is the regulator of the field \( K \). Computing approximately the elements of the matrix in the right-hand side, we obtain
\[
|a'_1| \leq 0.502341215 |\log |\varepsilon^{(2)}|| + 0.742910686 \log |\varepsilon^{(3)}||, \\
|a'_2| \leq 1.245251901 |\log |\varepsilon^{(2)}|| + 0.502341215 |\log |\varepsilon^{(3)}||.
\]
Let \( k \in \{2, 3\} \) be such that \( |\log |\varepsilon^{(k)}|| = \max\{|\log |\varepsilon^{(2)}||, |\log |\varepsilon^{(3)}||\} \). From the above inequalities it follows that
\[
A \leq 1.747593116 |\log |\varepsilon^{(k)}||,
\]
i.e.,
\[
|\log |\varepsilon^{(k)}|| \geq c_{15} A,
\]
from which the result follows. \( \square \)

We now take a positive constant \( c_{16} < \frac{1}{2} c_{15} \) (e.g., \( c_{16} = 0.085 \)), and for our further study we distinguish three cases. In the first two of them, \( k \) will be the index defined by Lemma 1.

**Case 1.** \( \min_{1 \leq i \leq 3} |\beta^{(i)}| > e^{-c_{16} A} \) and \( |\varepsilon^{(k)}| \geq e^{c_{15} A} \). We have \( |\beta^{(k)}| |\prod_{i \neq k} |\beta^{(i)}| = 3^n_0 17^n_1 19^n_2 \) and then, in view of the first inequality above,
\[
|\beta^{(k)}| < 3^n_0 17^n_1 19^n_2 e^{2c_{16} A}.
\]
Then
\[ e^{c_{15}A} \leq |e^{(k)}| = \frac{|\beta^{(k)}|}{|\psi^{(k)}|^{n_0} |\pi^{(k)}|^{n_1} |\rho_h^{(k)}|^{n_2}} \leq \frac{3}{|\psi^{(k)}|} \frac{17}{|\pi^{(k)}|} \frac{19}{|\rho_h^{(k)}|} e^{2c_{16}A} \]
\[ < 3.2266816 \cdot 5.0787257^{n_1} \cdot 12.94356302^{n_2} e^{2c_{16}A} \]
\[ < e^{c_{11} + c_{17}N + 2c_{16}A}, \]
where \( c_{17} = 4.185659 \) and \( c_{18} = 1.1715 \). It follows that
\( (c_{15} - 2c_{16})A < c_{18} + c_{17}N. \)

**Case 2.** \( \min_{1 \leq i \leq 3} |\beta^{(i)}| > e^{-c_{16}A} \) and \( |e^{(k)}| \leq e^{-c_{15}A} \). Now
\[ e^{-c_{15}A} \geq |e^{(k)}| = \frac{|\beta^{(k)}|}{|\psi^{(k)}|^{n_0} |\pi^{(k)}|^{n_1} |\rho_h^{(k)}|^{n_2}} \geq \frac{e^{-c_{16}A}}{|\psi| |\pi| |\rho_h|} > e^{-(c_{17} + c_{18} + c_{16}A)}, \]
where \( c_{17}' = 3.0962022 \) and \( c_{18}' = 0.93 \). Then
\( (c_{15} - c_{16})A < c_{18}' + c_{17}'N. \)

Before we proceed with the third case, we show how in Cases 1 and 2 an upper bound for \( H \) follows. Combining (12) with (10) we get for Case 1:
\[ A < c_{19} + c_{20} \log H, \]
where
\[ c_{19} = \frac{c_{18} + c_{13}c_{14}c_{17}}{c_{15} - 2c_{16}}, \quad c_{20} = \frac{c_{13}c_{17}}{c_{15} - 2c_{16}}. \]

On the other hand, by (13) and (10), on noting that \( c_{17}' < c_{17} \) and \( c_{18}' < c_{18} \), we get the same for Case 2. Finally, (10) implies that \( N < c_{19} + c_{20} \log H \), and therefore in both Case 1 and Case 2 we have by the definition of \( H \),
\[ H < c_{19} + c_{20} \log H, \]
from which we easily get the following upper bound for \( H \):
\( H < 4.38 \cdot 10^{27}. \)

**Case 3.** \( \min_{1 \leq i \leq 3} |\beta^{(i)}| \leq e^{-c_{16}A} \). We put \( |\beta^{(i_0)}| = \min_{1 \leq i \leq 3} |\beta^{(i)}| \). Then for any \( j \neq i_0 \) \((j \in \{1, 2, 3\})\) we have \( |\gamma| |\delta^{(j)} - \delta^{(i_0)}| = |\beta^{(j)} - \beta^{(i_0)}| \leq 2|\beta^{(j)}| \), from which
\[ |\beta^{(j)}| \geq \frac{1}{2} \min_{l \neq i} |\delta^{(l)} - \delta^{(i)}|. \]

Put \((\sigma(\beta))^{(i_0)} = \beta^{(j)}\) and \((\sigma^2(\beta))^{(i_0)} = \beta^{(k)}\) for \( i_0 \neq j \neq k \neq i_0 \). We have \( |\delta^{(i_0)}\beta^{(i_0)/\beta^{(j)}| < c_{21}e^{-c_{16}A} \), where
\[ c_{21} = 1.7057371 > \frac{1}{2} \min_{l \neq i} |\delta^{(l)} - \delta^{(i)}| \cdot |\delta'|. \]
Then, in view of (6),

\[
(15) \quad \left| \frac{\delta^{(i_0)} \beta^{(k)}}{\beta^{(j)}} - 1 \right| < c_{21} e^{-c_{16} H} < 0.72542132,
\]

provided that \( H \geq 3 \). In particular, \( \delta^{(i_0)} \beta^{(k)} / \beta^{(j)} > 0 \), and therefore

\[
\delta^{(i_0)} \beta^{(k)} = \frac{\delta^{(i_0)} \beta^{(k)}}{\beta^{(j)}} = \left| \delta \frac{\sigma^2(\beta)}{\sigma(\beta)} \right|^{(i_0)} = |x^{(i_0)}|^{n_1} |\zeta^{(i_0)}|^{n_2} |\theta^{(i_0)}|^{a_1} |\eta^{(i_0)}|^{a_2} = e^{\Lambda_0},
\]

where

\[
(16) \quad \Lambda_0 = n_1 \log |x^{(i_0)}| + n_2 \log |\zeta^{(i_0)}| + a_1 \log |\theta^{(i_0)}| + a_2 \log |\eta^{(i_0)}|.
\]

It is clear from (6) that \( \Lambda_0 \neq 0 \). Also, from (15) we have \(|e^{\Lambda_0} - 1| < 0.72542132\), from which we easily see that \(|\Lambda_0| < 1.782|e^{\Lambda_0} - 1|\) (namely, if \(|e^x - 1| < \delta < 1\), then \(|x| < -(\log(1 - \delta)/\delta)|e^x - 1|\)). Thus, we finally get

\[
(17) \quad 0 < |\Lambda_0| < 1.782c_{21} e^{-c_{16} H}.
\]

By Waldschmidt's theorem (cf. [5]) positive constants \( c_7 \) and \( c_8 \) can be computed such that

\[
(18) \quad |\Lambda_0| > e^{-c_7 (\log H + c_8)}.
\]

Using the version of this theorem as it is formulated in Appendix II of [4], we have computed the following values:

\[
\begin{align*}
c_7 &= 2.6467 \cdot 10^{29}, \\
c_8 &= 2.442325.
\end{align*}
\]

On combining (17) with (18) we get

\[
H < \frac{c_7 c_8 + \log(1.782c_{21})}{c_{16}} + \frac{c_7}{c_{16}} \log H,
\]

which implies the following upper bound for \( H \) in Case 3:

\[
(19) \quad H < 5.76 \cdot 10^{32}.
\]

Comparing this upper bound with that for Cases 1 and 2 (cf. (14)), we see that in any case (19) is true.

8. Real and \( p \)-adic linear forms in logarithms

In the forthcoming sections we show how the upper bound for \( H \) given in (19) can be reduced. First we transform equations (8) and (9) into equations involving linear forms in \( p \)-adic logarithms of numbers that are algebraic over \( \mathbb{Q}_p \), with \( p = 17 \) and 19, respectively. We need a simple general lemma.

**Lemma 2.** If \( z \in \mathbb{Z}_p \), \( \text{ord}_p(z - 1) \geq 1 \), and \( k \in \mathbb{N} \) with \( p \nmid k \), then

\[
\text{ord}_p(z^k - 1) = \text{ord}_p(z - 1).
\]
The proof is an easy exercise, which we leave to the reader. We will also make use of the following

**Lemma 3.** Let $z_1, \ldots, z_m \in \mathbb{C}_p$ with $\text{ord}_p(z_i - 1) > 1/(p - 1)$ $(1 \leq i \leq m)$, and $n_1, \ldots, n_m \in \mathbb{C}_p$ with $\text{ord}_p(n_i) \geq 0$ $(1 \leq i \leq m)$. Then the $p$-adic logarithms $\log_p z_i$ are defined for $1 \leq i \leq m$, and

$$\text{ord}_p(z_1^{n_1} \cdots z_m^{n_m} - 1) = \text{ord}_p(n_1 \log_p z_1 + \cdots + n_m \log_p z_m).$$

For a proof of this lemma, see [8, equation (1.2)].

Now we put

$$\Lambda_j = n_1 \lambda_j + n_2 \lambda_j + a'_1 \mu_j + a''_2 \mu_j$$

$(j = 1, 2, 0)$,

where

$$\lambda_{11} = \log_{17}(x^{(1)}_{16}), \quad \lambda_{12} = \log_{17}(x^{(1)}_{16}),$$

$$\mu_{11} = \log_{17}(\theta^{(1)}_{16}), \quad \mu_{12} = \log_{17}(\eta^{(1)}_{16}),$$

all in $\mathbb{Q}_{17}$,

$$\lambda_{21} = \log_{19}(x^{(1)}_{-h}), \quad \lambda_{22} = \log_{19}(x^{(1)}_{-h}),$$

$$\mu_{21} = \log_{19}(\theta^{(1)}_{-h}), \quad \mu_{22} = \log_{19}(\eta^{(1)}_{-h}),$$

all in $\mathbb{Q}_{19}$, and

$$\lambda_{01} = \log |x^{(0)}_{x}|, \quad \lambda_{02} = \log |x^{(0)}_{h}|, \quad \mu_{01} = \log |\theta^{(0)}_{x}|, \quad \mu_{02} = \log |\eta^{(0)}_{x}|,$$

all in $\mathbb{R}$.

We now go back to (8) and apply Lemma 2 to

$$z = (-1)^{a_2} x^{(1)}_{x} \cdot x^{(1)}_{h}, \quad \theta^{(1)}_{x}, \quad \eta^{(1)}_{-h} \in \mathbb{Q}_{17}.$$

Since $\text{ord}_{17}(\cdot) = \text{ord}_{17}(\cdot)$ and $\text{ord}_{17}(\alpha^{16} - 1) \geq 1$ for any $\alpha \in K$ with $\text{ord}_{\pi}(\alpha) = 0$, it follows from the above two lemmas that

$$n_1 = \text{ord}_{17}(\Lambda_1).$$

Analogously, working in $\mathbb{Q}_{19}$, we get from (9)

$$n_2 = \text{ord}_{19}(\Lambda_2).$$

Summarizing, we now have the following situation:

- first

$$n_1, n_2 \in \mathbb{Z}_{\geq 0}, \quad N = \max\{n_1, n_2\},$$

$$a'_1, a'_2 \in \mathbb{Z}, \quad A = \max\{|a'_1|, |a'_2|\},$$

$$H = \max\{A, N\} < K_0 = 5.76 \cdot 10^{32}$$

(cf. (19));
either

\[ A < K_1 + K_2 N, \quad \text{where } K_1 = 2.913 \text{ and } K_2 = 10.4066 \]

(cf. (12) and (13)),

or

\[ 0 < |\Lambda_0| < K_3 e^{-K_4 H}, \quad \text{where } K_3 = 3.04 > 1.782 \cdot c_{22} \]

and \( K_4 = 0.085 = c_{16} \)

(cf. (17));

and finally

\[ \text{ord}_{17}(\Lambda_1) = n_1 \quad \text{and} \quad \text{ord}_{19}(\Lambda_2) = n_2. \]

9. The \( p \)-adic reduction step

We start working in \( \mathbb{Q}_{17} \). An easy computation shows that \( \text{ord}_{17}(\lambda_{1j}) = 1 \) and \( \text{ord}_{17}(\mu_{1j}) = 1 \) \( (j = 1, 2) \). We write

\[
\begin{align*}
-\frac{\lambda_{11}}{\lambda_{12}} &= \beta_1 & \quad \text{and} \quad -\frac{\mu_{1j}}{\lambda_{12}} &= \alpha_j \quad (j = 1, 2),
\end{align*}
\]

so that \( \beta_1, \alpha_1, \alpha_2 \in \mathbb{Z}_{17} \).

We choose a positive integer \( m \) such that \( 17^m \) is of the size of \( K_0 \), and \( m \) should be large enough. We denote by \( \beta_j^{(m)} \) and \( \alpha_j^{(m)} \) the unique rational integers in the interval \([0, 17^m - 1]\) which are congruent (mod \( 17^m \)) to \( \beta_1 \) and \( \alpha_j \), respectively \((j = 1, 2)\). Next, we consider the lattice \( \Gamma_m \subset \mathbb{Z}^4 \) generated by the column vectors of the matrix

\[
\mathcal{A}_m = \begin{pmatrix}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
\alpha_1^{(m)} & \alpha_2^{(m)} & \beta_1^{(m)} & 17^m
\end{pmatrix}.
\]

Using the \( L^3 \)-algorithm (cf. [2; 7, \S3.5] for an integer version), we computed a reduced basis \( \{b_1, \ldots, b_4\} \) of \( \Gamma_m \). Then every nonzero vector of \( \Gamma_m \) has a length which is greater than or equal to \( 2^{-3/2}|b_1| \) (cf. [2, Proposition (1.11)]), and we expect that this be of size \( \det(\Gamma_m)^{1/4} = \det(\mathcal{A}_m)^{1/4} = 17^{m/4} \), which is of the size of \( K_0 \).

**Proposition 4.** If \( |b_1| > 2^{5/2} K_0 \), then \( n_1 \leq m \).

**Proof.** Suppose that

\[ n_1 \geq m + 1. \]

We claim that

\[ \begin{pmatrix} a_1' \\ a_2' \\ n_1 \\ n_2 \end{pmatrix} \in \Gamma_m. \]
Indeed,

\[
\begin{pmatrix}
  a'_1 \\
  a'_2 \\
  n'_1 \\
  n'_2
\end{pmatrix} = \mathcal{A}_m
\begin{pmatrix}
  a'_1 \\
  a'_2 \\
  n'_1 \\
  n'_2
\end{pmatrix},
\]

where

\[
\lambda = \frac{-a'_1 \alpha_1^{(m)} - a'_2 \alpha_2^{(m)} - n_1 \beta_1^{(m)} + n_2}{17^m}.
\]

Then it suffices to show that \( \lambda \in \mathbb{Z} \), or, equivalently, that

(28) \( \text{ord}_{17}(-a'_1 \alpha_1^{(m)} - a'_2 \alpha_2^{(m)} - n_1 \beta_1^{(m)} + n_2) \geq m \).

By hypothesis,

\[
\text{ord}_{17}(a_j^{(m)} - \alpha_j) \geq m \quad (j = 1, 2) \quad \text{and} \quad \text{ord}_{17}(\beta_1^{(m)} - \beta_1) \geq m.
\]

Therefore, in order that (28) be true, it suffices that

(29) \( \text{ord}_{17}(-a'_1 \alpha_1 - a'_2 \alpha_2 - n_1 \beta_1 + n_2) \geq m \).

Note that \(-a'_1 \alpha_1 - a'_2 \alpha_2 - n_1 \beta_1 + n_2 = \Lambda_1/\lambda_{12} \), which means that (29) is equivalent to \( \text{ord}_{17}(\Lambda_1) \geq m + \text{ord}_{17}(\lambda_{12}) = m + 1 \). But this is true, since in view of (26) and (25) \( \text{ord}_{17}(\Lambda_1) = n_1 \geq m + 1 \).

Now, (27) is proved, therefore we must have

\[
a'_1^2 + a'_2^2 + n_1^2 + n_2^2 \geq 2^{-3}|b_1|^2,
\]

and a fortiori \( 4K_0^2 \geq 2^{-3}|b_1|^2 \), i.e., \( |b_1| \leq 2^{5/2}K_0 \), which contradicts the assumption of the proposition. \( \Box \)

In our application of the above proposition we have chosen \( m = 110 \) or \( 111 \), so that \( 17^m \) is somewhat larger than \( K_0^4 \), and we computed a reduced basis for the lattice \( \Gamma_m \) (there are three possibilities for \( \Gamma_m \), corresponding to \( h = 0, 1, 2 \); cf. (20)). Then we checked that \( |b_1| > 2^{5/2}K_0 \), from which we concluded that \( n_1 \leq 111 \).

In an analogous way we worked with the prime \( p = 19 \) in place of \( p = 17 \), and we concluded that \( n_2 \leq 108 \). Thus we have found a new, small upper bound \( N_0 = 111 \) for \( N = \max\{n_1, n_2\} \), instead of the large bound \( K_0 = 5.76 \cdot 10^{32} \). This completes the \( p \)-adic reduction step.

10. THE REAL REDUCTION STEP

Now, in view of (23) and (24) we have either

(30) \( A < K_1 + K_2N_0 < 1159 \)

or

\[
0 < |\Lambda_0| < K_3 e^{-K_4H}.
\]

If the second alternative holds, then we apply the 'real reduction step,' as explained below. Note that there are nine possibilities for \( \Lambda_0 \), corresponding to the nine possibilities for \( (i_0, h) \in \{1, 2, 3\} \times \{0, 1, 2\} \).
We choose a 'big' constant $C$ of the size of $K_0^2N_0^2$ (in our application we took $C = 10^{75}$ or $10^{76}$), and we put

$$\beta_j = [C \lambda_0], \quad \alpha_j = [C \mu_0] \quad (j = 1, 2).$$

Here, $[x] = |x|$ if $x \geq 0$, and $[x] = -|x|$ if $x < 0$. Next, we consider the lattice $\Gamma \subset \mathbb{Z}^4$ generated by the column vectors of the matrix

$$\mathcal{A} = \left( \begin{array}{cccc} [K_0/N_0] & 0 & 0 & 0 \\ 0 & [K_0/N_0] & 0 & 0 \\ 0 & 0 & 1 & 0 \\ \beta_1 & \beta_2 & \alpha_1 & \alpha_2 \end{array} \right),$$

and we find by the $L^1$-algorithm a reduced basis $\{b_1, \ldots, b_4\}$. Then every nonzero vector of $\Gamma$ has a length greater than or equal to $2^{-3/2}|b_1|$, and one expects that this be of the size of $\det(\Gamma)^{1/4} = \det(\mathcal{A})^{1/4} \approx K_0^{1/2}N_0^{-1/2}C^{1/4}$, which is of the size of $K_0$.

**Proposition 5.** If $|b_1| > 2^{3/2}\sqrt{4(K_0 + N_0)^2 + 3K_0^2}$, then

$$H < \frac{1}{K_4} \{ \log K_3 + \log C - \log(\sqrt{2^{-3}|b_1|^2 - 3K_0^2} - 2(K_0 + N_0)) \}.$$

**Proof.** Consider the lattice point

$$x = \mathcal{A} \begin{pmatrix} n_1 \\ n_2 \\ a_1 \\ a_2 \end{pmatrix} = \begin{pmatrix} [K_0/N_0]n_1 \\ [K_0/N_0]n_2 \\ a_1 \\ a_2 \end{pmatrix} \in \Gamma,$$

where $\lambda = n_1\beta_1 + n_2\beta_2 + a_1\alpha_1 + a_2\alpha_2$. It is obvious that $|\lambda - CA_0| < 2N_0 + 2K_0$, and therefore, also in view of (24),

$$|\lambda| < CK_3e^{-K_4H} + 2(N_0 + K_0).$$

On the other hand, we must have $|x| \geq 2^{-3/2}|b_1|$, which is equivalent to

$$[K_0/N_0]^2(n_1^2 + n_2^2) + a_1^2 + \lambda^2 \geq 2^{-3}|b_1|^2.$$

Since $n_1^2, n_2^2 \leq N_0^2$ and $|a_1| \leq K_0$, it then follows that $3K_0^2 + \lambda^2 \geq 2^{-3}|b_1|^2$, i.e.,

$$|\lambda| > \sqrt{2^{-3}|b_1|^2 - 3K_0^2}$$

(note that by hypothesis the argument of the square root is positive). Combine now the last inequality with (31) to get

$$CK_3e^{-K_4H} > \sqrt{2^{-3}|b_1|^2 - 3K_0^2} - 2(N_0 + K_0),$$

and the right-hand side is positive by hypothesis. Taking logarithms, we obtain the desired upper bound for $H$. $\square$
Remark. In practice we estimate the reduced upper bound for $H$ as follows: let $\delta_1 \in \mathbb{R}$ satisfy $\delta_1 < |b_1|/K_0$. Then, if the hypothesis of Proposition 5 is true, we have

$$H < \frac{1}{K_4} \left( \log K_3 + \log C - \log K_0 - \log \delta_2 \right),$$

where $\delta_2 < \sqrt{\delta_1^2/8 - 3 - 2(1 + N_0/K_0)}$.

In our application with the chosen values for $C$, the hypothesis of Proposition 5 was checked to be true, and this implied $H \leq 1169$. Compare with $N \leq 111$ and (30) to get the new reduced upper bound $H \leq 1169$. This is extremely small indeed, compared to the initial upper bound (cf. (22)), but it is still quite large for practical application. Therefore, we applied once more the whole reduction process as described above, but now with $K_0 = 1169$ and in the $p$-adic reduction step $m = 14$ for both $p = 17$ and $p = 19$. The $p$-adic reduction step gave

$$N \leq 14,$$

and either (23) holds, in which case $A < K_1 + 14K_2 < 149$, or (24) holds, in which case we can apply the real reduction step with $C = 10^{13}$ or $10^{14}$, which yielded $H \leq 296$. Thus, $\max\{|a_1'|, |a_2'|\} \leq 296$, and consequently

$$\max\{|a_1|, |a_2|\} \leq 297.$$ (33)

Numerical details of all our computations can be obtained from the authors on request.

11. The final sieve

It remains to check for which values $(n_0, n_1, n_2, a_1, a_2)$ satisfying (32) and (33) the coefficient of $\theta^2$ in the right-hand side of (5) is 0. We have worked as follows. We have chosen a ‘large’ number such that the orders of $\theta$, $\eta$, $\pi$, and $\rho$ modulo this number are ‘small.’ Such a number is $2701 = 37 \cdot 73$, and the orders of $\theta$, $\eta$, $\pi$, and $\rho$ (mod 2701) are all equal to 72. Fix $n_0 \in \{0, 1\}$ and $h \in \{0, 1, 2\}$ in (5), and check (by computer, of course) for which quadruples

$$(n_1, n_2, a_1, a_2) \in \{0, \ldots, 14\}^2 \times \{0, \ldots, 71\}^2$$

the coefficient of $\theta^2$ in the right-hand side of (5) is 0 (mod 2701). The number of such quadruples turned out to be between 450 and 500 (depending on $n_0$ and $h$). Now, in the range determined by (32) and (33) we have only about $4 \cdot 10^4$ quadruples to check, instead of the initial $15^2(2 \cdot 297 + 1)^2 \approx 7.96 \cdot 10^7$. Choose a prime $p \neq 37, 73$, and of the so selected quadruples keep only those for which the coefficient of $\theta^2$ in the right-hand side of (5) is 0 (mod $p$). We did so for $p = 601$ and $p = 541$ (chosen at random), and were left with about 14 quadruples (the exact number depending on $n_0$ and $h$), which then could be checked further by straightforward computations.

Note that this sieving process has to be applied six times: for $n_0 = 0, 1$ and for $h = 0, 1, 2$. 
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12. CONCLUSION: THE COMPLETE LIST OF SOLUTIONS

Now we have a complete proof of the following theorem, listing all the solutions of equation (1).

**Theorem A.** The Thue-Mahler equation

\[ x^3 - 3xy^2 - y^3 = \pm 3^{n_0} 17^{n_1} 19^{n_2} \]

in \( x, y \in \mathbb{Z} \) and \( n_0, n_1, n_2 \in \mathbb{Z}_{\geq 0} \) with \( (x, y) = 1 \) has exactly the 156 solutions presented in Table 1.

**Table 1**

The solutions of equation (1)

<table>
<thead>
<tr>
<th>( n_0 )</th>
<th>( n_1 )</th>
<th>( n_2 )</th>
<th>( \pm(x, y) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>(1, 0) (0, -1) (1, -1)</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>(2, 1) (1, -3) (3, -2)</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>1</td>
<td>(1, 2) (2, -3) (3, -1)</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>2</td>
<td>(4, 5) (5, -9) (9, -4)</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>0</td>
<td>(3, 1) (1, -4) (4, -3)</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>0</td>
<td>(3, 2) (2, -5) (5, -3)</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>0</td>
<td>(15, 8) (8, -23) (23, -15)</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>1</td>
<td>(1, 6) (6, -7) (7, -1)</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>1</td>
<td>(3, 5) (5, -8) (8, -3)</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>1</td>
<td>(28, 15) (15, -43) (43, -28)</td>
</tr>
<tr>
<td>0</td>
<td>2</td>
<td>1</td>
<td>(59, 31) (31, -90) (90, -59)</td>
</tr>
<tr>
<td>0</td>
<td>2</td>
<td>1</td>
<td>(31, 15) (15, -46) (46, -31)</td>
</tr>
<tr>
<td>0</td>
<td>2</td>
<td>1</td>
<td>(18, 13) (13, -31) (31, -18)</td>
</tr>
<tr>
<td>0</td>
<td>2</td>
<td>2</td>
<td>(206, 109) (109, -315) (315, -206)</td>
</tr>
<tr>
<td>0</td>
<td>2</td>
<td>5</td>
<td>(896, 37) (37, -933) (933, -896)</td>
</tr>
<tr>
<td>0</td>
<td>3</td>
<td>1</td>
<td>(97, 54) (54, -151) (151, -97)</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>(1, 1) (1, -2) (2, -1)</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>1</td>
<td>(7, 4) (4, -11) (11, -7)</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>1</td>
<td>(13, 7) (7, -20) (20, -13)</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>1</td>
<td>(5, 2) (2, -7) (7, -5)</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>0</td>
<td>(4, 1) (1, -5) (5, -4)</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>(10, 1) (1, -11) (11, -10)</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>2</td>
<td>(29, 20) (20, -49) (49, -29)</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>3</td>
<td>(73, 13) (13, -86) (86, -73)</td>
</tr>
<tr>
<td>1</td>
<td>2</td>
<td>0</td>
<td>(4, 7) (7, -11) (11, -4)</td>
</tr>
<tr>
<td>1</td>
<td>2</td>
<td>2</td>
<td>(712, 379) (379, -1091) (1091, -712)</td>
</tr>
</tbody>
</table>
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In Table 1, one line represents a class of six solutions (cf. §1). In the column for ±(x, y) the three possible values for (x, y) with x ≥ 0 are printed.

**APPENDIX**

The following theorem is a corollary to a recent theorem of K. R. Yu (cf. [9]).

**Theorem.** Let α₁, . . . , αₙ (n ≥ 2) be nonzero algebraic numbers, K = Q(α₁, . . . , αₙ), [K : Q] = d, and let p be a rational prime number. As usual, let i satisfy i² = −1, and put ω = (−1 + i√3)/2. Put

\[(D, δ) = \begin{cases} (d, 1) & \text{if } (p > 2 \text{ and } i \in K) \text{ or } (p = 2 \text{ and } ω \in K), \\ (2d, 2) & \text{otherwise.} \end{cases}\]

Let φ be a prime ideal of the ring of integers of K lying above p, and let f_φ be its residue class degree. For α ∈ K, α ≠ 0, we denote by ord_φ(α) the order to which φ divides the fractional ideal (α) generated by α, and we set ord_φ(0) = ∞. Also, for α ≠ 0 we denote by h(α) the absolute logarithmic height of α (see, e.g., [5, §2] or [4, Appendix II]), and we put \[\log α = \log |α| + i \text{Arg } α,\] with −π < Arg α ≤ π. For any j ∈ {1, . . . , n} we put

\[V_j \geq \max \left\{ h(α_j), \frac{|\log α_j|}{2πD}, \frac{f_φ \log p}{d} \right\},\]

and V = \[\max_{1 ≤ j ≤ n} V_j.\] Let b₁, . . . , bₙ ∈ Z, and B = max{|b₁|, . . . , |bₙ|}. If ord_φ(α_j) = 0 for all j = 1, . . . , n and α₁^b₁ · · · αₙ^bₙ ≠ 1, then

\[\text{ord}_p (α₁^b₁ · · · αₙ^bₙ - 1) < C₁ C₂ C₃ (\log B + C₄),\]

where

\[C₁ = \begin{cases} 35009 · (45/2)^n & \text{if } p \equiv 1 \pmod{4}, \\ 30760 · 25^n & \text{if } p \equiv 3 \pmod{4}, \\ 197142 · 36^n & \text{if } p = 2, \end{cases}\]

\[C₂ = (n + 1)^{2n+4} p^{δ_φ(f_φ \log p)} \left( (n+1)D^{n+2}V₁ · · · Vₙ \right),\]

\[C₃ = \begin{cases} \log(2^{11}(n + 1)^2D^2V) & \text{if } p > 2, \\ \log(3 · 2^{10}(n + 1)^2D^2V) & \text{if } p = 2, \end{cases}\]

\[C₄ = 2 \log D.\]

We can apply this theorem to the right-hand side of (8) as follows. Suppose that n₁ ≥ 1. Then

\[\text{ord}_{p₁,₁}((-1)^{a₁} x^{n₁} γ^{n₁} a^{a₁} + 1) = 0,\]
and consequently
\[ n_1 = \text{ord}_{p,7}(\xi^{2n_1}, \chi_h^{2n_2}, \theta^{2d_1}, \eta^{2d_2} - 1). \]

Analogously, we can do this with (9). Then we may apply the theorem with 
\[ B = 2H, \quad D = 6, \quad \delta = 2, \quad \text{and} \quad n = 4. \]
Thus, upper bounds for \( n_1 \) and \( n_2 \) can easily be found by means of this theorem as follows:
\[ \frac{f_p \log p}{d} < \begin{cases} 0.944405 & \text{if } p = 17, \\ 0.981480 & \text{if } p = 19, \end{cases} \]

\[ h(\xi) < 1.410173, \quad \frac{|\log \xi|}{2\pi D} < 0.0371, \quad \text{hence } V_\xi = 1.410173, \]
\[ h(\chi) < 1.381873, \quad \frac{|\log \chi|}{2\pi D} < 0.032, \quad \text{hence } V_\chi = 1.381873, \]
\[ h(\theta) < 0.352526, \quad \frac{|\log \theta|}{2\pi D} < 0.088, \quad \text{hence } V_\theta = \begin{cases} 0.944405 & \text{if } p = 17, \\ 0.981480 & \text{if } p = 19, \end{cases} \]
\[ h(\eta) < 0.352526, \quad \frac{|\log \eta|}{2\pi D} < 0.085, \quad \text{hence } V_\eta = \begin{cases} 0.944405 & \text{if } p = 17, \\ 0.981480 & \text{if } p = 19. \end{cases} \]

Here, of course, \( V_{\alpha_i} \) stands for \( V_i \). From these values we computed
\[ C_1 = \begin{cases} 8.972424 \cdot 10^9 & \text{if } p = 17, \\ 1.2015625 \cdot 10^{10} & \text{if } p = 19, \end{cases} \quad C_2 = \begin{cases} 3.134053 \cdot 10^{13} & \text{if } p = 17, \\ 3.487752 \cdot 10^{13} & \text{if } p = 19, \end{cases} \]
\[ C_3 = 14.77073, \quad C_4 = 2\log 6. \]

It follows that we can take for \( c_{13} \) and \( c_{14} \) (cf. (10)):
\[ c_{13} = 6.190047 \cdot 10^{24} > C_1 C_2 C_3, \quad c_{14} = 4.28 > 2\log 6 + \log 2. \]

Note that (10) is true also for \( N = 0 \).

Addendum. After we had completed the present work, the following important papers appeared:


Kunrui Yu, Linear forms in \( p \)-adic logarithms. II, Compositio Math. 74 (1990), 15–113 (this is the paper announced in [9]).

The results included in these papers improve on the results for \( c_7 \) and \( c_{13} \), respectively, and thus would have given an upper bound for \( H \) that is considerably better than (19), although it still would have been very large. This would not have implied anything for our method, but it would have considerably reduced the computation time.
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