POWER SERIES EXPANSIONS
OF RIEMANN'S $\zeta$ FUNCTION

J. B. KEIPER

Abstract. We show how high-precision values of the coefficients of power series expansions of functions related to Riemann's $\zeta$ function may be calculated. We also show how the Stieltjes constants can be evaluated using this scheme and how the Riemann hypothesis can be expressed in terms of the behavior of two of the sequences of coefficients. High-precision values for the coefficients of these power series are found using Mathematica™.

1. Introduction

The functional equation for the $\zeta$ function is normally expressed [3, p. 16] as

$$\xi(s) = \xi(1 - s),$$

where

$$\xi(s) = \frac{s}{2} (s - 1) \pi^{-s/2} \Gamma\left(\frac{s}{2}\right) \zeta(s).$$

It is this function $\xi$ and related functions which we will examine via power series expansions.

Riemann showed [5] that

$$2\xi(s) = 1 + \int_{1}^{\infty} \left( \sum_{n=1}^{\infty} e^{-n^2 \pi t} \right) \frac{s(s - 1)}{t} \left( t^{(1-s)/2} + t^{s/2} \right) dt$$

and suggested that $\xi$ can be expanded as a power series in $(s - 1/2)^2$ "which converges very rapidly." We will instead look at the power series expansion about the point $s = 1$.

In addition to $\xi(s)$ we also look at the expansions of $\xi'(s)/\xi(s)$, $\xi'(1/s)/\xi(1/s)$, and $\log\xi(1/s)$. Note that the zeros of $\xi$, i.e., the nontrivial zeros of $\zeta$, are singularities of the functions $\log\xi(s)$ and $\xi'(s)/\xi(s)$ and that the mapping $s \mapsto 1/s$ maps the critical line to the circle of radius 1 centered at $s = 1$. Thus, the Riemann hypothesis can be expressed in terms of the growth of the coefficients of the power series expansion of $\xi'(1/s)/\xi(1/s)$ or of...
log ζ(1/s): the Riemann hypothesis is equivalent to the radius of convergence being 1.

2. Power series expansion of ζ(s) about s = 1

To find the power series coefficients of ζ(s), we examine the derivatives of ζ(s) at s = 1. In particular, if we let

\[ 2ζ(s) = \sum_{j=0}^{\infty} \alpha_j (s - 1)^j, \]

then by induction on (3), we get

\[ \alpha_0 = 1 \quad \text{and} \quad \alpha_j = \beta_{j-2} + \beta_{j-1} \quad \text{for} \ j \geq 1, \]

where

\[ \beta_{-1} = 0, \quad \beta_0 = 1 + \frac{\gamma}{2} - \log(2\sqrt{\pi}), \]

and

\[ \beta_j = \frac{1}{j!} \int_1^{\infty} \left( \sum_{n=1}^{\infty} e^{-n^2\pi t} \right) \frac{(\log \sqrt{t})^j}{t} (\sqrt{t} + (-1)^j) \, dt \quad \text{for} \ j \geq 1. \]

3. Power series expansion of ζ'(s)/ζ(s)

We also wish to get the values of \( \sigma_{k+1} \), where

\[ \frac{ζ'(s)}{ζ(s)} = \sum_{k=0}^{\infty} \sigma_{k+1}(1 - s)^k. \]

(The reason for the factor of (-1)^k and the subscript of k + 1 will become apparent below.) To find the values of \( \sigma_{k+1} \), we can multiply the power series expansion of 2ζ'(s) by that of \( 1/(2ζ(s)) \). We note that the power series expansion of \( 1/(2ζ(s)) \) is given by

\[ \frac{1}{2ζ(s)} = \sum_{n=0}^{\infty} a_n (s - 1)^n, \]

where

\[ a_0 = 1 \quad \text{and} \quad a_n = -\sum_{j=1}^{n} \alpha_j a_{n-j}, \]

as can be seen by examining the product of the expansions of 2ζ(s) and \( 1/(2ζ(s)) \).

For small values of \( k \) this method of computing the coefficients \( \sigma_{k+1} \) works well. However, the cost of computing each coefficient increases linearly with the index. Because, as we shall see below, there is another method whose cost per term does not increase at all, we only use this method for small \( k \). There is also an issue of numerical ill-conditioning in the calculation of the \( \sigma_{k+1} \) from the \( \beta_j \). However, this ill-conditioning is not nearly so bad as that of Lehmer's method, which loses nearly 0.85 digits per coefficient [4, equation (12)].
We use a different approach for large $k$. From the well-known product over all nontrivial zeros of the $\zeta$ function [3, p. 20],

$$\xi(s) = \frac{1}{2} \prod_{\rho} \left( 1 - \frac{s}{\rho} \right),$$

we get

$$\log \xi(s) = -\log 2 + \sum_{\rho} \log \left( \frac{\rho - 1}{\rho} \right) + \sum_{\rho} \log \left( 1 - \frac{s - 1}{\rho - 1} \right)$$

$$= -\log 2 + \sum_{\rho} \log \left( 1 - \frac{1}{\rho} \right) - \sum_{k=1}^{\infty} \frac{1}{k} \left( \sum_{\rho} \left( \frac{s - 1}{\rho - 1} \right)^k \right).$$

Note that at $s = 1$ we get the identity $\sum_{\rho} \log(1 - 1/\rho) = 0$ since $\xi(1) = 1/2$.

Differentiating (13), we get

$$\frac{\xi'(s)}{\xi(s)} = \sum_{k=1}^{\infty} \left[ \sum_{\rho} \frac{1}{(1 - \rho)^k} \right] (1 - s)^k,$$

and we see that

$$\sigma_k = \sum_{\rho} \frac{1}{(1 - \rho)^k} = \sum_{\rho} \frac{1}{\rho^k}.$$

Note that the functional equation for $\xi$ applied to (13) at $s = 1$ yields

$$\sum_{k=1}^{\infty} \frac{1}{k} \sigma_k = 0,$$

and applied to (14) at $s = 1$ yields

$$\sigma_1 = -\sum_{k=1}^{\infty} \sigma_k.$$

In general, the functional equation applied to the $j$th derivative of (14) yields

$$\sigma_{j+1} = (-1)^{j+1} \sum_{k=1}^{\infty} \binom{k - 1}{j} \sigma_k.$$

We can use these identities as consistency checks on the values of $\sigma_k$.

For $k$ large, the sum of the $-k$ powers of the nontrivial zeros of the zeta function is rapidly convergent. For $k$ small we must get the values of $\sigma_k$ from the values of $\alpha_j$.

4. Power series expansions of related functions

To get the power series expansions for

$$\frac{\xi'(1/s)}{\xi(1/s)} = \sum_{k=0}^{\infty} \tau_k (1 - s)^k,$$

and

$$\log(2\xi(1/s)) = \sum_{k=0}^{\infty} \lambda_k (1 - s)^k,$$
we need the following: if

\( f(z) = \sum_{n=0}^{\infty} a_n (z - 1)^n, \)

then

\( f \left( \frac{1}{z} \right) = a_0 + \sum_{m=1}^{\infty} \left[ \sum_{n=1}^{m} \binom{m-1}{n-1} a_n \right] (1 - z)^m, \)

which can be seen from the fact that

\( \left( \frac{1}{z} - 1 \right)^n = \frac{(1 - z)^n}{[1 - (1 - z)]^n} = (1 - z)^n \left[ \sum_{k=0}^{\infty} (1 - z)^k \right]^n \)

and collecting like powers of \( (1 - z) \). Using this, we get the following expressions for the coefficients:

\( \tau_0 = \sigma_1, \)

\( \tau_k = \sum_{j=1}^{k} \binom{k-1}{j-1} (-1)^j \sigma_{j+1} \quad \text{for } k \geq 1, \)

\( \lambda_0 = 0, \)

\( \lambda_k = \sum_{j=1}^{k} \frac{(-1)^{j-1}}{j} \binom{k-1}{j-1} \sigma_j \quad \text{for } k \geq 1. \)

As with \( \sigma_k \), further identities can be derived, which can be used for checking consistency. In particular, substituting (18) into the expressions for \( \tau_k \) and \( \lambda_k \), we get

\( \tau_k = -\sum_{j=2}^{\infty} \binom{j+k-2}{k} \sigma_j, \)

\( \lambda_k = -\frac{1}{k} \sum_{j=1}^{\infty} \binom{j+k-1}{k-1} \sigma_j. \)

5. FURTHER OBSERVATIONS

From (28) we see that

\( \tau_{m-1} = -\sum_{j=m}^{\infty} \binom{j-1}{m-1} \sigma_{j-m+2} \)

\( = -\sum_{j=m}^{\infty} \left[ \sum_{j=m}^{\infty} \binom{j-1}{m-1} \rho^{-j} \right] \rho^{m-2} \)

\( = -\sum_{j=m}^{\infty} \left( \frac{\rho}{\rho - 1} \right)^m \rho^{m-2}. \)
Likewise, from (29), $\lambda_k$ can be expressed in terms of a sum over $\rho$, namely

$$
\lambda_m = \frac{1}{m} \sum_{\rho} \left[ 1 - \left( \frac{\rho}{\rho - 1} \right)^m \right].
$$

In fact, $\tau_m$ is just the second central difference of $m\lambda_m$:

$$
\tau_m = (m + 1)\lambda_{m+1} - 2m\lambda_m + (m - 1)\lambda_{m-1}.
$$

From (33) it is clear that the Riemann hypothesis implies that the values of $|\tau_k|$ are bounded by

$$
\sum_{\rho} |\rho|^{-2} = 0.04619141793224206762862\ldots.
$$

Conversely, if the $|\tau_k|$ are bounded, then by (19) the Riemann hypothesis must be true. It is also clear that the failure of the Riemann hypothesis (if such is the case) would be rather difficult to observe in the growth of the numerical values of the coefficients $\tau_k$, since $k$ would have to be extremely large before a (large) $\rho$ which is off the critical line would yield $|\rho/(\rho - 1)|^k$ large.

Likewise, from (34) it is clear that the Riemann hypothesis implies that $\lambda_m > 0$ for all positive $m$. In fact, if we assume the Riemann hypothesis, and further that the zeros are very evenly distributed, we can show that

$$
\lambda_m \approx \frac{\log m}{2} - \frac{\log(2\pi) + 1 - \gamma}{2}.
$$

This comes from the fact [3, p. 132] that the number of zeros $\rho$ in the critical strip with $0 < \text{Im}\rho < T$ is

$$
N(T) \sim \frac{T}{2\pi} \log \frac{T}{2\pi} - \frac{T}{2\pi}
$$
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and (34). Note that this asymptotic conjecture is much stronger than the Riemann hypothesis. Even the coefficient of the log \( m \) (not to mention the constant term) could be altered by a slight preference of the zeros to cluster at, or avoid, the points \( 1/2 + 2i \tan((2k + 1)\pi/(2m)) \). This approximation to \( \lambda_m \) agrees rather well with the observed behavior of these numbers (cf. Figure 1).

6. Stieltjes constants

The Stieltjes constants are the numbers \( \gamma_n \) in the Laurent expansion

\[
\zeta(s) = \frac{1}{s-1} + \sum_{n=0}^{\infty} (-1)^n \frac{\gamma_n}{n!} (s-1)^n.
\]

In this section we show how the coefficients \( \sigma_j \) can be used efficiently to evaluate the Stieltjes constants.

Taking the logarithm of both sides of (2), we see that

\[
\log(s - 1) \zeta(s) = \log 2\zeta(s) + \frac{1}{2} \log \pi - \frac{1-s}{2} \log \pi - \log \left[ s\Gamma \left( \frac{s}{2} \right) \right].
\]

Employing equation 6.1.33 (p. 256) of [1] with \( 1 + z = s/2 \), we find that

\[
\log \left[ s\Gamma \left( \frac{s}{2} \right) \right] = \left( \log 2 + \frac{\gamma - 1}{2} \right) + \frac{\gamma - 1}{2} (1-s)
\]

\[
+ \sum_{n=2}^{\infty} \frac{\zeta(n) - 1}{n2^n} [1 + (1-s)]^n.
\]

Substituting this into (40), we get that

\[
\log(s - 1) \zeta(s) = \log 2\zeta(s) + \left[ \frac{1}{2} \log \pi - \log 2 + \frac{1-\gamma}{2} - \sum_{n=2}^{\infty} \frac{\zeta(n) - 1}{n2^n} \right]
\]

\[
- \left[ \frac{1}{2} \log \pi + \frac{\gamma - 1}{2} + \sum_{n=2}^{\infty} \frac{\zeta(n) - 1}{2^n} \right] (1-s)
\]

\[
- \sum_{j=2}^{\infty} \frac{1}{j} \left[ \sum_{n=j}^{\infty} \left( \frac{n-1}{j-1} \right) \sum_{k=2}^{\infty} \frac{1}{(2k)^n} \right] (1-s)^{j-1}.
\]

Now we know that

\[
\log(s - 1) \zeta(s) = \gamma(s - 1) + \cdots
\]

and that

\[
\log 2\zeta(s) = -\sum_{j=1}^{\infty} \frac{1}{j} \sigma_j (1-s)^{j}.
\]

Hence, to get the coefficients of the constant and linear terms to be correct, we must have that

\[
\sum_{n=2}^{\infty} \frac{\zeta(n) - 1}{n2^n} = \frac{1-\gamma}{2} + \log \frac{\sqrt{\pi}}{2}
\]

and

\[
\sum_{n=2}^{\infty} \frac{\zeta(n) - 1}{2^n} = \log 2 - \frac{1}{2}.
\]
Furthermore, since for large $x$

$$
\sum_{n=j}^{\infty} \binom{n-1}{j-1} x^{-n} = (x - 1)^{-j},
$$

we get that (42) simplifies to

$$
(46) \quad \log(s - 1)\zeta(s) = \gamma(s - 1) - \sum_{j=2}^{\infty} \frac{1}{j} \left[ \sigma_j + \sum_{k=2}^{\infty} \frac{(2k - 1)^{-j}}{} \right] (1 - s)^j.
$$

By taking the exponential of this series we get that $\gamma_0 = \gamma$ and

$$
\gamma_k = \frac{1}{k+1} \left( \sigma_{k+1} + \frac{\zeta(k + 1, 3/2)}{2k+1} - \gamma \frac{\gamma_{k-1}}{(k-1)!} \right.
$$

$$
\left. - \sum_{j=1}^{k-1} \frac{\gamma_{j-1}}{(j-1)!} \left[ \sigma_{k+1-j} + \frac{\zeta(k - j + 1, 3/2)}{2k+1-j} \right] \right).
$$

(47)

It should be noted that we could also map $s$ to $1/s$ in (46) and get the series expansion of $\log(1/s - 1)\zeta(1/s)$ about $s = 1$. If we do this, we find that the behavior of these coefficients is very similar to the behavior of the $\lambda_m$. In particular, we empirically find that these coefficients are approximated by $\lambda_m - (0.75 - 0.134/m)/m$. Since the evaluation of these coefficients is much more ill-conditioned than that of the $\lambda_m$, and the results are so similar, we do not pursue this further.

We note here that the values we found for the Stieltjes constants are not consistent with those presented in Table 2 of [2]. In particular, the number of correct digits presented there decreases linearly from about ten for $\gamma_{36}$ to about three for $\gamma_{50}$. The value for $\gamma_{55}$ is correct to ten digits, however. (It is clear that the error is not in our values, since we can use (39) to evaluate $\zeta(30)$ with an absolute error of less than $10^{-26}$ while the term involving $\gamma_{50}$ has magnitude greater than $10^{10}$.)

7. Practical considerations

The computations associated with this paper were performed over a period of several months using Mathematica™ on a Sun SPARC-station 1. (A few of the results are presented in the appendix. More complete results are available by e-mail from the author.) With careful coding these computations can probably be extended by at least an order of magnitude, more on a more powerful computer. Here we discuss some of the practical considerations in such computations.

A major difficulty is the evaluation of $\beta_j$ using (7). In fact there are two things that can be done here to make the computation efficient. First the theta function $\sum_{n=1}^{\infty} e^{-n^2 \pi t}$ can be evaluated for any $t$ with a single evaluation of the exponential function and relatively few multiplications. The sum converges rapidly and we include only the significant initial terms. The terms $c_n$ in the sum are evaluated as follows:

1. Let $c_1 = e^{-\pi t}$, $a = c_1^2$, and $b_1 = ac_1$.
2. Let $c_{n+1} = c_nb_n$ and $b_{n+1} = b_na$.

This algorithm is based on the fact that the differences of successive square integers are the successive odd integers.
The other thing that can be done to make (7) efficient is to use a double-
exponential quadrature routine. In particular, by reparametrizing the integral
with $t = 1 + e^T$ and using the trapezoid rule with sufficiently small stepsize (i.e.,
progressively halving the stepsize until the estimated error is sufficiently small),
the error converges to 0 faster than any power of the stepsize. Since we have
(17) and (18), we can check for consistency in the values of $\alpha_k$ and do not need
to go to great lengths to estimate the error incurred in the quadrature routine.

Another point to be aware of is that, as mentioned in §3, only the first several
hundred values of $\alpha_k$ can be efficiently calculated by dividing the series expan-
sion of $£'(5)$ by the series expansion of $£(5)$; for larger values of $k$, $\alpha_k$ is best
evaluated by directly summing inverse powers of the zeros of the $\zeta$ function.

Finally, for very extensive calculations, $X_k$ calculated using (27) suffers from
ill-conditioning. Since $X_k$ can also be calculated using (34), we can combine
these two formulae and express $X_k$ using (34), where only the first several hun-
dred zeros are included, and (27), where the first several hundred zeros are not
included in the $\sigma_j$. In particular,

$$m_{\lambda m} = \sum_{i=1}^{N} \left[ 1 - \left( \frac{\rho_i}{\rho_i - 1} \right)^m \right] - \sum_{j=1}^{m} (-1)^{j} \left( \frac{m}{j} \right) \sigma_j, N,$$

where

$$\sigma_j, N = \sigma_j - \sum_{i=1}^{N} \rho_i^{-j} = \sum_{i=1}^{N+1} \rho_i^{-j}.$$

This splitting was not used in the calculations presented in the appendix.

APPENDIX
POWER SERIES EXPANSIONS OF RIEMANN'S $\zeta$ FUNCTION

\[ \sum_{k=1}^{1000} \gamma_k \]

<table>
<thead>
<tr>
<th>$k$</th>
<th>$\gamma_k$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$+2.020570896666210303810340270496052921592217520570552353920722127913546747257929804$</td>
</tr>
<tr>
<td>2</td>
<td>$-4.615413729540027757099037970355032061706206324419903484844535808042672696659547031$</td>
</tr>
<tr>
<td>3</td>
<td>$-1.11528321452010922726682831945874439614092896816707273452672912120006262402268304$</td>
</tr>
<tr>
<td>4</td>
<td>$+7.3672722126180315026713703060051132592359235002065624024325666303781571519891622440$</td>
</tr>
<tr>
<td>5</td>
<td>$-1.569335557627035801093913134532244693135275678692493073439978389672543354375984$</td>
</tr>
<tr>
<td>6</td>
<td>$-2.8134616938676261606715640476123767589726420790955720267200060576161134983802028$</td>
</tr>
<tr>
<td>7</td>
<td>$-5.47191494707211162629589888829067500035335996890420430363024244147050595796250$</td>
</tr>
<tr>
<td>8</td>
<td>$+2.686881090576070190254573598139303292111145778642930697333949223265020320798305$</td>
</tr>
<tr>
<td>9</td>
<td>$+8.274371550558889343396878061404036254927829641239316344242762729120964252747631645$</td>
</tr>
<tr>
<td>10</td>
<td>$-5.9977148471118745948920268979139435772526216047544413570098701851241127703763514117$</td>
</tr>
<tr>
<td>11</td>
<td>$+4.82339326926279284173063922112650274714977074927574926829285355665717386555576392$</td>
</tr>
<tr>
<td>12</td>
<td>$+1.1617915797949809155159710366579985315336040727451525655984950999231702385550785$</td>
</tr>
<tr>
<td>13</td>
<td>$+1.62355973191204601371992702420270566506936968789967681589052949986171908173399207$</td>
</tr>
<tr>
<td>14</td>
<td>$+1.0877259887575986511369421187120714667264958705043782173799701960651047261921174872$</td>
</tr>
<tr>
<td>15</td>
<td>$-7.75199743950846751159269618293675133724456494447477626280361990963363646302244850$</td>
</tr>
</tbody>
</table>
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