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ABSTRACT. The purpose of this paper is twofold. The first is to describe some simple and robust iterative schemes for nonsymmetric and indefinite elliptic boundary value problems. The schemes are based in the Sobolev space $H^1(\Omega)$ and require minimal hypotheses. The second is to develop algorithms utilizing a coarse-grid approximation. This leads to iteration matrices whose eigenvalues lie in the right half of the complex plane. In fact, for symmetric indefinite problems, the iteration is reduced to a well-conditioned symmetric positive definite system which can be solved by conjugate gradient iteration. Applications of the general theory as well as numerical examples are given.

1. Introduction

In the first part of this paper, we shall describe methods based on the normal equations with respect to the Sobolev space $H^1(\Omega)$. Methods of this kind have been suggested in [10, 2]. In [2], a theorem providing bounds for iterative convergence rate was given. Here, we give a somewhat more general version of the above-mentioned result and elaborate on its applicability and implementation. These methods are particularly robust in that preconditioners can often be developed from problems with different boundary conditions, and only limited regularity is required on the solutions of the underlying partial differential equation.

In contrast, iterative schemes for nonsymmetric and indefinite systems have been studied which are based on the normal equations in discrete $L^2$. The analysis of the resulting iterative schemes seems to require full elliptic regularity. In addition, rapid convergence of the $L^2$-based algorithms requires more stringent restrictions on the boundary conditions of the problem from which the preconditioner is derived [15].

The $H^1(\Omega)$-based schemes which we shall describe are simple to analyze and robust. Alternative schemes based on generalizations of conjugate gradient and conjugate residual methods have been proposed (cf. [10]). Theoretically, none
of the generalized schemes can be shown to be asymptotically faster than the $H^1(\Omega)$ normal equation method which we shall describe. Extensive comparisons of these methods have been made [10]. These experiments suggest that the methods exhibit similar performance when they converge. However, the generalized approaches may fail to converge in certain applications.

In the second part of this paper, we introduce a technique for reducing certain indefinite or nonsymmetric problems to ones whose spectrum is contained in the right half of the complex plane. We then show how this may be utilized to define an easily computable iterative procedure for solving the resulting reduced problem. In the symmetric indefinite case, the reduced problem is symmetric positive definite and hence, for example, the conjugate gradient method may be applied. In the nonsymmetric case, the reduced problem may be solved using, for example, the GMRES algorithm (cf. [18]).

We shall develop the iterative schemes in an abstract way. To do this, we assume that we are given a Hilbert space $\mathcal{S}$ with norm and inner product respectively denoted by $\| \cdot \|_H$ and $A(\cdot, \cdot)$. The space $\mathcal{S}$ is compactly and densely contained in a larger space $L^2$ with norm and inner product denoted by $\| \cdot \|$ and $(\cdot, \cdot)$. We shall be interested in approximating the solution $u \in \mathcal{S}$ of the problem

$$
(1.1) \quad A(u, \theta) = (f, \theta) \quad \text{for all } \theta \in \mathcal{S},
$$

for a given function $f$. The quadratic form $A$ may be nonsymmetric or indefinite, but is assumed to be bounded in the norm on $\mathcal{S}$.

We shall describe the iterative schemes applied to a family of approximations to (1.1). To this end, we assume that we are given finite-dimensional approximation spaces $\mathcal{S}_h \subset \mathcal{S}$ indexed by $h \in (0, 1]$. The parameter $h$ corresponds roughly to an approximation grid size, and problems with larger $h$ have fewer unknowns. The approximation $u_h \in \mathcal{S}_h$ is defined to be the Galerkin projection, i.e.,

$$
(1.2) \quad A(u_h, \phi) = (f, \phi) \quad \text{for all } \phi \in \mathcal{S}_h.
$$

We shall always assume that (1.1) and (1.2) are uniquely solvable. In applications, this is often the case with only minor restriction on the size of $h$, e.g., $h \leq h_0$ for a fixed constant $h_0$. We shall develop various preconditioned iterative schemes for computing the solution of (1.2) in the remainder of the paper.

In §2, we describe the preconditioned iterative schemes based in $H^1$ for (1.2). These schemes have appeared in the earlier literature [2, 10]. We give a simple theorem which provides bounds for their convergence.

In §3, we describe iterative schemes in a reduced subspace utilizing a coarse-grid approximation. Alternative ways of using a coarse-grid approximation in these types of problems have appeared, for example, in [7, 8, 20] as well as in the multigrid literature (see [6, 16] and the extended bibliography in [16]). Our approach is unique in that it leads to a problem with lesser rank and, in some applications, a well-conditioned symmetric positive definite system.

We present applications in §4. There, we consider second-order equations with first- and zeroth-order terms as well as oblique derivative boundary conditions. Finally, the results of numerical experiments illustrating the convergence of the proposed iterative schemes are given in §5.
2. A GENERAL ITERATIVE METHOD WITH PRECONDITIONER BASED IN $H^1$

In this section, we provide iterative schemes for (1.2). These schemes will be defined in terms of a symmetric positive definite quadratic form $B_h$ on $\mathcal{S}_h \times \mathcal{S}_h$. We suppose that there are constants $C_0$ and $C_1$ satisfying

$$\tag{2.1} C_0 A(\phi, \phi) \leq B_h(\phi, \phi) \leq C_1 A(\phi, \phi) \quad \text{for all } \phi \in \mathcal{S}_h.$$ 

The form $B_h$ will provide the preconditioner for $A$. For the subsequently described iterative methods to be effective, the ratio $C_1/C_0$ should remain relatively small, even as $h$ becomes small.

To describe the iterative methods, we first consider the usual computational representation of the finite element problem (1.2). This realization of (1.2) assumes a given basis $\{\phi^i_h\}_{i=1}^{n_h}$ for $\mathcal{S}_h$. The solution $u_h$ of (1.2) is expanded in this basis as

$$u_h = \sum_{i=1}^{n_h} U^i_h \phi^i_h.$$ 

The unknown coefficient vector $U_h$ satisfies the matrix equation

$$\tag{2.2} A_h U_h = F_h,$$ 

where $A_h$ is the "stiffness matrix" with entries $(A_h)_{ij} = A(\phi^i_h, \phi^j_h)$ and $F_h$ is the vector with entries $(F_h)_i = (f, \phi^i_h)$. The preconditioning matrix $(B_h)_{ij} = B_h(\phi^i_h, \phi^j_h)$ is analogously defined. Finally, the preconditioner $M_h$ is defined to be the inverse of $B_h$.

The iterative schemes are based on the following simple observation. The solution $U_h$ of (2.2) satisfies

$$\tag{2.3} U_h = M_h A_h U_h = M_h A_h F_h,$$ 

where $A_h^T$ is the transpose of $A_h$. The matrix $A = M_h A_h^T M_h A_h$ is symmetric on $\mathbb{R}^{n_h}$ equipped with the inner product

$$\tag{2.4} [V, W]_h = V^T B_h W.$$ 

It is immediate that

$$\tag{2.5} [A V, W]_h = (A_h V)^T M_h (A_h W) = [V, A W]_h.$$ 

Inequality (2.1) and the solvability of (1.2) imply that $A$ is positive definite with respect to this inner product. The preconditioned $H^1$-based iterative scheme for solving (2.2) is nothing more than the conjugate gradient method applied to (2.3) in the inner product (2.4). This leads to the following algorithm.

**Algorithm 2.1.**

1. Let an initial approximation $V_0$ to $U_h$ be given (e.g., $V_0 = 0$).
2. Set $R_0 = A_h^T M_h (F_h - A_h V_0)$ and $P_0 = M_h R_0$. 
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(3) For \( i \geq 0 \) define:

\[
\alpha_i = \frac{R_i P_i}{(A_h P_i)^\dagger M_h (A_h P_i)},
\]

\[
V_{i+1} = V_i + \alpha_i P_i,
\]

\[
R_{i+1} = R_i - \alpha_i A_h M_h A_h P_i,
\]

\[
\beta_i = \frac{(M_h R_{i+1})^\dagger A_h^\dagger M_h A_h P_i}{(A_h P_i)^\dagger M_h (A_h P_i)},
\]

\[
P_{i+1} = M_h R_{i+1} - \beta_i P_i.
\]

**Remark 2.1.** Note that the inner product (2.4) does not appear in the above algorithm. Thus, it is possible to use a preconditioner \( M_h \) without explicitly knowing the corresponding form \( B_h(\cdot, \cdot) \) as long as an algorithm for computing the action of \( M_h \) is available. In addition, the above algorithm can be programmed so that exactly two evaluations of \( M_h \) and one evaluation of \( A_h \) and \( A_h^\dagger \) are required per iterative step.

**Remark 2.2.** The above algorithm is not new. Equivalent versions have appeared in the literature (e.g., Algorithm II of [2] and Algorithm 9.3 of [10]).

To bound the rate of convergence of the above conjugate gradient algorithm [17], it suffices to estimate constants satisfying inequalities of the form

\[
C_2[V, V]_h \leq [\omega V, V]_h \leq C_3[V, V]_h,
\]

for all vectors \( V \in R^n_h \). In fact, it is well known that \( i \) steps of the above algorithm reduces the initial error by a factor which is less than or equal to

\[
\rho_i = 2 \left( \frac{\sqrt{C_3} - \sqrt{C_2}}{\sqrt{C_3} + \sqrt{C_2}} \right)^i
\]

in the norm corresponding to (2.4).

For the purposes of analysis, it is more convenient to deal with operators defined on subspaces of \( \mathcal{S} \). We start with the case where \( B_h(\cdot, \cdot) = A(\cdot, \cdot) \). Let \( V \) and \( W \) be vectors in \( R^n_h \), and set

\[
v = \sum_{i=1}^{n_h} V_i \phi^i_h \quad \text{and} \quad w = \sum_{i=1}^{n_h} W_i \phi^i_h.
\]

Note that \( \widetilde{M}_h \tilde{A} \) provides a matrix representation of an operator on the subspace \( \mathcal{S}_h \). Indeed, if \( W = \widetilde{M}_h \tilde{A} V \), then

\[
\tilde{A}(w, \phi) = A(v, \phi) \quad \text{for all} \ \phi \in \mathcal{S}_h.
\]

We note, in addition, that \( [V, W]_h = \tilde{A}(v, w) \).

Let \( w \in \mathcal{S}_h \) solve (2.8). We can write \( w = R_h v \), where \( R_h : \mathcal{S} \to \mathcal{S}_h \) is defined by \( R_h v = \chi \) with \( \chi \) the unique function in \( \mathcal{S}_h \) satisfying

\[
\tilde{A}(\chi, \phi) = A(v, \phi) \quad \text{for all} \ \phi \in \mathcal{S}_h.
\]

Note that \( R_h = \tilde{A}^{-1}_h A_h \), where \( A_h : \mathcal{S}_h \to \mathcal{S}_h \) is defined by

\[
(A_h v, \theta) = A(v, \theta) \quad \text{for all} \ \theta \in \mathcal{S}_h.
\]
and \( \hat{A}_h \) is defined analogously. It immediately follows that

\[
[s/V, V]_h = \hat{A}(R_h v, R_h v).
\]

Thus, (2.6) can be rewritten as

\[
C_2\|v\|_{H^1}^2 \leq \|R_h v\|_{H^1}^2 \leq C_3\|v\|_{H^1}^2 \quad \text{for all } v \in \mathcal{S}_h.
\]

Of course, (2.6) is not the same as (2.10) when \( B_h(\cdot, \cdot) \neq \hat{A}(\cdot, \cdot) \). In that case, (2.1) and (2.10) can be combined to show that

\[
C_2C_1^{-2}\|V, V\|_h \leq [s/V, V]_h \leq C_3C_0^{-2}\|V, V\|_h.
\]

Thus, in either case, estimates for the rate of convergence of the above conjugate gradient algorithm will follow from estimates of the form of (2.10) provided that \( B_h \) is a good preconditioner for \( \hat{A} \) on \( \mathcal{S}_h \).

Remark 2.3. As we have seen above, in the case when \( B_h(\cdot, \cdot) = \hat{A}(\cdot, \cdot) \), \( M_hA_h \) is a matrix representation of the operator \( R_h \). Similarly, \( M_hA_h^T \) is a matrix representation of the adjoint of the operator \( R_h \) with respect to the inner product \( \hat{A}(\cdot, \cdot) \). Thus, the reformulation (2.3) is developed by first preconditioning the system (i.e., applying \( \hat{M}_h \)) and subsequently multiplying by the \( \hat{A}(\cdot, \cdot) \) adjoint of the preconditioned system. In many applications, \( \hat{A}(\cdot, \cdot) \) corresponds to the inner product in \( \mathcal{H}^1(\Omega) \).

Let the operator \( R: \mathcal{S} \mapsto \mathcal{S} \) be defined by \( Rv = \chi \), where \( \chi \) is the unique function in \( \mathcal{S} \) satisfying

\[
\hat{A}(\chi, \theta) = A(v, \theta) \quad \text{for all } \theta \in \mathcal{S}.
\]

The following theorem provides some hypotheses for proving the lower estimate in (2.10). Note that the upper estimate follows immediately from the boundedness assumption on the form \( A(\cdot, \cdot) \). For the purposes of this theorem and elsewhere in the remainder of this paper, the character \( C \) will be used to denote a generic positive constant which may assume different values in different places. The constant \( C \) will always be independent of the mesh parameter \( h \).

**Theorem 2.1.** Let \( R_h \) and \( R \) be defined respectively by (2.9) and (2.12). Assume that the following estimates hold:

\[
\|\theta\|_{H^1} \leq C\{\|R_h \theta\|_{H^1} + \|\theta\|\} \quad \text{for all } \theta \in \mathcal{S}_h;
\]

there exists a fixed positive number \( \gamma \) with

\[
\|(R - R_h) \theta\| \leq \gamma \|\theta\|_{H^1} \quad \text{for all } \theta \in \mathcal{S};
\]

for any \( \varepsilon > 0 \) there exists a constant \( C_\varepsilon \) such that

\[
\|\theta\| \leq C_\varepsilon \|R \theta\| + \varepsilon \|\theta\|_{H^1} \quad \text{for all } \theta \in \mathcal{S}.
\]

Then there exists a constant \( h_0 > 0 \) such that for \( h \leq h_0 \),

\[
\|\theta\|_{H^1} \leq C\|R_h \theta\|_{H^1} \quad \text{for all } \theta \in \mathcal{S}_h.
\]
This theorem was essentially given in [2]. Its proof is obvious. Applications of the theorem are given in detail in §4.

3. A COARSE-GRID REDUCTION TECHNIQUE

We develop a method which utilizes a "coarse-grid solve" in this section. This results in a system with a reduced number of unknowns which is either positive definite in the case when $A$ is symmetric indefinite, or has a positive symmetric part in the general case.

To describe this technique, we assume that along with our approximation space $\mathcal{S}_h$, we are given a "coarser" subspace $\mathcal{S}_H \subset \mathcal{S}_h$ with mesh parameter $H > h$. We are interested in solving (1.2).

The algorithm is developed in terms of the projector $P_H : \mathcal{S} \mapsto \mathcal{S}_H$ which is defined by $P_H w = w$, where $w \in \mathcal{S}_H$ is the solution of

\begin{equation}
A(w, \phi) = A(v, \phi) \quad \text{for all } \phi \in \mathcal{S}_H.
\end{equation}

Subsequently, we shall impose sufficient conditions such that the solvability of (3.1) is guaranteed provided that $H$ is sufficiently small. Throughout this development, we shall assume that the solution of the coarse-grid problems (e.g., (3.1)) is relatively inexpensive. We then write the solution of (1.2) as

\begin{equation}
u_h = P_H u_h + (I - P_H) u_h.
\end{equation}

We next provide a technique for computing $(I - P_H) u_h$. Let $Q_H$ denote the $L^2$ projection onto $\mathcal{S}_H$, i.e., $Q_H w$ is the unique function in $\mathcal{S}_H$ satisfying

\begin{equation}
(Q_H v, w) = (v, w) \quad \text{for all } w \in \mathcal{S}_H.
\end{equation}

Note that $(I - P_H) u_h$ satisfies the equation

\begin{equation}
A((I - P_H) u_h, \phi) = (f, \phi) - A(P_H u_h, \phi) \quad \text{for all } \phi \in \mathcal{S}_h.
\end{equation}

Let $\mathcal{S}_H$ be defined as the image of $\mathcal{S}_h$ under the operator $I - Q_H$. Then it is easy to see that $(I - P_H) u_h = (I - P_H) v$ for any function $v \in \mathcal{S}_h$ satisfying

\begin{equation}
A((I - P_H) v, \phi) = (f, \phi) - A(P_H u_h, \phi) \quad \text{for all } \phi \in \mathcal{S}_h.
\end{equation}

We will later impose conditions which guarantee the existence of a unique function $v \in \mathcal{S}_h$ satisfying (3.4). The algorithm for the reduced equations is, essentially, a scheme for solving (3.4).

Before stating the reduced algorithm, we provide a theorem which guarantees existence and uniqueness of solutions to (3.1) and (3.4).

**Theorem 3.1.** Assume that the form $A$ satisfies a Gårding inequality of the form

\begin{equation}
C_4 A(v, v) - C_5 \|v\|^2 \leq A(v, v) \quad \text{for all } v \in \mathcal{S}.
\end{equation}

Assume that there is a fixed $\gamma > 0$, such that functions $w \in \mathcal{S}_H$ satisfying (3.1) also satisfy

\begin{equation}
\|v - w\| \leq C \gamma \|v - w\|_{\mathcal{S}_H} \quad \text{for all } v \in \mathcal{S}.
\end{equation}

Then there exists a positive constant $H_0$ such that for $H \leq H_0$, (3.1) is uniquely solvable and (3.4) is uniquely solvable in $\mathcal{S}_h$. Moreover, there exists a positive constant $C_6$ such that

\begin{equation}
C_6 \hat{A}((I - P_H) v, (I - P_H) v) \leq A((I - P_H) v, (I - P_H) v)
\end{equation}

for all $v \in \mathcal{S}_h$. 

License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use
Proof. The unique solvability of (3.1) under the above assumptions follows
after applying an argument given in [19]. Inequality (3.7) follows combining
(3.5) and (3.6).

We need only show the unique solvability of (3.4) on \( \mathcal{S}_h^\perp \). Inequality (3.7)
implies that the quadratic form on the right-hand side of (3.4) has a nonnegative
symmetric part which vanishes only on functions \( v \) with \( (I - P_H)v = 0 \). For \( v \in \mathcal{S}_h^\perp \),
\[
\|v\| = \|(I - Q_H)(I - P_H)v\| \leq \|(I - P_H)v\|.
\]
This completes the proof of the theorem.

Theorem 3.1 justifies the following three-step algorithm for computing the
solution \( u_h \) of (1.2).

Algorithm 3.1. (1) Compute \( P_H u_h \) and the data on the right-hand side of (3.3).
(2) Find the unique function \( v \in \mathcal{S}_h^\perp \) satisfying (3.4).
(3) Compute \( (I - P_H)v \) and set \( u_h = P_H u_h + (I - P_H)v \).

We propose to solve problem (3.4) by preconditioned iteration where the
preconditioner is defined in all of \( \mathcal{S}_h \). We note that the function \( v \in \mathcal{S}_h^\perp \)
satisfying (3.4) is the solution of the operator equation
\[
A_h^\perp v = A_h(I - P_H)v = Q_h f - A_h P_H u_h,
\]
where \( Q_h \) is the \( L^2 \) projection onto \( \mathcal{S}_h \). By (3.7), \( A_h^\perp \) is an operator from
\( \mathcal{S}_h^\perp \) onto \( \mathcal{S}_h^\perp \) with positive definite symmetric part. As in §2, let \( B_h \)
be a symmetric positive definite preconditioning form, and define the corresponding
preconditioning operator \( M_h : \mathcal{S}_h \mapsto \mathcal{S}_h \) by
\[
B_h(M_h \chi, \theta) = (\chi, \theta) \quad \text{for all } \theta \in \mathcal{S}_h.
\]
Then, \( M_h^\perp = (I - Q_H)M_h \) is a symmetric positive definite operator on \( \mathcal{S}_h^\perp \).

Clearly, the solution \( v \) of (3.8) satisfies
\[
M_h^\perp A_h^\perp v = M_h^\perp (Q_h f - A_h P_H u_h)
= (I - Q_H)M_h(Q_h f - A_h P_H u_h) \equiv (I - Q_H)g_h.
\]

To analyze the rate of convergence of iterative algorithms applied to (3.9), we
must provide some estimates for the eigenvalues of the operator \( M_h^\perp A_h^\perp \). It is
natural to introduce the inner product \( \| \cdot \|_{B_h^\perp} = ((M_h^\perp)^{-1}, \cdot)^{1/2} \) and prove the
following lemma.

Lemma 3.1. Assume that (2.1) and (3.7) hold. Then for any \( u, v \in \mathcal{S}_h^\perp \),
\[
(A_h^\perp u, v) \leq C_U \|u\|_{B_h^\perp} \|v\|_{B_h^\perp}
\]
and
\[
C_L \|u\|_{B_h^\perp} \leq (A_h^\perp u, u).
\]

Proof. Let \( P_B : \mathcal{S}_h \mapsto \mathcal{S}_H \) be defined by
\[
B_h(P_B v, \theta) = B_h(v, \theta) \quad \text{for all } \theta \in \mathcal{S}_H.
\]
For $w, v \in \mathcal{S}_h^\perp$, 
\begin{align*}
((M_h^\perp)^{-1}w, M_h^\perp v) &= (w, v) = ((I - P_B)w, v) \\
&= B_h((I - P_B)w, M_h^\perp v) = B_h((I - P_B)w, M_h^\perp v).
\end{align*}
Thus,
\begin{equation}
((M_h^\perp)^{-1}w, w) = B_h((I - P_B)w, w) \quad \text{for all } w \in \mathcal{S}_h^\perp.
\end{equation}

First we prove (3.10). By the boundedness of $A$,
\begin{align*}
|A((I - P_H)u, v)| &= |A((I - P_H)u, (I - P_B)v)| \\
&\leq C\|(I - P_H)u\|_{H^1}\|(I - P_B)v\|_{H^1}.
\end{align*}

Using (3.7), we get
\begin{align*}
11(I - P_H)u\|_{H^1} < CA((I - P_H)u, (I - P_H)u) &\leq C\|(I - P_H)u\|_{H^1}\|(I - P_B)v\|_{H^1}.
\end{align*}
Dividing by $\|(I - P_H)u\|_{H^1}$ and using (2.1), (3.13), and (3.14) proves inequality (3.10).

We next prove (3.11). By (2.1), (3.7), and the minimization property of $P_B$,
\begin{align*}
\|u\|_{B_h^\perp}^2 &\leq B_h((I - P_H)u, (I - P_H)u) \leq CA((I - P_H)u, u).
\end{align*}
This completes the proof of the lemma.

The simplest application of the above lemma is the analysis of the linear iterative scheme applied to (3.9). It is assumed that an initial iterate $v_0 \in \mathcal{S}_h^\perp$ is provided. For example, one could take $v_0 = 0$. For $i = 1, 2, \ldots$, we define
\begin{equation}
v_i = v_{i-1} + \tau((I - Q_H)g_h - M_h^\perp A_h^\perp v_{i-1}).
\end{equation}
Here, $\tau$ is a positive scaling factor. A trivial calculation gives that the error $e_i = v - v_i$ satisfies
\begin{align*}
\|e_i\|_{B_h^\perp}^2 &\leq \rho\|e_{i-1}\|_{B_h^\perp}^2 \leq \rho^i\|e_0\|_{B_h^\perp}^2,
\end{align*}
where $\rho = (1 - 2\tau C_L + \tau^2 C_U^2)$. Thus, if we take $\tau = C_L/C_U^2$, then $\rho = (1 - C_L^2/C_U^2)$. As usual, the linear iterative method requires estimation of a parameter. Note, however, that a smaller value of $\tau$ above will give rise to convergent iteration with a somewhat slower rate.

The above algorithm requires exactly one evaluation each of $M_h^\perp$ and $A_h^\perp$ per iterative step. This means that the action of the operator $(I - Q_H)$ must also be computed. To avoid the computation of $Q_H$, we develop a variation of the above procedure.

Note that Algorithm 3.1 only requires the computation of $(I - P_H)v$. With this in mind, we consider the following variation of (3.15). Let $\overline{v}_0 \in \mathcal{S}_h$ be given, and set $\hat{v}_0 = (I - P_H)\overline{v}_0$. For $i = 1, 2, \ldots$ define
\begin{equation}
\hat{v}_i = \hat{v}_{i-1} + \tau((I - P_H)(g_h - M_h A_h \hat{v}_{i-1})).
\end{equation}
Set $v_0 = (I - Q_H)\overline{v}_0$. By applying $(I - P_H)$ to (3.15), it is easy to see that $\hat{v}_i = (I - P_H)v_i$, where $v_i$ is the iterate in (3.15). Thus, $\hat{v}_i$ converges to $(I - P_H)v$ with a rate which is bounded by the convergence rate of (3.15). In addition, (3.16) avoids the computation of the action of the operator $(I - Q_H)$. 
For completeness, we describe (3.16) in terms of the computational basis for \( \mathcal{S}_h \) already used in \( \S 2 \) as well as a computational basis \( \{ \phi^i_h \} \) for \( \mathcal{S}_h \). Let \( \bar{A}_h \) denote the stiffness matrix for the form \( A \) with respect to the basis, and \( \bar{I}_h \) denote the matrix operator which transforms coefficients corresponding to a function in \( \mathcal{S}_h \) into the coefficients which represent the function in the basis for \( \mathcal{S}_h \). We note that \( \bar{I}_h \bar{A}_h^{-1} \bar{I}_h \bar{A}_h \) is the matrix representation for the operator \( P_h \). Similarly, \( \bar{M}_h \bar{A}_h \) is the matrix representation of the product \( M_h A_h \). For convenience, we shall denote by \( \bar{P}_h \) the matrix operator \( I - \bar{I}_h \bar{A}_h^{-1} \bar{I}_h \bar{A}_h \) and by \( G_h \) the vector with entries \( \{(g_h, \phi_h^i)\} \). Let \( \bar{W}_0 \) denote the coefficients of the function \( \bar{v}_0 \) in the basis for \( \mathcal{S}_h \) and set \( W_0 = \bar{P}_h \bar{W}_0 \). Then the vector of coefficients \( W_i \) corresponding to the function \( \bar{v}_i \) is given by the iteration

\[
W_i = W_{i-1} + \tau \bar{P}_h (G_h - \bar{M}_h \bar{A}_h W_{i-1})
\]

The linear iteration (3.15) is also related to a natural two-grid multiplicative iterative method for (1.2). Given an initial iterate \( u_0 \in \mathcal{S}_h \), we define for \( i = 1, 2, \ldots \),

1. \( w_i = u_{i-1} + A_h^{-1} Q_h (f - A_h u_{i-1}) \).
2. \( u_i = w_i + \tau M_h (Q_h f - A_h w_i) \).

It is easy to see that the error \( \hat{e}_i = u_h - u_i \) satisfies the product formula (cf. [4])

\[
\hat{e}_i = (I - \tau M_h A_h)(I - P_h) \hat{e}_{i-1}.
\]

Let \( v_0 = (I - Q_h) u_0 \). A simple mathematical induction shows that \( u_i \) and \( v_i \) (generated by (3.15)) differ by a function in \( \mathcal{S}_h \). Consequently,

\[
\|\hat{e}_n\|_{H^1} = \|(I - \tau M_h A_h)(I - P_h) \hat{e}_{n-1}\|_{H^1} \\
= \|(I - \tau M_h A_h)(I - P_h) e_{n-1}\|_{H^1} \\
\leq C \|e_{n-1}\|_{B_h^+} \leq C \rho^{n-1} \|e_0\|_{B_h^+} \leq C \rho^{n-1} \|e_0\|_{H^1}.
\]

Thus, the multiplicative algorithm converges at the same rate as the simple linear algorithm.

An analysis of an unsealed variation of the multiplicative algorithm was presented in [20]. There are two disadvantages of the unsealed approach. The first is that it essentially requires the use of a sufficiently accurate preconditioner, i.e., the ratio \( C_1/C_0 \) needs to be less than \( 1 + \varepsilon \) for a sufficiently small value of \( \varepsilon \). The second disadvantage of the unsealed approach is that the analysis only applies if the nonsymmetric part of the equation is of lower order (see Remark 4.1).

Remark 3.1. It is obvious that the operator \( M_h \) in (3.16) can be replaced by any other operator \( \bar{M}_h \) provided that \( \bar{M}_h \phi - M_h \phi \) is in \( \mathcal{S}_H \) for all \( \phi \in \mathcal{S}_h \). This means that it is possible to skip the coarse-grid solves when \( M_h \) is defined by domain decomposition or multigrid. The same replacement is valid in the case of the multiplicative algorithm above, since the functions \( u_i \) and \( v_i \) will still differ by a function in \( \mathcal{S}_H \) and hence (3.18) will still hold.

The linear algorithms given above require estimation of the iteration parameter. As an alternative, the \( H^1 \)-normal equation method of \( \S 2 \) can be applied to the reduced equation (3.8). This is equivalent to applying conjugate gradient iteration in the inner product \( \langle (M_h^+)^{-1} \cdot, \cdot \rangle \) to the preconditioned equation

\[
M_h^+(A_h^+)\dagger M_h^+ A_h^+ v = M_h^+(A_h^+) g_h.
\]
Applying Theorem 3.1 and Lemma 3.1 shows that the condition number of the operator appearing in (3.19) is bounded by \((C_U/C_L)^2\). Thus, \(m\) steps of conjugate gradient results in an error reduction bounded by
\[
2 \left( \frac{1 - C_L/C_U}{1 + C_L/C_U} \right)^m
\]
in an appropriate norm. The conjugate gradient iteration shows a theoretical acceleration of convergence over the linear method. As in the case of linear iteration, it is possible to implement an equivalent cg-like iteration for \((I - P_H)v\) which avoids evaluation of the operator \(Q_H\).

As in the symmetric case, there are several descent methods which can be directly applied to \((3.9)\). One such method suggested by many authors is the GMRES method [18]. Mathematically, GMRES provides an algorithm for computing a best approximation in a certain Krylov space. In our application, one assumes an initial approximation \(v_0 \in \mathcal{S}^0\) and defines the Krylov space \(\mathcal{K}_m\) to be the span of the vectors \(r_0, M_h^+A_h^+r_0, \ldots, (M_h^+A_h^+)^{m-1}r_0\), where \(r_0 = M_h^+(Q_h f - A_h P_H u_h - A_h v_0)\). The improved approximation \(v_m\) is equal to \(v_0 + \chi\), where \(\chi\) is the unique function in \(\mathcal{S}^0\) which minimizes the residual error \(\|r_0 - M_h^+A_h^+\theta\|_{B_h^+}\) over all functions \(\theta \in \mathcal{K}_m\).

We develop the computational version of GMRES following the development of (3.17), the computational version of (3.15). We start with the algorithm on \(\mathcal{S}^0\), then introduce a version of the algorithm for computing \((I - P_H)v\) directly, and finally present its implementation in terms of matrix operators. Details of the two intermediate algorithms are left to the reader. We present the implementation form of GMRES which provides the coefficient vector of a function converging to \((I - P_H)v\):

Algorithm 3.2. (1) Let \(\overline{W}_0\) be given and set \(W_0 = \overline{P}_H^+\overline{W}_0\).
(2) Set \(R_0 = F_h - \tilde{A}_h \overline{P}_H^+ \overline{I}_H F_h - \tilde{A}_h W_0\) and \(V_1 = \overline{P}_H^+ \tilde{M}_h R_0 / (R_0^2 \overline{P}_H^+ \tilde{M}_h R_0)^{1/2}\).
(3) For \(j = 1, 2, \ldots, m\) define:

for \(i = 1, 2, \ldots, j\) define
\[
h_{ij} = V_i^T \tilde{A}_h V_j;
\]
\[
\tilde{V}_{j+1} = \overline{P}_H^+ \tilde{M}_h \tilde{A}_h V_j - \sum_{i=1}^j h_{ij} V_i;
\]
\[
h_{j+1,j} = (\tilde{V}_{j+1}^T \tilde{A}_h V_j)^{1/2};
\]
\[
V_{j+1} = \tilde{V}_{j+1}/h_{j+1,j}.
\]
(4) Define \(W_m = W_0 + \chi\), where \(\chi = \sum_{i=1}^m y_{mi} V_i\), and the coefficients \(y_{mi}\) are chosen to minimize the quantity \((R_0 - \tilde{A}_h \chi)^T \tilde{M}_h (R_0 - \tilde{A}_h \chi)\).

Remark 3.2. Steps (2) and (3) above are essentially the Arnoldi algorithm for implementing a Gram-Schmidt orthogonalization of the Krylov space \(\mathcal{K}_m\). In general, the use of such an orthogonal basis results in a more stable numerical algorithm.

Remark 3.3. A particular efficient technique for implementing the minimization process in step (4) is given in [18].
Remark 3.4. The above algorithm becomes somewhat inefficient if $m$ becomes too large. Let $n$ denote the number of unknowns. Then implementation of the above algorithm requires storage on the order of $mn$ and operations on the order of $nm^2$. Accordingly, it is often convenient to fix $m$ and repetitively restart the algorithm.

The use of the coarse-grid solve is fundamental for the application of GMRES in that it results in a system with positive definite symmetric part. In fact, GMRES may fail as an iterative procedure when applied to general nonsymmetric problems. It is known (see [18]) that the rate of convergence of GMRES when applied to a problem with a positive definite symmetric part can be bounded in terms of the smallest eigenvalue of the symmetric part and the norm of the original operator. Let $e_m = (I - P_H)u - \tilde{v}_m$, where $\tilde{v}_m$ is the function with coefficients $W_m$. Applying the above-mentioned analysis shows that

$$(M_h A_h^\perp e_m, A_h^\perp e_m) \leq (1 - \alpha^2/\beta^2)^m (M_h A_h^\perp e_0, A_h^\perp e_0).$$

The constant $\alpha$ above is the smallest eigenvalue of the symmetric part of the operator $M_h^\perp A_h^\perp$. By Theorem 3.1 and Lemma 3.1, $\alpha \geq C_L$. The constant $\beta$ above is the norm of the operator $M_h^\perp A_h^\perp$. By Theorem 3.1 and Lemma 3.1, $\beta \leq C_U$. Thus, the theoretical convergence rate for GMRES is no better than the simple linear algorithm and worse than the $H^1$-normal method.

In the case when $A_h$ is symmetric, Theorem 3.1 and Lemma 3.1 imply that $A_h^\perp$ is symmetric positive definite. Consequently, we can apply the conjugate gradient to the preconditioned equation (3.9) (in the inner product $((A_h^{-1})^\perp, \cdot)$). Applying Theorem 3.1 and Lemma 3.1 gives that

$$C_L((A_h^{-1})^\perp u, u) \leq (A_h^{-1} u, u) \leq C_U((A_h^{-1})^\perp u, u) \quad \text{for all } u \in S_h^\perp.$$ 

Hence, the condition number of the operator $M_h^\perp A_h^\perp$ is bounded by $C_U/C_L$, and the error reduction for $m$ steps of this conjugate gradient algorithm is bounded by

$$2 \left( \frac{1 - \sqrt{C_L/C_U}}{1 + \sqrt{C_L/C_U}} \right)^m$$

in an appropriate norm.

The following iteration for computing the coefficients of the vector $(I - P_H)u$ can be developed from the conjugate gradient algorithm discussed above.

**Algorithm 3.3.** (1) Let $\bar{W}_0$ be given and set $W_0 = P_{h1} \bar{W}_0$.

(2) Set $R_0 = F_h - \tilde{A}_h \bar{P}_h \tilde{A}_h^{-1} \bar{P}_h F_h - \tilde{A}_h W_0$ and $P_0 = P_{h1} \tilde{A}_h R_0$.

(3) For $i \geq 0$ define:

$$\alpha_i = \frac{R_i^t P_i}{P_i^t A_h P_i},$$

$$W_{i+1} = W_i + \alpha_i P_i,$$

$$R_{i+1} = R_i - \alpha_i \tilde{A}_h P_i,$$

$$\beta_i = \frac{(P_{h1} \tilde{M}_h R_{i+1})^t \tilde{A}_h P_i}{P_i^t A_h P_i},$$

$$P_{i+1} = P_{h1} \tilde{M}_h R_{i+1} - \beta_i P_i.$$
Remark 3.5. Algorithm 3.3 can be programmed in such a way as to only require one application of each of the matrices $\tilde{A}_h$, $\tilde{P}_h$, and $\tilde{M}_h$ per iterative step.

4. Applications

In this section, we consider applications of the results of the previous sections to second-order elliptic boundary value problems. Let $\Omega$ be a domain in $d$-dimensional Euclidean space, and consider the problem

\begin{align*}
(4.1) \quad \mathcal{L} u &= f \quad \text{in } \Omega, \\
(4.2) \quad u &= 0 \quad \text{on } \Gamma_D, \\
(4.3) \quad \frac{\partial u}{\partial \nu} + \beta(x)u &= 0 \quad \text{on } \Gamma_N.
\end{align*}

Here, $\partial \Omega = \Gamma_D \cup \Gamma_N$ and $\frac{\partial}{\partial \nu}$ denotes the outward conormal derivative on $\partial \Omega$. The operator $\mathcal{L}$ is given by

$$
\mathcal{L} u = - \sum_{i,j=1}^{d} \frac{\partial}{\partial x_i} a_{ij}(x) \frac{\partial u}{\partial x_j} + \sum_{i=1}^{d} b_i(x) \frac{\partial u}{\partial x_i} + c(x)u.
$$

We assume that the matrix $\{a_{ij}(x)\}$ is symmetric, uniformly positive definite, and bounded. We also assume that $\beta$ is in $L^\infty(\partial \Omega)$.

We shall also consider oblique derivative problems when $d = 2$. In this case, we require that $\partial \Omega$ be piecewise smooth and let $t$ denote the (positively oriented) tangential direction along $\partial \Omega$. The condition (4.3) is replaced by

$$
\frac{\partial u}{\partial t} + \beta(x)u + \sigma(x)\frac{\partial u}{\partial t} = 0 \quad \text{on } \Gamma_N.
$$

We assume that $\sigma(x)$ is smooth on the smooth arcs of $\Gamma_N$. In addition, we assume that each smooth part of $\Gamma_N$ has endpoints on $\partial \Gamma_D$. This makes the problem variational (cf. §4.4.3 of [12]).

To develop and analyze this example, we shall need to use Sobolev spaces on $\Omega$ and $\partial \Omega$. For a nonnegative $l$, the Sobolev space of order $l$ on $\Omega$ will be denoted $H^l(\Omega) = W^l_0(\Omega)$ with norm $\| \cdot \|_l$ (see Definition 1.3.2.1 of [12]). On the boundary, the space of order $l$ will be denoted $H^l(\partial \Omega)$ with norm $| \cdot |_l$.

We next provide the weak formulation of (4.1)-(4.4). Define $\mathcal{S}$ to be the functions in $H^1(\Omega)$ whose trace vanish on $\Gamma_D$. Let $(\cdot, \cdot)$ denote the $L^2(\Omega)$ inner product and $(\cdot, \cdot)$ denote the $L^2(\partial \Omega)$ inner product. The weak formulation of (4.1)-(4.4) is: Find $u \in \mathcal{S}$ such that

$$
(4.5) \quad A(u, \psi) = (f, \psi) \quad \text{for all } \psi \in \mathcal{S}.
$$

Here, the form $A$ is defined by

$$
(4.6) \quad A(\psi, \theta) = \sum_{i,j=1}^{d} \left( a_{ij} \frac{\partial \psi}{\partial x_j}, \frac{\partial \theta}{\partial x_i} \right) + \sum_{i=1}^{d} \left( b_i \frac{\partial \psi}{\partial x_i}, \theta \right) + (c \psi, \theta) + \left( \beta \psi + \sigma \frac{\partial \psi}{\partial t}, \theta \right).
$$

By convention, we take $\sigma = 0$ when $d \neq 2$. The bilinear form $A$ is bounded with respect to the norm in $H^1(\Omega)$ (cf. §4.4.3 of [12]).
**Remark 4.1.** Many analyses of iterative schemes for the solution of the discrete systems which result from the numerical approximation of nonsymmetric and indefinite boundary value problems require that the nonsymmetric part of the form $A$ be of lower order (e.g., [6–8, 14, 15, 20]). This means that $A_N(v, w) = (A(v, w) - A(w, v))/2$ can be bounded by
\begin{equation}
|A_N(v, w)| \leq C\|v\|^{1-\alpha}\|w\|\alpha
\end{equation}
for some $\alpha \in [0, 1]$. Inequality (4.7) does not hold in the case of boundary condition (4.4). In contrast, the theory presented in this paper is applicable and shows that the corresponding iterative schemes remain effective.

To verify the hypotheses of the theorems in the previous sections, we shall use the equivalent inner product
\begin{equation}
\tilde{A}(\psi, \theta) = \sum_{i,j=1}^{d} \left( a_{ij} \frac{\partial \psi}{\partial x_j}, \frac{\partial \theta}{\partial x_i} \right) + (\psi, \theta)
\end{equation}
on $H^1(\Omega)$.

We note that the Gårding inequality (3.5) holds for the form $A$. In fact, the term associated with the tangential derivative results in no difficulty, since
\[
\left\langle \sigma \frac{\partial \psi}{\partial t}, \psi \right\rangle = -\left\langle \frac{\partial \sigma}{\partial t} \psi, \psi \right\rangle - \left\langle \sigma \psi, \frac{\partial \psi}{\partial t} \right\rangle
\]
and hence
\begin{equation}
\left\langle \sigma \frac{\partial \psi}{\partial t}, \psi \right\rangle = -\frac{1}{2} \left\langle \frac{\partial \sigma}{\partial t} \psi, \psi \right\rangle.
\end{equation}
The remaining terms are handled by standard perturbation arguments.

**Remark 4.2.** Many approaches for providing estimates for nonsymmetric and indefinite problems require that the form differs from a “nice” form (e.g., $\tilde{A}(\cdot, \cdot)$) by a lower-order perturbation. Our theory only requires that the symmetric part of the form differs from a nice form by a lower-order perturbation. Note that the oblique derivative term in (4.4) has the same strength as the second-order derivative terms in (4.1). However, (4.9) shows that the term $\langle \sigma \frac{\partial \psi}{\partial t}, \psi \rangle$ is weaker than $\tilde{A}(\psi, \psi)$.

We shall assume that (4.5) and its adjoint have unique solutions. In addition, we assume that solutions of adjoint problems have a modest amount of elliptic regularity. Specifically, given $g \in L^2(\Omega)$, let $v$ solve
\[
A(\phi, v) = (\phi, g) \quad \text{for all } \phi \in \mathcal{S}.
\]
We assume that for some $\gamma \in (0, 1]$, there is a constant $C$ not depending on $g \in L^2(\Omega)$ such that
\begin{equation}
\|v\|_{1+\gamma} \leq C\|g\|.
\end{equation}
Estimates of the form (4.10) for many applications fitting into the general framework of problem (4.1)–(4.4) can be found in various references. We shall quote some of these results in the Appendix. In addition, we shall provide a proof of (4.10) in the case of boundary condition (4.4).

We approximate the solution of (4.5) by using the finite element method. This involves the use of a sequence of approximation spaces $\{\mathcal{S}_h\}$ which are
subspaces of $\mathcal{H}$ and indexed by $h \in (0, 1]$. Many examples of such constructions can be found in [1, 9]. We put very little restriction on these spaces other than the requirement that they satisfy standard approximation properties. In particular, we allow mesh refinement in all of our applications. In this case, the parameter $h$ corresponds to the size of the largest triangle or finite element.

For the purposes of developing iterative algorithms, we only require that the subspaces satisfy
\begin{equation}
\inf_{\phi \in \mathcal{H}} \| v - \phi \|_1 \leq Ch\| v \|_2.
\end{equation}

The inequality (4.11) holds with fixed $C$ and for all $v \in H^2(\Omega) \cap \mathcal{H}$. This does not exclude the use of higher-order spaces and refinement in order to obtain better solution accuracy.

The Galerkin approximation $u_h \in \mathcal{H}$ to the solution $u$ of (4.5) is defined by (1.2). Inequality (3.6) follows applying the standard finite element duality technique [1, 9], (4.10), and (4.11). Thus, we have shown that the hypotheses of Theorem 3.1 hold for this application. The following theorem shows that the hypotheses of Theorem 2.1 also hold for this application.

**Theorem 4.1.** Under the above assumptions and definitions of $\mathcal{H}$, $\mathcal{S}_h$, $A_h$, and $A$, (2.13)--(2.15) hold, i.e., the hypotheses of Theorem 2.1 hold.

We shall use the following lemma in the proof of Theorem 4.1. Its proof will be given in the Appendix.

**Lemma 4.1.** Let $0 < \gamma < 1/2$ be fixed. Given $\varepsilon > 0$, there exists a constant $C_{\varepsilon, \gamma}$ such that for all $\phi \in H^1(\Omega)$ and $\psi \in H^{1+\gamma}(\Omega)$,
\begin{equation}
\tilde{A}(\phi, \psi) \leq (C_{\varepsilon, \gamma} \| \phi \|_1 + \varepsilon\| \phi \|_1)\| \psi \|_{1+\gamma}.
\end{equation}

**Proof of Theorem 4.1.** We first prove (2.13). By (3.5), for $\theta \in \mathcal{H}$,
\begin{equation}
\tilde{A}(\theta, \theta) \leq C_4^{-1}(C_4\tilde{A}(\theta, \theta) - C_5\| \theta \|_1^2 + C_5\| \theta \|_2^2)
\end{equation}
\begin{equation}
\leq C_4^{-1}(A(\theta, \theta) + C_5\| \theta \|_2^2) = C_4^{-1}(\tilde{A}(R\theta, \theta) + C_5\| \theta \|_2^2).
\end{equation}

Inequality (2.13) follows from (4.13) and obvious manipulations.

We next prove (2.14). Let $P_h$ denote the elliptic projection onto the space $\mathcal{S}_h$, i.e., $P_h: \mathcal{S} \mapsto \mathcal{S}_h$ be defined analogously to $P_H$ in (3.1). From the definition, it is immediate that $R_h = P_hR$. Inequality (3.6) with $h$ replacing $H$ gives
\begin{equation}
\| (R - R_h) \phi \| \leq Ch^\gamma\| R\phi \|_1.
\end{equation}

Note that $R$ is defined by the relation
\begin{equation}
\tilde{A}(Rv, \phi) = A(v, \phi) \quad \text{for all } \phi \in \mathcal{S}.
\end{equation}

Taking $\phi = Rv$ and using the boundedness of $A(\cdot, \cdot)$ gives
\begin{equation}
\| Rv \|_1 \leq C\| v \|_1.
\end{equation}

Inequality (2.14) follows.

Before proving (2.15), we first define some additional notation. Let $\mathcal{S}^{-1}$ denote the dual of $\mathcal{S}$, i.e., $\mathcal{S}^{-1}$ is the set of distributions on $\Omega$ for which the norm
\begin{equation}
\| u \|_{-1} = \sup_{\phi \in \mathcal{S}} \frac{(u, \phi)}{\| \phi \|_1}
\end{equation}
is finite. In addition, we define the following operators:

1. $A: \mathcal{S} \mapsto \mathcal{S}^{-1}$ by $Aw = v$, where $v$ is the unique function in $\mathcal{S}^{-1}$ satisfying
   $$(v, \phi) = A(w, \phi) \quad \text{for all } \phi \in \mathcal{S}.$$ 

2. $\hat{A}: \mathcal{S} \mapsto \mathcal{S}^{-1}$ by $\hat{A}w = v$, where $v$ is the unique function in $\mathcal{S}^{-1}$ satisfying
   $$(v, \phi) = \hat{A}(w, \phi) \quad \text{for all } \phi \in \mathcal{S}.$$ 

3. $T^*: \mathcal{S}^{-1} \mapsto \mathcal{S}$ by $T^*w = v$, where $v$ is the unique function in $\mathcal{S}$ satisfying
   $$A(\phi, v) = (w, \phi) \quad \text{for all } \phi \in \mathcal{S}.$$ 

4. $T: \mathcal{S}^{-1} \mapsto \mathcal{S}$ by $Tw = v$, where $v$ is the unique function in $\mathcal{S}$ satisfying
   $$\hat{A}(v, \phi) = (w, \phi) \quad \text{for all } \phi \in \mathcal{S}.$$ 

Note that $R = TA$.

We now prove (2.15). For $u \in \mathcal{S}$,

$$\|u\|^2 = A(u, T^*u) = (Au, T^*u) = \hat{A}(TAu, T^*u).$$

Applying Lemma 4.1 and (4.10) and noting that $R = TA$ gives

$$\|u\| \leq C(C_{K_j}R\|u\|_1 + \varepsilon R\|u\|_1).$$

Inequality (2.15) follows immediately combining (4.14) and (4.15). This completes the proof of the theorem.

5. Numerical experiments

In this section, we provide the results of numerical examples illustrating the theory developed in earlier sections. We shall consider a model problem in two-dimensional space. Specifically, we consider problem (4.1)-(4.4) where

$$\Omega = [0, 1] \times [0, 1] \quad \text{and} \quad L u = -\Delta u + au_x + bu_y - cu.$$ 

We shall consider three numerical examples. The first is the symmetric indefinite case ($a = b = 0$). The second example adds nonsymmetry using nonzero $a$, $b$. The final example illustrates the oblique derivative problem (i.e., boundary condition (4.4) with $\sigma \neq 0$).

The sequence of subspaces are the usual finite element approximation spaces. Specifically, the domain $\Omega$ is first partitioned into $m \times m$ square subdomains of side length $1/m$. Each smaller square is then divided into two triangles by one of the diagonals. The approximation space $\mathcal{S}_h$ is defined to be the set of functions which are continuous on $\Omega$, piecewise linear with respect to the triangulation, and vanish on $\Gamma_D$. In the first two examples, $\Gamma_D$ is all of $\partial \Omega$. In the last example, $\Gamma_D = \partial \Omega / \Gamma_N$, where $\Gamma_N = \{ (0, y) | y \in (0, 1) \}$.

We seek the Galerkin solution $u_h \in \mathcal{S}_h$ satisfying (1.2), where $A(\cdot, \cdot)$ is defined by (4.6). For all of our examples, the preconditioner for (1.2) is developed from the form corresponding to the Laplace operator,

$$D(u, \phi) = \int_\Omega (u_x \phi_x + u_y \phi_y + c_1 u \phi) \, dx \, dy,$$
Table 5.1. Algorithm 2.1 applied to Example 1 with $c_1 = 0$

<table>
<thead>
<tr>
<th>$1/h$</th>
<th>$c$</th>
<th>$K(\mathcal{A})$</th>
<th>$NI$</th>
</tr>
</thead>
<tbody>
<tr>
<td>32</td>
<td>115</td>
<td>1143</td>
<td>51</td>
</tr>
<tr>
<td>64</td>
<td>115</td>
<td>1024</td>
<td>51</td>
</tr>
<tr>
<td>128</td>
<td>115</td>
<td>1011</td>
<td>51</td>
</tr>
<tr>
<td>32</td>
<td>150</td>
<td>2339</td>
<td>59</td>
</tr>
<tr>
<td>64</td>
<td>150</td>
<td>2294</td>
<td>61</td>
</tr>
<tr>
<td>128</td>
<td>150</td>
<td>2379</td>
<td>61</td>
</tr>
</tbody>
</table>

Table 5.2. Algorithm 2.1 applied to Example 1 with $c_1 = c$

<table>
<thead>
<tr>
<th>$1/h$</th>
<th>$c$</th>
<th>$K(\mathcal{A})$</th>
<th>$NI$</th>
</tr>
</thead>
<tbody>
<tr>
<td>32</td>
<td>115</td>
<td>209</td>
<td>59</td>
</tr>
<tr>
<td>64</td>
<td>115</td>
<td>195</td>
<td>59</td>
</tr>
<tr>
<td>128</td>
<td>115</td>
<td>191</td>
<td>59</td>
</tr>
<tr>
<td>32</td>
<td>150</td>
<td>214</td>
<td>70</td>
</tr>
<tr>
<td>64</td>
<td>150</td>
<td>159</td>
<td>71</td>
</tr>
<tr>
<td>128</td>
<td>150</td>
<td>171</td>
<td>72</td>
</tr>
</tbody>
</table>

where $c_1$ is a nonnegative constant. Specifically, the preconditioning operator $M_h$ is defined by applying one V-cycle of a multigrid procedure corresponding to the form $D(\cdot, \cdot)$ on the subspace $\mathcal{X}_h$ (cf. [3, 5]). The problem corresponding to (5.1) is solved exactly on the coarsest grid of mesh size $1/4$. In addition, one sweep of Gauss-Seidel smoothing was used on the way down with a sweep in the opposite direction on the way up. This results in a symmetric preconditioning form $B_h(\cdot, \cdot)$.

One factor which can be used to interpret the efficiency of the proposed iterative schemes is the number of iterations required to achieve a certain accuracy. Specifically, we define $NI$ to be the number of steps required to reduce the initial error by a factor of $10^{-6}$, i.e.,

$$\|e_{NI}\| \leq 10^{-6}\|e_0\|,$$

where $e_i = U_h - V_i$, $U_h$ is the solution to (2.2), and $V_i$ is the $i$th iterate in the given algorithm.

**Example 1.** For our first example, we set $a = b = 0$, let $\Gamma_D = \partial \Omega$, and consider various values of $c$. We compare three methods for solving this problem. The first uses Algorithm 2.1 with preconditioner defined taking $c_1 = 0$ in (5.1).
Table 5.3. Algorithm 3.3 applied to Example 1 with $c_1 = 0$

<table>
<thead>
<tr>
<th>$1/h$</th>
<th>$1/H$</th>
<th>$c$</th>
<th>$K(M_h^{-1}A_h^{-1})$</th>
<th>NI</th>
</tr>
</thead>
<tbody>
<tr>
<td>32</td>
<td>8</td>
<td>115</td>
<td>*</td>
<td>*</td>
</tr>
<tr>
<td>32</td>
<td>16</td>
<td>115</td>
<td>1.84</td>
<td>7</td>
</tr>
<tr>
<td>64</td>
<td>16</td>
<td>115</td>
<td>2.21</td>
<td>8</td>
</tr>
<tr>
<td>128</td>
<td>16</td>
<td>115</td>
<td>2.33</td>
<td>8</td>
</tr>
<tr>
<td>32</td>
<td>16</td>
<td>150</td>
<td>2.26</td>
<td>7</td>
</tr>
<tr>
<td>64</td>
<td>16</td>
<td>150</td>
<td>2.81</td>
<td>8</td>
</tr>
<tr>
<td>128</td>
<td>16</td>
<td>150</td>
<td>2.94</td>
<td>8</td>
</tr>
</tbody>
</table>

Table 5.4. Algorithm 2.1 applied to Example 2

<table>
<thead>
<tr>
<th>$1/h$</th>
<th>$c$</th>
<th>$K(\mathcal{A})$</th>
<th>NI</th>
</tr>
</thead>
<tbody>
<tr>
<td>32</td>
<td>115</td>
<td>2723</td>
<td>52</td>
</tr>
<tr>
<td>64</td>
<td>115</td>
<td>2738</td>
<td>52</td>
</tr>
<tr>
<td>128</td>
<td>115</td>
<td>2892</td>
<td>52</td>
</tr>
<tr>
<td>32</td>
<td>150</td>
<td>4466</td>
<td>66</td>
</tr>
<tr>
<td>64</td>
<td>150</td>
<td>5643</td>
<td>67</td>
</tr>
<tr>
<td>128</td>
<td>150</td>
<td>5948</td>
<td>69</td>
</tr>
</tbody>
</table>

The second again uses Algorithm 2.1 but with $c_1 = c$ as suggested in [11]. The final uses the subspace reduction technique of §3 and Algorithm 3.3.

Tables 5.1 and 5.2 illustrate the effect that the parameter $c_1$ in (5.1) has on the convergence behavior of Algorithm 2.1. The reported condition numbers $K(\mathcal{A})$ are significantly larger in the case when $c_1 = 0$ than in the case of $c_1 = c$. However, the number of iterations required for a given accuracy is less in the case of $c_1 = 0$. The large condition numbers in the case of $c_1 = 0$ are due to a few large eigenvalues. In such instances, the conjugate gradient algorithm converges faster than predicted by the condition number alone.

Table 5.3 illustrates the effect which the coarse-grid reduction technique has on the convergence rate of the resulting scheme. The *'s in the first row ($H = 1/8$) indicate that the preconditioned system failed to be positive definite for that value of $H$. This shows the necessity of taking $H$ sufficiently small. The remaining rows show the substantial benefit resulting from the coarse-grid solve once the threshold $H \leq H_0$ has been reached. Since the reduced system is positive definite, conjugate gradient iteration can be applied and half the number of operator evaluations are required per step. Note that we get drastically
Table 5.5. Conjugate gradient applied to (3.19); Example 2

<table>
<thead>
<tr>
<th>$1/h$</th>
<th>$1/H$</th>
<th>$c$</th>
<th>$K(M_h^{1/2}A_h^{1/2})^T(A_h^{1/2})^T M_h^{1/2}A_h^{1/2}$</th>
<th>NI</th>
</tr>
</thead>
<tbody>
<tr>
<td>32</td>
<td>8</td>
<td>115</td>
<td>1750</td>
<td>28</td>
</tr>
<tr>
<td>32</td>
<td>16</td>
<td>115</td>
<td>3.42</td>
<td>10</td>
</tr>
<tr>
<td>64</td>
<td>16</td>
<td>115</td>
<td>4.93</td>
<td>12</td>
</tr>
<tr>
<td>128</td>
<td>16</td>
<td>115</td>
<td>5.46</td>
<td>12</td>
</tr>
<tr>
<td>32</td>
<td>16</td>
<td>150</td>
<td>5.36</td>
<td>11</td>
</tr>
<tr>
<td>64</td>
<td>16</td>
<td>150</td>
<td>8.49</td>
<td>13</td>
</tr>
<tr>
<td>128</td>
<td>16</td>
<td>150</td>
<td>9.43</td>
<td>13</td>
</tr>
</tbody>
</table>

Table 5.6. Algorithm 3.2 applied to Example 2

<table>
<thead>
<tr>
<th>$1/h$</th>
<th>$1/H$</th>
<th>$c$</th>
<th>NI</th>
</tr>
</thead>
<tbody>
<tr>
<td>32</td>
<td>8</td>
<td>115</td>
<td>16</td>
</tr>
<tr>
<td>32</td>
<td>16</td>
<td>115</td>
<td>7</td>
</tr>
<tr>
<td>64</td>
<td>16</td>
<td>115</td>
<td>8</td>
</tr>
<tr>
<td>128</td>
<td>16</td>
<td>115</td>
<td>9</td>
</tr>
<tr>
<td>32</td>
<td>16</td>
<td>150</td>
<td>7</td>
</tr>
<tr>
<td>64</td>
<td>16</td>
<td>150</td>
<td>8</td>
</tr>
<tr>
<td>128</td>
<td>16</td>
<td>150</td>
<td>9</td>
</tr>
</tbody>
</table>

smaller condition numbers, and far fewer iterations are required for convergence (compared to the results in Tables 5.1 and 5.2).

Example 2. This example illustrates the convergence behavior of the iterative algorithms developed earlier when applied to a nonsymmetric and indefinite problem. This time we take $a = 1$, $b = 2$, vary $c$, and, once again, take $\Gamma_D = \partial\Omega$. All of the remaining results are for $c_1 = 0$.

Tables 5.4 and 5.5 illustrate the effect that the coarse-grid reduction has on this problem.

Table 5.4 gives results for Algorithm 2.1, whereas Table 5.5 gives similar results but for the conjugate gradient method applied to the reduced equations (3.19). Once again we see that the coarse-grid reduction technique leads to algorithms with significantly lower condition numbers which converge to a given accuracy in far fewer iterations. The large condition number in the first row of Table 5.5 is in agreement with the failure of convergence observed in the first row of Table 5.3. However, the method of Table 5.5 (based on the normal
Table 5.7. Algorithm 2.1 applied to Example 3

<table>
<thead>
<tr>
<th>$1/h$</th>
<th>$\sigma$</th>
<th>$K(\mathcal{A})$</th>
<th>NI</th>
</tr>
</thead>
<tbody>
<tr>
<td>32</td>
<td>1</td>
<td>3.50</td>
<td>12</td>
</tr>
<tr>
<td>64</td>
<td>1</td>
<td>3.63</td>
<td>12</td>
</tr>
<tr>
<td>128</td>
<td>1</td>
<td>3.66</td>
<td>13</td>
</tr>
<tr>
<td>32</td>
<td>10</td>
<td>159</td>
<td>43</td>
</tr>
<tr>
<td>64</td>
<td>10</td>
<td>169</td>
<td>68</td>
</tr>
<tr>
<td>128</td>
<td>10</td>
<td>170</td>
<td>88</td>
</tr>
<tr>
<td>32</td>
<td>50</td>
<td>2380</td>
<td>72</td>
</tr>
<tr>
<td>64</td>
<td>50</td>
<td>2514</td>
<td>128</td>
</tr>
<tr>
<td>128</td>
<td>50</td>
<td>2515</td>
<td>202</td>
</tr>
</tbody>
</table>

Table 5.8. GMRES applied to (5.2); Example 3

<table>
<thead>
<tr>
<th>$1/h$</th>
<th>$\sigma$</th>
<th>NI</th>
</tr>
</thead>
<tbody>
<tr>
<td>32</td>
<td>1</td>
<td>16</td>
</tr>
<tr>
<td>64</td>
<td>1</td>
<td>17</td>
</tr>
<tr>
<td>128</td>
<td>1</td>
<td>18</td>
</tr>
<tr>
<td>32</td>
<td>10</td>
<td>148</td>
</tr>
<tr>
<td>64</td>
<td>10</td>
<td>154</td>
</tr>
<tr>
<td>128</td>
<td>10</td>
<td>160</td>
</tr>
<tr>
<td>32</td>
<td>50</td>
<td>820</td>
</tr>
<tr>
<td>64</td>
<td>50</td>
<td>855</td>
</tr>
<tr>
<td>128</td>
<td>50</td>
<td>860</td>
</tr>
</tbody>
</table>

equations) is robust and will converge with any value of $H$ but at a possibly slower rate.

Finally, Table 5.6 gives iteration counts for GMRES (Algorithm 3.2) applied to this example. Note that the iteration counts of Table 5.6 are somewhat better than those of Table 5.5. This is due to the fact that the nonsymmetry of this example is very weak.

Example 3. For the final example, we consider the oblique derivative problem. Specifically, we set $a = b = c = 0$, $\Gamma_N = \{(0, y)|y \in (0, 1)\}$, and $\sigma(x) = \sigma$ for various values of $\sigma$. In this case, the equations always have a positive
definite symmetric part, and hence the coarse-grid reduction technique will not be applied.

Tables 5.7 and 5.8 (see p. 19) illustrate the convergence behavior of Algorithm 2.1 and GMRES directly applied to

\[ \tilde{M}_h \tilde{A}_h U_h = \tilde{M}_h F_h. \]

To keep storage requirements manageable, GMRES was restarted every ten iterative steps. Algorithm 2.1 always converged faster than GMRES for this application. In fact, for larger \( \sigma \), the \( H^1 \)-normal approach provides a much more effective algorithm.

6. Appendix

In this Appendix, we shall discuss the estimates (4.10) and Lemma 4.1. We first provide a proof that (4.10) is satisfied for some examples with boundary condition (4.4). We finish by proving Lemma 4.1.

Inequality (4.10) in the case of Dirichlet boundary conditions and domains with polygonal boundaries has been proved in [13]. We will prove this estimate with boundary condition (4.4) under some further assumptions. Specifically, we consider the problem

\[ -\Delta u = f \quad \text{in } \Omega, \]
\[ u = 0 \quad \text{on } \Gamma_D, \]
\[ \frac{\partial u}{\partial \nu} + \sigma(x) \frac{\partial u}{\partial t} = 0 \quad \text{on } \Gamma_N, \]

where \( \Omega \) has a polygonal boundary and \( \sigma \) is constant on each connected component of \( \Gamma_N \). If \( \Gamma_D \) is empty, we require that

\[ \int_{\Omega} f \, dx = 0 \quad \text{and} \quad \int_{\Omega} u \, dx = 0. \]

The first step is to provide an \( L^p \) estimate for the solution \( u \) of (6.1). For nonnegative \( s \) and \( 1 < p < \infty \), we denote by \( W^{s,p}(\Omega) \) the usual Sobolev space with norm \( \| \cdot \|_{s,p} \) given, for example, by Definition 1.3.2.1 of [12]. Combining Theorems 4.3.2.4 and 4.4.4.13 of [12], using the uniqueness of solutions to (6.1), and examining the behavior of the singular functions associated with the boundary edge angles and the boundary conditions shows that there is a \( p \) with \( 1 < p \leq 2 \) such that

\[ \| u \|_{2,p} \leq C \| f \|_{0,p}. \]

We next note the following imbedding inequality (see Theorem 1.4.4.1 and the remark thereafter in [12]): For each \( 1 < p \leq 2 \), there exists a constant \( C_p \) such that

\[ \| \phi \|_{3-2/p} \leq C_p \| \phi \|_{2,p} \quad \text{for all } \phi \in W^{2,p}_p(\Omega). \]

Combining (6.2) and (6.3) and using the fact that \( \| f \|_{0,p} \leq C \| f \| \) proves (4.10) with \( \gamma = 2 - 2/p \).

Remark 6.1. There is no difficulty in replacing the Laplacian in (6.1) by the Laplacian plus lower-order terms. Generalizations to variable-coefficient operators and boundary conditions seem possible but are tedious and hence will not be treated here.
We now provide a proof of Lemma 4.1. We first consider the derivative terms in (4.8). Let $E$ denote the extension operator given by Theorem 1.4.3.1 of [12]. For a function $v$ defined on $\Omega$, let $\tilde{v}$ denote the extension of $v$ by zero to $R^d$. Since $\gamma < 1/2$, Corollary 1.4.4.5 of [12] gives that the norm $\|\tilde{v}\|_{W^s_y(R^d)}$ is equivalent to the norm $\|v\|_{y}$ for all $v \in H^y(\Omega)$. Thus, for $\phi \in H^1(\Omega)$ and $\psi \in H^{1+y}(\Omega)$,

$$\left( \frac{\partial \phi}{\partial x_i}, \frac{\partial \psi}{\partial x_j} \right) = \left( \mathcal{F} \left( \frac{\partial (E\phi)}{\partial x_i} \right), \mathcal{F} \left( \frac{\partial \psi}{\partial x_j} \right) \right),$$

where $\mathcal{F}$ denotes the Fourier transform. By the Schwarz inequality,

$$\left( \int_{R^d} \left( \frac{|\zeta|^2}{(1 + |\zeta|^2)^\gamma} |\mathcal{F}(E\phi)(\zeta)|^2 \right) d\zeta \right)^{1/2} \|\psi\|_{1+y} \leq C_{\delta, \gamma} \|\phi\|_1 + \delta \|\phi\|_1 \|\psi\|_{1+y},$$

(6.4)

where $\delta > 0$ is arbitrary. The lemma follows by summing (6.4) and obvious manipulations.
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