ON THE SPLINE COLLOCATION METHOD FOR THE SINGLE-LAYER HEAT OPERATOR EQUATION
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Abstract. We consider a boundary element collocation method for the heat equation. As trial functions we use the tensor products of continuous piecewise linear splines with collocation at the nodal points. Convergence and stability is proved in the case where the spatial domain is a disc. Moreover, practical implementation is discussed in some detail. Numerical experiments confirm our results.

INTRODUCTION

Recently, the Boundary Element Method has been applied to the solution of various time-dependent phenomena such as heat conduction governed by homogeneous parabolic equations [7, 8, 15, 16, 19, 20] and wave propagation governed by hyperbolic equations [5, 6]. The BEM solution of time-dependent problems requires a large computational effort, since results from all previous steps are saved in the computer memory. In addition, careful numerical integration has to be carried out for setting up the matrix equations, which means increasing computing time. Thus, there is a need to reduce the effort, for example by applying simple discretization methods such as collocation or the quadrature method instead of the Galerkin approximation.

In the above-mentioned articles [7, 19] only the Galerkin solution is analyzed. The work [20] of Onishi describes a collocation scheme for the heat equation when the boundary integral equation is of the second kind. On the other hand, there are well-known situations which lead to boundary integral equations of the first kind. In such time-dependent cases no results for the collocation method seem to be available. Therefore, we are inevitably faced with the question of effectively solving such equations. For time-independent problems the collocation, and more recently the quadrature methods, have been analyzed [23, 24].

In this paper we construct and analyze a spline collocation scheme for solving the single-layer heat operator equation, assuming that the spatial domain is two-dimensional and has a smooth boundary. As trial functions we use tensor products of continuous piecewise linear functions with collocation at the nodal points. For the proof of stability and convergence we limit ourselves here to the case of the circle. However, the method can be applied to all smooth
closed curves, although the theory remains to be developed. For our choice of trial functions we are able to establish linear convergence, but it is obvious that faster methods could be defined (by raising the degree of the trial functions) and similarly analyzed. We have carried out some numerical experiments which confirm convergence, indicating even a quadratic rate of convergence. The numerical implementation of the scheme, covering also the general case, will be explained in some detail. Some of our theoretical results were already given in [11].

1. Single-layer heat operator equation

Considering the heat conduction problem, we first introduce two boundary integral approaches for the solution of the homogeneous heat equation with given Dirichlet-type boundary condition and vanishing initial data. For convenience of the reader, we briefly recall some basic situations in which the single-layer heat operator equation arises. For more details see [7, 16].

Let $\Omega \subset \mathbb{R}^2$ be a bounded domain with the smooth boundary $\Gamma$. With $0 < T < \infty$, we have the heat conduction problem

\begin{equation}
\begin{aligned}
-\Delta \Phi + \partial_t \Phi &= 0 & \text{in } & Q_T = \Omega \times (0, T), \\
\Phi |_{\Sigma_T} &= g & \text{on } & \Sigma_T = \Gamma \times (0, T), \\
\Phi(x, 0) &= 0, & x & \in \Omega.
\end{aligned}
\end{equation}

We consider the direct method and the single-layer method for solving the above problem. For this, let

\begin{equation}
E(x, t) = \begin{cases} 
\frac{1}{4\pi t} \exp(-\frac{|x|^2}{4t}), & t > 0, \\
0, & t \leq 0,
\end{cases}
\end{equation}

be the fundamental solution of the two-dimensional heat equation, and let $V$ and $W$ denote the classical single-layer and double-layer heat potentials

\begin{equation}
\begin{aligned}
(V \sigma)(x, t) &= \int_0^t \int_\Gamma \sigma(y, \tau)E(x-y, t-\tau) \, d\Gamma_y \, d\tau, & (x, t) & \in Q_T \cup Q^c_T, \\
(W \mu)(x, t) &= \int_0^t \int_\Gamma \mu(y, \tau)\partial_n E(x-y, t-\tau) \, d\Gamma_y \, d\tau, & (x, t) & \in Q_T \cup Q^c_T,
\end{aligned}
\end{equation}

where $Q^c_T = \Omega^c \times (0, T)$, $\Omega^c := \mathbb{R}^2 \setminus \Omega$ and $\partial_n$ is the exterior normal derivative. For sufficiently smooth functions $\sigma$ and $\mu$ the potentials $V \sigma$ and $W \mu$ have the well-known boundary behavior

\begin{equation}
\begin{aligned}
V \sigma |_{\Sigma_T} &= S_{\Gamma} \sigma, \\
W \mu |_{\Sigma_T} &= (D_{\Gamma} - \frac{1}{2} I) \mu \quad \text{(interior limit)},
\end{aligned}
\end{equation}

where $S_{\Gamma}$ is the single-layer heat operator

\begin{equation}
(S_{\Gamma} \sigma)(x, t) = \int_0^t \int_\Gamma \sigma(y, \tau)E(x-y, t-\tau) \, d\Gamma_y \, d\tau, \quad x \in \Gamma,
\end{equation}

and $D_{\Gamma}$ is the double-layer heat operator

\begin{equation}
(D_{\Gamma} \mu)(x, t) = \int_0^t \int_\Gamma \mu(y, \tau)\partial_n E(x-y, t-\tau) \, d\Gamma_y \, d\tau, \quad x \in \Gamma.
\end{equation}
In the direct method the heat potential $\Phi$ in (1.1) is given by means of the representation

\[(1.7) \quad \Phi = V\sigma - Wg,\]

which by (1.4ii) yields the single-layer heat operator equation

\[(1.8) \quad S_\Gamma\sigma = (\frac{1}{2}I + D_\Gamma)g\]

of the first kind. In the indirect single-layer method we use the representation

\[(1.9) \quad \Phi = V\hat{\sigma},\]

which by (1.4i) implies

\[(1.10) \quad S_\Gamma\hat{\sigma} = g.\]

Thus, both of the above approaches lead to a solution of the single-layer heat operator equation

\[(1.11) \quad S_\Gamma u_\Gamma = g_\Gamma.\]

We recall that, in a proper setting of function spaces, the equation (1.11) is uniquely solvable. Moreover, the solutions $\sigma$, $\hat{\sigma}$ in (1.8), (1.10) have the interpretations

\[(1.12i) \quad \sigma = \partial_\nu \Phi^-,
(1.12ii) \quad \hat{\sigma} = \partial_\nu \Phi^- - \partial_\nu \Phi^+ ,\]

where $+$ and $-$ denote the exterior and interior limits on the boundary $\Sigma_T$.

2. Preliminaries

In this section we introduce some notations and define appropriate function spaces which are used for the analysis. Let $x(\theta), \theta \in \mathbb{R}$, be a smooth 1-periodic parametric representation of the boundary curve $\Gamma$. We assume that the Jacobian is positive, i.e., $|x'(\theta)| > 0$. Denoting $u(\theta, t) = |x'(\theta)|u_\Gamma(x(\theta), t)$, we obtain

\[(2.1) \quad (S_t u)(x(\theta), t) = (S u)(\theta, t),\]

where $S$ is the single-layer heat operator

\[(2.2) \quad (S u)(\theta, t) = \int_0^t \int_0^1 u(\varphi, \tau)E(x(\theta) - x(\varphi), t - \tau)d\varphi d\tau, \quad (\theta, t) \in \mathbb{R} \times [0, T],\]

acting in the space of 1-periodic functions with respect to the spatial variable. Thus, the boundary integral equation (1.11) transforms to the integral equation

\[(2.3) \quad (S u)(\theta, t) = f(\theta, t), \quad (\theta, t) \in \mathbb{R} \times [0, T],\]

where $f(\theta, t) = g_\Gamma(x(\theta), t)$.

For numerical purposes we discretize the space-time domain $\mathbb{R} \times [0, T]$. The one-dimensional meshes $0 = \theta_0 < \theta_1 < \cdots < \theta_N = 1$ with $h_\theta = \max(|\theta_n - \theta_{n-1}|)$ and $0 = t_0 < t_1 < \cdots < t_M = T$ with $h_t = \max(|t_m - t_{m-1}|)$ induce a rectangular mesh on $\mathbb{R} \times [0, T]$. For this, let $\Delta_{\theta} = \{\theta_n\}_{n \in \mathbb{Z}}$ be the 1-periodic extension of the mesh $\{\theta_n\}_{n=0}^{N-1}$ to $\mathbb{R}$ and let $\Delta_t = \{t_m\}_{m=0}^{M}$. Let $S^h$ be the space of continuous piecewise linear 1-periodic splines with respect to
\( \Delta_\theta \), and correspondingly let \( S_{0,T}^h \) be the space of piecewise linear continuous functions \( \phi \) such that \( \phi(0) = 0 \). In the space-time domain we use the tensor product spline space \( \mathcal{M} := S^h \otimes S_{0,T}^h \). Further, we introduce the mean value functionals

\[
(J \phi)(t) := \int_0^1 \phi(\theta, t) \, d\theta, \quad ((\partial_t \otimes J) \phi)(t) := \int_0^1 \partial_t \phi(\theta, t) \, d\theta,
\]

and the trapezoidal rule approximations

\[
(J_\Delta \phi)(t) := \sum_{n=0}^{N-1} \frac{\theta_{n+1} - \theta_n}{2} u(\theta, t), \quad ((\partial_t \otimes J_\Delta) \phi)(t) := \sum_{n=0}^{N-1} \frac{\theta_{n+1} - \theta_n}{2} \partial_t u(\theta, t).
\]

The basis of the tensor product space \( \mathcal{M} \) is constructed as follows. Let \( \{ \psi_n | 1 \leq n \leq N \} \) be the familiar Courant basis of \( S^h \) such that

\[
\psi_n(\theta) = \begin{cases} 1, & l = n + \nu N, \; \nu \in \mathbb{Z}, \\ 0, & l \neq n + \nu N, \; \nu \in \mathbb{Z}. \end{cases}
\]

Then we have

\[
\partial_\theta \psi_n(\theta) = \begin{cases} (\theta_n - \theta_{n-1})^{-1}, & \theta_{n+\nu N-1} < \theta < \theta_{n+\nu N}, \; \nu \in \mathbb{Z}, \\ -(\theta_{n+1} - \theta_n)^{-1}, & \theta_{n+\nu N} < \theta < \theta_{n+\nu N+1}, \; \nu \in \mathbb{Z}, \\ 0, & \text{elsewhere}, \end{cases}
\]

and

\[
J \psi_n = \frac{\theta_{n+1} - \theta_{n-1}}{2}, \quad 1 \leq n \leq N.
\]

Correspondingly, we fix the basis functions \( \phi_m \) of \( S_{0,T}^h \) by defining

\[
\phi_m(t) = \begin{cases} \frac{1}{t_m}, & 0 \leq t \leq t_m, \; 1 \leq m \leq M, \\ 1, & t_m \leq t < T, \; 1 \leq m \leq M. \end{cases}
\]

With \( v_{m,n}(\theta, t) = \psi_n(\theta)\phi_m(t) \), the set \( \{ v_{m,n} | 1 \leq n \leq N, \; 1 \leq m \leq M \} \) is a basis of the spline space \( \mathcal{M} \), and any function \( v \in \mathcal{M} \) has the representation

\[
v(\theta, t) = \sum_{n=1}^N \sum_{m=1}^M \alpha_{m,n} v_{m,n}(\theta, t).
\]

For the analysis of the collocation method we need the anisotropic Sobolev spaces. Having introduced the parametric representation for the boundary curve \( \Gamma \), it is enough to consider functions which are 1-periodic with respect to the spatial variable. First, for any \( r \in \mathbb{R} \), let \( H^r \) be the Sobolev space of 1-periodic functions on \( \mathbb{R} \). The anisotropic spaces

\[
H^{r,s} := H^0(\mathbb{R}; H^r) \cap H^s(\mathbb{R}; H^0), \quad r, s \in \mathbb{R},
\]

are defined in the usual way ([17, p. 87], [18, p. 8]). In terms of the Fourier transform

\[
(\mathcal{F}u)(\theta, \tau) = \int_{-\infty}^{\infty} u(\theta, t) e^{-i\tau t} \, dt,
\]
the norm in the space \( H^{r,s} \) is given by
\[
||u||_{H^{r,s}}^2 = \int_{-\infty}^{\infty} (||\mathcal{F}_t u(\cdot, \tau)||_{H^r}^2 + ||\tau||^2 ||\mathcal{F}_\tau u(\cdot, \tau)||_{H^s}^2) d\tau.
\]

The space \( H^{r,s}(\mathbb{R}_T), r, s \geq 0, 0 < T \leq \infty, \) is the space of restrictions to \( \mathbb{R}_T = \mathbb{R} \times (0, T) \) of functions belonging to \( H^{r,s}. \) Again, we have the Hilbert space
\[
H^{r,s}(\mathbb{R}_T) = H^0((0, T); H^r) \cap H^s((0, T); H^0), 0 < T \leq \infty,
\]
endowed with the norm
\[
||u||_{H^{r,s}(\mathbb{R}_T)} = \left( \int_0^T ||u(\cdot, t)||_{H^r}^2 dt + ||u||_{H^s((0, T); H^0)}^2 \right)^{\frac{1}{2}}, 0 < T < \infty.
\]

We also use equivalent norms defined by
\[
||u||_{H^{r,s}(\mathbb{R}_T)}^2 = \int_0^T ||u(\cdot, t)||_{H^r}^2 dt
\]
\[
+ \int_0^T \int_0^T \frac{||u(\cdot, t) - u(\cdot, \tau)||_{H^s}^2}{|t - \tau|^{1+2s}} dt d\tau, 0 < s < 1,
\]
and
\[
||u||_{H^{r,s}(\mathbb{R}_T)}^2 = \int_0^T ||u(\cdot, t)||_{H^r}^2 dt + \int_0^1 ||u(\theta, \cdot)||_{H^s((0, T); H^0)}^2 d\theta, 0 \leq s < 1.
\]

Moreover, we introduce the subspace
\[
H^{0,s}_0(\mathbb{R}_T) = \{ u \mid u = U|_{\mathbb{R}_T} \mid U \in H^{r,s}, U(\cdot, t) = 0, t < 0 \}, 0 < T \leq \infty.
\]

Thus, for example, \( H^{r,s}_0(\mathbb{R}_\infty) \) is the space of those functions in \( H^{r,s}(\mathbb{R}_\infty) \) for which the zero extension with respect to the time-variable \( t \) remains in \( H^{r,s}. \)

Finally, we need the negative-order space \( H^{r,-s}_0(\mathbb{R}_T) \) for \( 0 < r < 1, 0 < s < \frac{1}{2}. \) These spaces are defined as dual spaces \( H^{r,-s}_0(\mathbb{R}_T) = (H^{r,s}_0(\mathbb{R}_T))^\prime. \) If there is no danger of confusion, we use the notations
\[
|| \cdot || = || \cdot ||_{0,0}, \quad || \cdot ||_{r,s} = || \cdot ||_{H^{r,s}(\mathbb{R}_T)}.
\]

An analogous convention applies to the one-dimensional case. In the anisotropic Sobolev spaces the following mapping property is valid \([7, 14, 19]\).

**Theorem 2.1.** The single-layer heat operator
\[
S : H^{r,\frac{1}{2}}_0(\mathbb{R}_T) \rightarrow H^{r+1, \frac{1}{2}}_0(\mathbb{R}_T)
\]
is an isomorphism for all \( r \geq -\frac{1}{2}. \) Furthermore, it is coercive such that
\[
(Sw|w) \geq c||w||_{H^{0,0}(\mathbb{R}_T)}^2, -\frac{1}{2}
\]
for all \( w \in H^{0,-\frac{1}{2}}_0(\mathbb{R}_T). \) Here we assume that \( T \) is finite.

In the formula (2.15) the duality pairing extends the \( H^{0,0}(\mathbb{R}_T) \) inner product.

3. Analysis of the collocation equations

We apply piecewise linear approximation both in space and time, together with nodal point collocation. The collocation equations corresponding to the
equation $Su = f$ are: Find $u_\Delta \in \mathcal{M}$ such that
\begin{equation}
(Su_\Delta)(\theta_n, t_m) = f(\theta_n, t_m), \quad 1 \leq n \leq N, \quad 1 \leq m \leq M.
\end{equation}

We adapt the method developed by Arnold and Wendland [3] for the one-dimensional case and extended by Arnold and Saranen [2] for biperiodic problems. In this approach the collocation problem is reduced to a Galerkin problem. In order to establish the required equivalence, we define the bilinear form
\begin{equation}
B_{\Delta}(w, v) = \int_0^1 \int_0^T \partial_t \partial_\theta w(\theta, t) \partial_t \partial_\theta v(\theta, t) \, d\theta \, dt
+ \int_0^T ((\partial_t \otimes J_\Delta) w)(t)((\partial_t \otimes J) v)(t) \, dt.
\end{equation}

For the equivalent characterization of the collocation equations (3.1) we need some regularity assumptions on the given right-hand side $f$. Let $C(R_T)$ be the space of continuous functions $f(\theta, t)$ on the closure $R_T$ of $R_T$ such that $f$ is 1-periodic with respect to the variable $\theta$. Moreover, we define the spaces $C_00(R_T) = \{ f \in C(R_T) : f(\theta, 0) \equiv 0 \}$, 
$\mathcal{S}_00(R_T) = \{ f \in C_00(R_T) : \partial_\theta f, \partial_t f, \partial_\theta \partial_\theta f = \partial_\theta \partial_t f \in C(R_T) \}$.

Next we give sufficient conditions on the function $u$ to guarantee the property $Su \in \mathcal{S}_00(R_T)$. Recall that a measurable function $u$ is essentially bounded on $R_T$ if there exists $C > 0$ such that $|u(\theta, t)| \leq C$ for almost all $(\theta, t) \in R_T$. First we observe the following continuity property.

**Lemma 3.1.** Assume that $u$ is a measurable and essentially bounded function on $R_T$. Then $f = Su \in \mathcal{S}_00(R_T)$.

**Proof.** Let $(\theta_0, t_0) \in R_T$. We consider only the case with $0 < t_0 < t$ and $t - t_0 < \delta \leq \delta_0$, $|\theta - \theta_0| < \frac{\delta}{2}$. Introducing the intervals $I(\theta_0) = [\theta_0 - \frac{1}{2}, \theta_0 + \frac{1}{2}]$, 
$I_1(\theta_0) = [\theta_0 - \delta, \theta_0 + \delta]$, 
$I_2(\theta_0) = [\theta_0 - \frac{1}{2}, \theta_0 - \delta] \cup [\theta_0 + \delta, \theta_0 + \frac{1}{2}]$,
we obtain, owing to periodicity with respect to the space variable,
\begin{align*}
(Su)(\theta, t) - (Su)(\theta_0, t_0) & = \int_0^{t_0} \int_{I_1(\theta_0)} u(\phi, \tau)[E(x(\theta) - x(\phi), t - \tau) - E(x(\theta_0) - x(\phi), t_0 - \tau)] \, d\phi \, d\tau \\
& + \int_0^{t_0} \int_{I_2(\theta_0)} u(\phi, \tau)[E(x(\theta) - x(\phi), t - \tau) - E(x(\theta_0) - x(\phi), t_0 - \tau)] \, d\phi \, d\tau \\
& + \int_{t_0}^t \int_{\theta_0 - \frac{1}{2}}^{\theta_0 + \frac{1}{2}} u(\phi, \tau)E(x(\theta) - x(\phi), t - \tau) \, d\phi \, d\tau.
\end{align*}

By using the separation of singularities [10, 22], we have for the kernel the absolutely integrable bounds
\begin{align}
E(x(\theta) - x(\phi), t - \tau) & \leq \frac{C}{(t - \tau)^{\mu}|x(\theta) - x(\phi)|^{2-2\mu}}, \quad \frac{1}{2} < \mu < 1, \\
E(x(\theta_0) - x(\phi), t_0 - \tau) & \leq \frac{C}{(t_0 - \tau)^{\mu}|x(\theta_0) - x(\phi)|^{2-2\mu}}, \quad \frac{1}{2} < \mu < 1.
\end{align}
The estimates (3.3) together with

\begin{equation}
(3.4) \quad c|\theta - \varphi| \leq |x(\theta) - x(\varphi)| \leq C|\theta - \varphi|, \quad |\theta - \varphi| \leq 1 - \delta_0,
\end{equation}

yield for any positive \( \varepsilon \)

\begin{align}
(3.5) \quad \int_{\theta_0}^{\theta_0 + \delta} \int_{t_0}^{t_0 + t} u(\varphi, \tau) E(x(\theta) - x(\varphi), t - \tau) \, d\varphi d\tau & \leq C \|u\|_\infty \delta^{2\mu - 1} \leq \varepsilon, \\
\int_{\theta_0}^{\theta_0 + \delta} \int_{t_0}^{t_0 + t} u(\varphi, \tau) E(x(\theta_0) - x(\varphi), t_0 - \tau) \, d\varphi d\tau & \leq C \|u\|_\infty \delta^{2\mu - 1} \leq \varepsilon,
\end{align}

if \( \delta_0 \) is small enough. Here, \( \|u\|_\infty \) denotes the essential supremum of \( u \) on \( \mathbb{R}_T \). Moreover, the function \( E(x(\theta) - x(\varphi), \xi) \) is uniformly continuous in the domain

\[ \{\theta | |\theta - \theta_0| \leq \frac{\delta_0}{2}\} \times I_2(\theta_0) \times [0, T], \]

and therefore

\begin{equation}
(3.6) \quad \int_{\theta_0}^{\theta_0 + \delta} \int_{t_0}^{t_0 + t} u(\varphi, \tau)[E(x(\theta) - x(\varphi), t - \tau) - E(x(\theta_0) - x(\varphi), t_0 - \tau)] \, d\varphi d\tau \leq \varepsilon,
\end{equation}

if \( \delta \) is sufficiently small. The continuity follows from (3.5), (3.6). \( \square \)

Now we introduce the space

\[ \mathcal{C}_{00}^l(\mathbb{R}_T) = \{f \mid f(\theta, \cdot) \text{ is continuous for almost all } \theta \text{ and } f(\theta, 0) = 0\}. \]

The space \( \mathcal{H}_{00}(\mathbb{R}_T) \) consists of functions \( f \in \mathcal{C}_{00}^l(\mathbb{R}_T) \) such that \( \partial_\theta f \in \mathcal{C}_{00}^l(\mathbb{R}_T) \) and the partial derivatives \( \partial_\theta f \), \( \partial_\tau f \) are measurable, essentially bounded functions on \( \mathbb{R}_T \). We emphasize that \( \mathcal{M} \) is a subspace of \( \mathcal{H}_{00}(\mathbb{R}_T) \). The previous lemma is valid for general smooth curves. In the following lemma it is essential that the boundary curve is a circle.

**Lemma 3.2.** Let \( u \in \mathcal{H}_{00}(\mathbb{R}_T) \). Then we have \( Su \in \mathcal{H}_{00}^c(\mathbb{R}_T) \), and the following commutation relations are true:

\begin{align}
(3.7) \quad & \partial_\theta (Su)(\theta, t) = (S(\partial_\theta u))(\theta, t), \\
(3.8) \quad & \partial_\tau (Su)(\theta, t) = (S(\partial_\tau u))(\theta, t), \\
(3.9) \quad & \partial_\theta \partial_\theta (Su)(\theta, t) = (S(\partial_\theta \partial_\theta u))(\theta, t) = \partial_\theta \partial_\tau (Su)(\theta, t), \\
(3.10) \quad & J(Su)(t) = S(Ju)(t), \\
(3.11) \quad & ((\partial_\tau \otimes J)(Su))(t) = (S(\partial_\tau \otimes J)u)(t).
\end{align}

**Proof.** Using the heat kernel corresponding to the circle with radius \( r \),

\[ E_r(\theta - \varphi, t - \tau) = \frac{\exp \left(-r^2 \sin^2(\pi(\theta - \varphi)) \right)}{4\pi(t - \tau)}, \]
we have
\[
\frac{(Su)(\theta + \delta, t) - (Su)(\theta, t)}{\delta}
\]
\[
= \int_0^t \int_0^1 \frac{u(\varphi + \delta, \tau) - u(\varphi, \tau)}{\delta} E_r(\theta - \varphi, t - \tau) \, d\varphi \, d\tau
\]
\[
= \int_0^t \int_0^1 \left( \frac{1}{\delta} \int_{\varphi}^{\varphi+\delta} \partial_\sigma u(\sigma, \tau) \, d\sigma \right) E_r(\theta - \varphi, t - \tau) \, d\varphi \, d\tau.
\]

The existence of the partial derivative \( \partial_\varphi u \) implies that the limit
\[
\lim_{\delta \to 0} \frac{1}{\delta} \int_{\varphi}^{\varphi+\delta} \partial_\sigma u(\sigma, \tau) \, d\sigma = \lim_{\delta \to 0} \frac{u(\varphi + \delta, \tau) - u(\varphi, \tau)}{\delta} = \partial_\varphi u(\varphi, \tau)
\]
exists for almost all \( \varphi \in \mathbb{R}, \tau \in (0, t) \). Furthermore, since \( \partial_\varphi u \) is essentially bounded, we have
\[
\frac{1}{\delta} \int_{\varphi}^{\varphi+\delta} |\partial_\sigma u(\sigma, \tau)| \, d\sigma \leq C,
\]
and the limit
\[
\lim_{\delta \to 0} \frac{1}{\delta} [(Su)(\theta + \delta, t) - (Su)(\theta, t)] = \int_0^t \int_0^1 \partial_\varphi u(\varphi, \tau) E_r(\theta - \varphi, t - \tau) \, d\varphi \, d\tau
\]
exists by the Lebesgue dominated convergence theorem, proving (3.7). Next we consider (3.8). The condition \( u(\theta, 0) = 0 \) yields
\[
\frac{(Su)(\theta, t) - (Su)(\theta, t - \delta)}{\delta}
\]
\[
= \int_0^t \int_0^1 \left( \frac{1}{\delta} \int_0^t \partial_\varphi u(\sigma, \varphi) \, d\sigma \right) E_r(\theta - \varphi, t - \tau) \, d\varphi \, d\tau
\]
\[
+ \int_0^t \int_0^1 \left( \frac{1}{\delta} \int_0^t \partial_\varphi u(\sigma, \varphi) \, d\sigma \right) E_r(\theta - \varphi, t - \tau) \, d\varphi \, d\tau.
\]

Again, the Lebesgue dominated convergence theorem implies the existence of the limit
\[
\lim_{\delta \to 0} \frac{1}{\delta} [(Su)(\theta, t) - (Su)(\theta, t - \delta)] = \int_0^t \int_0^1 \partial_\varphi u(\varphi, \tau) E_r(\theta - \varphi, t - \tau) \, d\varphi \, d\tau,
\]
and (3.8) is proved. Similarly, we get
\[
(\partial_\theta \partial_\varphi (Su))(\theta, t) = (\partial_\theta (S\partial_\varphi u))(\theta, t) = (S(\partial_\theta \partial_\varphi u))(\theta, t)
\]
by using the assumption \( \partial_\varphi u(\varphi, 0) = 0 \). On the other hand, we have
\[
(\partial_\theta \partial_\varphi (Su))(\theta, t) = (\partial_\theta (S\partial_\varphi u))(\theta, t) = (S(\partial_\varphi \partial_\varphi u))(\theta, t) = (S(\partial_\varphi \partial_\varphi u))(\theta, t),
\]
where we need only the condition \( u(\theta, 0) = 0 \). To prove (3.10), we consider the mean value \( J \) with respect to the spatial variable,
\[
(J(Su))(t) = \int_0^t \int_0^1 \int_0^1 \frac{1}{4\pi} u(\varphi, \tau) \frac{1}{t - \tau} e^{-\frac{1 - \cos(2\pi(\theta - \varphi))}{2(t - \tau)}} \, d\varphi \, d\tau \, d\theta
\]
\[
= \int_0^t \int_0^1 \frac{1}{4\pi} u(\varphi, \tau) \frac{1}{t - \tau} e^{-\frac{1}{2(t - \tau)}} \left( \int_0^1 e^{-\frac{\cos(2\pi(\theta - \varphi))}{2(t - \tau)}} \, d\theta \right) \, d\varphi \, d\tau.
\]
In terms of the modified Bessel function of order zero [1]

\[ I_0(z) = \frac{1}{\pi} \int_0^\pi e^{z \cos(\theta)} d\theta, \]

we have

\[ \int_0^1 e^{-\frac{\cos(2 \pi (\theta - \phi))}{2 t - \tau}} d\theta = I_0 \left( \frac{1}{2(t-\tau)} \right). \]

(3.13)

Observe that the integral in (3.13) is independent of the variable \( \phi \). Thus, (3.12) becomes

\[ (J(Su))(t) = \int_0^t \frac{1}{4\pi} \frac{(Ju)(\tau)}{t-\tau} e^{-\frac{1}{2(t-\tau)} I_0 \left( \frac{1}{2(t-\tau)} \right)} d\tau. \]

(3.14)

On the other hand, by (3.13),

\[ (SJ)(\theta, t) = \int_0^t \int_0^1 \frac{1}{4\pi} \frac{(Ju)(\tau)}{t-\tau} e^{-\frac{1}{2(t-\tau)} I_0 \left( \frac{1}{2(t-\tau)} \right)} d\phi d\tau \]

\[ = \int_0^t \frac{1}{4\pi} \frac{(Ju)(\tau)}{t-\tau} e^{-\frac{1}{2(t-\tau)} I_0 \left( \frac{1}{2(t-\tau)} \right)} d\tau = (J(Su))(t), \]

which proves (3.10). Finally, the commutation relation (3.11) follows from (3.8), (3.10). The property \( Su \in \mathcal{H}_0^c(\mathbb{R}_T) \) is a consequence of Lemma 3.1 and (3.9).

**Theorem 3.1.** Let \( u \in \mathcal{H}_0^c(\mathbb{R}_T) \) be the solution of the equation \( Su = f \). Then the function \( v_\Delta \in \mathcal{M} \) is a solution of the collocation problem (3.1) if and only if the equations

\[ B_\Delta(Su_\Delta, v) = B_\Delta(Su, v), \quad v \in \mathcal{M}, \]

are valid.

**Proof.** We denote \( \tilde{w} = w - f \), where \( w = Su_\Delta \). From (2.6), (2.8) we obtain

\[ \int_0^1 \int_0^T dt_0 \partial_t \partial_\theta \tilde{w}(\theta, t) \partial_t \partial_\theta v_{m, n}(\theta, t) d\theta dt \]

\[ = \frac{1}{t_m} \int_0^1 \left[ \int_0^{t_m} \partial_t \partial_\theta \tilde{w}(\theta, t) dt \right] \partial_\theta \psi_n(\theta) d\theta \]

\[ = \frac{1}{t_m} \int_0^1 \left[ \partial_\theta \tilde{w}(\theta, t_m) - \partial_\theta \tilde{w}(\theta, 0) \right] \partial_\theta \psi_n(\theta) d\theta \]

\[ = \frac{1}{t_m} \left[ \tilde{w}(\theta_{n+1}, t_m) - \tilde{w}(\theta_n, t_m) \right] \frac{\theta_{n+1} - \theta_n}{\theta_{n+1} - \theta_n}, \]

(3.16)

where in the last step the property \( \tilde{w}(\theta, 0) = 0 \) was used. Moreover, we have

\[ ((\partial_t \otimes J)v_{m, n})(t) = \begin{cases} \frac{J\psi_n}{t_m}, & 0 < t < t_m, \\ 0, & t_m < t < T. \end{cases} \]
which by (2.5) yields
\[
\int_0^T ((\partial_t \otimes J_\Delta) \tilde{w})(t)((\partial_t \otimes J) v_{m,n})(t) \, dt
\]
\[
= \frac{J \psi_n}{t_m} \sum_{l=0}^{N-1} \frac{\theta_{l+1} - \theta_{l-1}}{2} \int_0^{t_m} \partial_t \tilde{w}(\theta_l, t) \, dt
\]
\[
= \frac{J \psi_n}{t_m} \sum_{l=0}^{N-1} \frac{\theta_{l+1} - \theta_{l-1}}{2} \tilde{w}(\theta_l, t_m),
\]
where we have again used the property \( \tilde{w}(\theta, 0) = 0 \).

After these preparations we are able to prove our assertion. Suppose first that \( u_\Delta \) satisfies the collocation equations, i.e., the nodal values \( \tilde{w}(\theta_n, t_m) \) vanish. According to (3.2), (2.9), (3.16) and (3.17) the bilinear form \( B_\Delta(\tilde{w}, v) \) reduces to a linear combination of the nodal values of \( \tilde{w} \), and consequently \( B_\Delta(\tilde{w}, v) = 0 \) for all \( v \in \mathcal{M} \). Conversely, assume that (3.15) is valid. We use the identity
\[
B_\Delta(\tilde{w}, Jv) = \int_0^T ((\partial_t \otimes J_\Delta) \tilde{w})(t)((\partial_t \otimes J) v)(t) \, dt.
\]
For \( v \in \mathcal{M} \) we also have \( Jv \in \mathcal{M} \). Therefore, (3.18) and (3.15) imply
\[
\int_0^T ((\partial_t \otimes J_\Delta) \tilde{w})(t)((\partial_t \otimes J) v)(t) \, dt = 0, \quad v \in \mathcal{M},
\]
and (3.2) thus yields
\[
(\partial_t \theta_v \tilde{w})(\partial_t \theta_v v) = 0, \quad v \in \mathcal{M}.
\]
By virtue of (3.20) and (3.16),
\[
(\partial_t \theta \tilde{w})(\partial_t \theta v) = \sum_{n=1}^N (\tilde{w}(\theta_{n+1}, t_m) - \tilde{w}(\theta_n, t_m)) = 0
\]
for \( 1 \leq n \leq N, 1 \leq m \leq M \). Let \( m \) be fixed. Then we have for all \( n = 1, \ldots, N \),
\[
(\partial_t \theta_v \tilde{w})(\partial_t \theta_v v) = \sum_{n=1}^N (\tilde{w}(\theta_{n+1}, t_m) - \tilde{w}(\theta_n, t_m)) = 0.
\]
Using the periodicity of \( \tilde{w} \) with respect to \( \theta \), we obtain
\[
\sum_{n=1}^N (\tilde{w}(\theta_n, t_m) - \tilde{w}(\theta_{n-1}, t_m)) = \tilde{w}(\theta_N, t_m) - \tilde{w}(\theta_0, t_m) = 0.
\]
On the other hand, (3.22) implies
\[
\sum_{n=1}^N (\tilde{w}(\theta_n, t_m) - \tilde{w}(\theta_{n-1}, t_m)) = C_m \sum_{n=1}^N (\theta_n - \theta_{n-1}) = C_m,
\]
which, with (3.23), gives \( C_m = 0 \). Inserting this back into (3.22), we have
\[
\tilde{w}(\theta_n, t_m) = \tilde{w}(\theta_0, t_m), \quad 1 \leq n \leq N.
\]
Finally, according to (3.17), (3.19), (3.25),

\[ 0 = \frac{J\psi_n}{t_m} \sum_{l=0}^{N-1} \frac{\theta_{l+1} - \theta_{l-1}}{2} \tilde{w}(\theta_l, t_m) = \frac{J\psi_n}{t_m} \tilde{w}(\theta_0, t_m). \]

Since \( J\psi_n \) is nonzero, the value \( \tilde{w}(\theta_0, t_m) \) vanishes and, in view of the formula (3.25), all nodal values \( \tilde{w}(\theta_n, t_m) \) vanish. Thus, \( u_\Delta \) satisfies the collocation equations (3.1). \( \square \)

4. Stability analysis

Here we prove the unique solvability of the collocation equations (3.1) if the spatial discretization parameter \( h_\theta \) is small enough. This result is a consequence of a coercivity estimate for the bilinear form \( B_\Delta(Su, v) \), which yields stability and convergence of the method. To prove the coercivity, we consider the form \( B_\Delta(w, v) \) as a small perturbation of the bilinear form

\[ B(w, v) = (\partial_t \partial_\theta w|\partial_t \partial_\theta v) + ((\partial_t \otimes J)w|\partial_t \otimes J)v). \]

For brevity, we introduce the notation

\[ \|v\|_{-\frac{1}{4}, -\frac{1}{4}} = \|\partial_t \partial_\theta v\|_{-\frac{1}{4}, -\frac{1}{4}} + \|((\partial_t \otimes J)v\|_{-\frac{1}{4}, -\frac{1}{4}}. \]

In any space of functions where this expression is well defined and finite, it gives a seminorm. It is essential to see that \( \|\cdot\|_{-\frac{1}{4}, -\frac{1}{4}} \) is a norm in the subspace \( \mathcal{M} \). This is proved in the following lemma.

**Lemma 4.1.** The mapping \( v \mapsto \|v\|_{-\frac{1}{4}, -\frac{1}{4}} \) defines a norm in the space \( \mathcal{M} = S_h \otimes S_{0,T}^h \).

**Proof.** It suffices to show that the condition

\[ |||v|||_{-\frac{1}{4}, -\frac{1}{4}} = 0 \quad \text{for} \quad v \in \mathcal{M} \]

implies \( v(\theta, t) \equiv 0 \). Now, assuming (4.3), we obtain from the representation (2.9)

\[ (\partial_t \partial_\theta v)(\theta, t) = \partial_t \left( \sum_{m=1}^{M} \sum_{n=1}^{N} \alpha_{m,n}(\partial_\theta \psi_n)(\theta)\phi_m(t) \right) \]

and

\[ ((\partial_t \otimes J)v)(t) = \partial_t \left( \sum_{m=1}^{M} \sum_{n=1}^{N} \alpha_{m,n}(J\psi_n)\phi_m(t) \right). \]

According to (4.3), (4.4) we have

\[ \sum_{m=1}^{M} \left( \sum_{n=1}^{N} \alpha_{m,n}(\partial_\theta \psi_n)(\theta) \right) \phi_m(t) \equiv C(\theta). \]

In fact, \( C(\theta) = 0 \), since \( \phi_m(0) = 0 \) for all \( m = 1, \ldots, M \). This yields

\[ \sum_{n=1}^{N} \alpha_{m,n}(\partial_\theta \psi_n)(\theta) \equiv 0, \quad m = 1, \ldots, M. \]
Analogously, from (4.3), (4.5) we deduce that

$$
(4.8) \quad \sum_{n=1}^{N} \alpha_{m,n}(J \psi_n) = 0, \quad m = 1, \ldots, M.
$$

Adding (4.7) and (4.8) together gives

$$
\sum_{n=1}^{N} \alpha_{m,n}(\partial_{\theta} + J)\psi_n = (\partial_{\theta} + J) \left( \sum_{n=1}^{N} \alpha_{m,n}\psi_n \right) = 0, \quad m = 1, \ldots, M.
$$

The operator \((\partial_{\theta} + J)\) is an isomorphism from \(S^h\) to the space of piecewise constant periodic splines. Thus,

$$
\sum_{n=1}^{N} \alpha_{m,n}\psi_n = 0, \quad m = 1, \ldots, M,
$$

which implies that all the coefficients \(\alpha_{m,n}\) vanish, proving our statement. \(\square\)

Our next aim is to establish the required continuity and coercivity of the form \(B_{\Delta}(Su, v)\). These properties are valid in the space \(\mathcal{H}_0(\mathbb{R}_T)\). First we consider the form \(B(Su, v)\).

**Lemma 4.2.** We have the continuity estimate

$$
(4.9) \quad |B(Su, v)| \leq c(\|u\|_{-\frac{1}{4}, -\frac{1}{4}} \|v\|_{-\frac{1}{4}, -\frac{1}{4}})
$$

for all \(u, v \in \mathcal{H}_0(\mathbb{R}_T)\) and the coercivity

$$
(4.10) \quad B(Sv, v) \geq c(\|v\|_{-\frac{1}{4}, -\frac{1}{4}}^2), \quad v \in \mathcal{H}_0(\mathbb{R}_T).
$$

**Proof.** We have by the commutation relations (3.9), (3.11)

$$
(4.11) \quad B(Su, v) = (S\partial_t\partial_{\theta} u|\partial_t\partial_{\theta} v) + (S(\partial_t \otimes J)u| (\partial_t \otimes J)v).
$$

The mapping property (2.14) gives

$$
|B(Su, v)| \leq \|S\partial_t\partial_{\theta} u\|_{\frac{1}{4}, \frac{1}{4}} \|\partial_t \partial_{\theta} v\|_{-\frac{1}{4}, -\frac{1}{4}} + \|S(\partial_t \otimes J)u\|_{\frac{1}{4}, \frac{1}{4}} \|\partial_t \otimes J)v\|_{-\frac{1}{4}, -\frac{1}{4}}
\leq c \left(\|\partial_t\partial_{\theta} u\|_{-\frac{1}{4}, -\frac{1}{4}} \|\partial_t \partial_{\theta} v\|_{-\frac{1}{4}, -\frac{1}{4}} + \|\partial_t \otimes J)u\|_{-\frac{1}{4}, -\frac{1}{4}} \|\partial_t \otimes J)v\|_{-\frac{1}{4}, -\frac{1}{4}}\right)
\leq c(\|u\|_{-\frac{1}{4}, -\frac{1}{4}} \|v\|_{-\frac{1}{4}, -\frac{1}{4}}),
$$

which proves (4.9). From (4.11), (2.15) we have

$$
B(Sv, v) = (S\partial_t\partial_{\theta} v|\partial_t\partial_{\theta} v) + (S(\partial_t \otimes J)v| (\partial_t \otimes J)v)
\geq c(\|\partial_t\partial_{\theta} v\|_{-\frac{1}{4}, -\frac{1}{4}}^2 + \|\partial_t \otimes J)v\|_{-\frac{1}{4}, -\frac{1}{4}}^2)
\geq c(\|v\|_{-\frac{1}{4}, -\frac{1}{4}}^2),
$$

which yields (4.10). \(\square\)

Concerning the difference \(B - B_{\Delta}\), we have the following lemma.
Lemma 4.3. For all \( u, v \in H_0^0(\mathbb{R}_T) \) there holds
\[
\| B(Su, v) - B_\Delta(Su, v) \| \leq c h_\theta \| u \|_{-\frac{1}{4}, -\frac{1}{4}} \| v \|_{-\frac{1}{4}, -\frac{1}{4}}.
\]

Proof. Using the commutation relations
\[
(\partial_\theta \otimes J) Su = JS \partial_\theta u, \quad (\partial_\theta \otimes J_\Delta) Su = J_\Delta S \partial_\theta u,
\]
which follow from (2.4), (2.5), (3.8), we obtain
\[
\| B(Su, v) - B_\Delta(Su, v) \| = \left\| \left( (\partial_\theta \otimes (J - J_\Delta)(Su)) \right) \left( \partial_\theta \otimes J \right) v \right\|
\]
\[
\leq \|(J - J_\Delta)(S \partial_\theta u)\|_{\frac{1}{4}, \frac{1}{4}} \| (\partial_\theta \otimes J) v \|_{-\frac{1}{4}, -\frac{1}{4}}.
\]

Define \( w = S \partial_\theta u \). Since \((J - J_\Delta)w(\cdot, t)\) is independent of the variable \( \theta \), we have by the accuracy of the trapezoidal rule
\[
\| (J - J_\Delta)w(\cdot, t) \| = \left\| \left( (J - J_\Delta) \right) \left( \partial_\theta \otimes J \right) v \right\| \leq c h_\theta \| w(\cdot, t) \|_{H^1}.
\]

According to (3.7), (3.10), and (2.14),
\[
\| \partial_\theta w \|_{\frac{1}{4}, \frac{1}{4}} = \| \partial_\theta S \partial_\theta u \|_{\frac{1}{4}, \frac{1}{4}} = \| S \partial_\theta \partial_\theta u \|_{\frac{1}{4}, \frac{1}{4}} \leq c \| \partial_\theta \partial_\theta u \|_{-\frac{1}{4}, -\frac{1}{4}},
\]
\[
\| Jw \|_{\frac{1}{4}, \frac{1}{4}} = \| JS \partial_\theta u \|_{\frac{1}{4}, \frac{1}{4}} = \| SJ \partial_\theta u \|_{\frac{1}{4}, \frac{1}{4}} \leq c \| (\partial_\theta \otimes J) u \|_{-\frac{1}{4}, -\frac{1}{4}}.
\]

The norm (2.12) together with (4.14) yields
\[
\| (J - J_\Delta)w \|_{\frac{1}{2}, \frac{1}{4}} \leq c \int_0^T \| (J - J_\Delta)w(\cdot, t) \|_{\frac{1}{2}}^2 dt
\]
\[
+ c \int_0^T \int_0^T \frac{\| (J - J_\Delta)w(\cdot, t) - (J - J_\Delta)w(\cdot, t') \|_{\frac{1}{2}}^2}{|t - t'|^\frac{1}{2}} dt dt',
\]
\[
\leq c h_\theta^2 \int_0^T \| w(\cdot, t) \|_{H^1_{0\theta}}^2 dt + c h_\theta^2 \int_0^T \int_0^T \frac{\| w(\cdot, t) - w(\cdot, t') \|_{H^1_{0\theta}}^2}{|t - t'|^\frac{1}{2}} dt dt'
\]
\[
\leq c h_\theta^2 \int_0^T \left( \| \partial_\theta w(\cdot, t) \|_{H^0_{\theta\theta}}^2 + \| Jw(t) \|_{H^1_{0\theta}}^2 \right) dt
\]
\[
+ c h_\theta^2 \int_0^T \int_0^T \left( \| \partial_\theta w(\cdot, t) - \partial_\theta w(\cdot, t') \|_{H^0_{\theta\theta}}^2 + \| (Jw(t) - (Jw)(t'))^2 \|_{H^0_{\theta\theta}}^2 \right) dt dt',
\]

and hence, by (4.15),
\[
\| (J - J_\Delta)S \partial_\theta u \|_{\frac{1}{2}, \frac{1}{4}} \leq c h_\theta \| u \|_{-\frac{1}{4}, -\frac{1}{4}}.
\]

The required estimate (4.12) follows from (4.13) and (4.16). \( \square \)

Combining Lemmas 4.2 and 4.3, we obtain

Lemma 4.4. For all \( u, v \in H_0^0(\mathbb{R}_T) \) we have the continuity estimate
\[
\| B_\Delta(Su, v) \| \leq c_1 \| u \|_{-\frac{1}{4}, -\frac{1}{4}} \| v \|_{-\frac{1}{4}, -\frac{1}{4}}.
\]

Moreover, there exists a constant \( h_0 \) such that for all \( 0 < h_\theta \leq h_0 \) there holds
\[
B_\Delta(Sv, v) \geq c_2 \| v \|_{-\frac{1}{2}, -\frac{1}{4}}, \quad v \in H_0^0(\mathbb{R}_T).
\]

We can now state the main result of this section.
Theorem 4.1. Assume that the solution $u$ of the equation (2.3) satisfies $u \in \mathcal{H}_0^1(\mathbb{R}_T)$. Then, for all $0 < h_0 \leq h_0$, there exists a unique solution $u_\Delta$ of the collocation equations (3.1). Moreover, we have the stability

$$
|||u_\Delta|||_{-\frac{1}{4}, -\frac{1}{4}} \leq \frac{c_1}{c_2} |||u|||_{-\frac{1}{4}, -\frac{1}{4}}
$$

and the quasi-optimal approximation result

$$
|||u - u_\Delta|||_{-\frac{1}{4}, -\frac{1}{4}} \leq \left(1 + \frac{c_1}{c_2}\right) \inf_{v \in \mathcal{M}} |||u - v|||_{-\frac{1}{4}, -\frac{1}{4}}.
$$

Proof. For $u \in \mathcal{H}_0^1(\mathbb{R}_T)$ the collocation problem (3.1) is, by Theorem 3.1, equivalent to the equations

$$
B_\Delta(Su_\Delta, v) = B_\Delta(Su, v), \quad v \in \mathcal{M}.
$$

If $0 < h_0 \leq h_0$, the existence of a unique solution for the finite-dimensional problem (4.21) follows from the coercivity (4.18), since $|||v|||_{-\frac{1}{4}, -\frac{1}{4}}$ is a norm in the subspace $\mathcal{M}$. By (4.18), (4.21), (4.17) there holds

$$
c_2|||u_\Delta|||_{-\frac{1}{4}, -\frac{1}{4}}^2 \leq B_\Delta(Su_\Delta, u_\Delta) = B_\Delta(Su, u_\Delta) \leq c_1|||u|||_{-\frac{1}{4}, -\frac{1}{4}}|||u_\Delta|||_{-\frac{1}{4}, -\frac{1}{4}}
$$

which yields the stability result (4.19). Now (4.20) follows, since

$$
|||u - u_\Delta|||_{-\frac{1}{4}, -\frac{1}{4}} \leq |||u - v|||_{-\frac{1}{4}, -\frac{1}{4}} + |||v - u_\Delta|||_{-\frac{1}{4}, -\frac{1}{4}} \leq \left(1 + \frac{c_1}{c_2}\right) |||u - v|||_{-\frac{1}{4}, -\frac{1}{4}}
$$

for all $v \in \mathcal{M}$.

5. Convergence analysis

In this section we analyze the order of convergence of the collocation approximation (3.1). Based on the quasi-optimal error estimate (4.20), we first discuss the asymptotic accuracy of the approximation when the error is measured by means of the norm $||| \cdot |||_{-\frac{1}{4}, -\frac{1}{4}}$. For this, we need error estimates for the $L^2$ orthogonal projection $P_\theta, r := P_\theta \otimes P_t = P_t \otimes P_\theta : L^2(\mathbb{R}_T) \to \mathcal{M}$. Here, $P_\theta$ and $P_t$ are the one-dimensional $L^2$ orthogonal projections such that $P_\theta : H^0 \to S^h$ and $P_t : H^0(0, T) \to S^h_{0, T}$. From now on, we require that the meshes $\Delta_\theta$ and $\Delta_t$ are quasi-uniform. Under this assumption the 1-dimensional inverse estimates

$$
|||\psi|||_r \leq c h_\theta^{-(r-s)} |||\psi|||_s, \quad \psi \in S^h, \quad s \leq r \leq 1,
$$

and

$$
|||\phi|||_r \leq c h_t^{-(r-s)} |||\phi|||_s, \quad \phi \in S^h_{0, T}, \quad s \leq r \leq 1,
$$

are available [4]. Moreover, the projection operator $P_\theta$ satisfies the approximation result [9]

$$
|||u - P_\theta u|||_{H^s} \leq c h_\theta^{-r} |||u|||_{H^s}, \quad u \in H^s,
$$

$0 \leq r \leq s \leq 2$, $r < \frac{3}{2}$. In the case of the projection $P_t$ we confine ourselves to the (easily verified) property

$$
|||u - P_t u|||_{H^s(0, T)} \leq c h_t^{s-r} |||u|||_{H^1(0, T)}, \quad u \in H^s(0, T),
$$
where $0 \leq r \leq 1$, $s$ takes the values $s = 1, 2$, and $u \in H^s(0, T)$, $u(0) = 0$. In the following proof we use the further estimates
\begin{equation}
\|\partial \theta u\|_{-r, 0} \leq c\|u\|_{1-r, 0}, \quad u \in H^{1-r, 0}(\mathbb{R}_T), \quad 0 \leq r < 1,
\end{equation}
and
\begin{equation}
\|\partial_t u\|_{0, -s} \leq c\|u\|_{0, 1-s}, \quad u \in H^{0, 1-s}(\mathbb{R}_T), \quad 0 \leq s \leq \frac{1}{2}.
\end{equation}
These results can be verified using the eigenfunction representation of the anisotropic norms, as described, e.g., in [17, pp. 86–88].

For the proof of our convergence results we make additional regularity assumptions on the solution $u$ of (2.3). It is obvious that these conditions can be weakened in many ways, but we prefer to keep the presentation short and elementary.

**Lemma 5.1.** Assume that $u \in H_{00}(\mathbb{R}_T)$ such that $u(\theta, \cdot), (\partial \theta u)(\theta, \cdot) \in H^2(0, T)$ for almost all $\theta$, and $(\partial_t u)(\cdot, t) \in H^2$ for almost all $t$. Then we have the approximation result
\begin{equation}
\|u - P\theta u\|_{-\frac{1}{2}, -\frac{1}{4}} \leq c h^{\frac{3}{2}}\|\partial \theta u\|_{2, 0} + c h_t (h_\theta^\frac{1}{2} + h_t^\frac{1}{2}) (\|u\|_{0, 2} + \|\partial \theta u\|_{0, 2}).
\end{equation}

**Proof.** We use the decomposition
\begin{equation}
\partial \theta (u - P\theta u) = \partial \theta (I - P\theta)\partial_t u + \partial_t (I - P_t)\partial \theta u - \partial \theta (I - P\theta)\partial_t (I - P_t)u.
\end{equation}
By (5.5), (5.3) there holds
\begin{align*}
\|\partial \theta (I - P\theta)\partial_t u\|_{-\frac{1}{2}, -\frac{1}{4}} & \leq \|\partial \theta (I - P\theta)\partial_t u\|_{-\frac{1}{2}, 0} \leq c \|(I - P\theta)\partial_t u\|_{\frac{1}{2}, 0} \\
& \leq c \int_0^T \|\partial \theta (I - P\theta)\partial_t u(\cdot, t)\|_{H_{\frac{1}{2}}^1} dt \\
& \leq c h^{\frac{2}{r(\frac{1}{2})}} \int_0^T \|\partial_t u(\cdot, t)\|_{H_{\frac{1}{2}}^r} dt, \quad r = 1, 2,
\end{align*}
which yields
\begin{equation}
\|\partial \theta (I - P\theta)\partial_t u\|_{-\frac{1}{2}, -\frac{1}{4}} \leq c h^{\frac{1}{r(\frac{1}{2})}} \|\partial_t u\|_{r, 0}, \quad r = 1, 2.
\end{equation}

Analogously, by (5.6), (5.4),
\begin{align*}
\|\partial_t (I - P_t)\partial \theta u\|_{-\frac{1}{2}, -\frac{1}{4}} & \leq \|\partial_t (I - P_t)\partial \theta u\|_{0, -\frac{1}{4}} \leq c \|(I - P_t)\partial \theta u\|_{0, \frac{1}{4}} \\
& \leq c \int_0^1 \|(I - P_t)\partial \theta u(\theta, \cdot)\|_{H_{\frac{1}{2}}^1(0, T)} d\theta \leq c h^{\frac{1}{2}} \|\partial \theta u\|_{0, 2}.
\end{align*}
For the last term in (5.8) we first use (5.9),
\begin{align*}
\|\partial \theta (I - P\theta)\partial_t (I - P_t)u\|_{-\frac{1}{4}, -\frac{1}{4}} & \leq c h_{\theta} \|\partial_t (I - P_t)u\|_{1, 0} \\
& \leq c h_{\theta} \int_0^1 \|\partial_t (I - P_t)\partial \theta u(\theta, \cdot)\|_{H_{\frac{1}{2}}^1(0, T)}^2 d\theta \leq c h_{\theta} h_t^2 (\|u\|_{0, 2} + \|\partial \theta u\|_{0, 2}).
\end{align*}
This, with (5.8), (5.9), and (5.10), gives the estimate
\begin{equation}
\|\partial \theta \partial_t (u - P\theta, u)\|_{-\frac{1}{4}, -\frac{1}{4}} \leq c h_{\theta}^{\frac{1}{2}} \|\partial_t u\|_{2, 0} + c h_t^{\frac{1}{2}} \|\partial \theta u\|_{0, 2} \\
+ c h_{\theta} h_t (\|u\|_{0, 2} + \|\partial \theta u\|_{0, 2}).
\end{equation}
Slightly modifying the proof of (5.11), we get

\[(5.12) \quad \|\langle \partial_t \otimes J \rangle (u - P_\theta, t)u\|_{-\frac{1}{4}, -\frac{1}{4}} \leq ch^\frac{1}{2} \|u\|_{0, 2},\]

and (5.7) follows by (5.11), (5.12). □

From Theorem 4.1 and Lemma 5.1 we obtain

**Theorem 5.1.** Assume that the solution \( u \) of the equation \( Su = f \) satisfies the assumptions \( u \in H_0^2(\mathbb{R}^T) \) such that \( u(\theta, \cdot), (\partial_\theta u)(\theta, \cdot) \in H^2(0, T) \) for almost all \( \theta \), and \( (\partial_t u)(\cdot, t) \in H^2 \) for almost all \( t \). Then the collocation approximation \( u_\Delta \in M \) defined by (3.1) furnishes the asymptotic error estimate

\[(5.13) \quad \|u - u_\Delta\|_{-\frac{1}{4}, -\frac{1}{4}} \leq ch^\frac{1}{2} \|\partial_t u\|_{2, 0} + ch^\frac{1}{2} (h_\theta^\frac{1}{2} + h_t^\frac{1}{2}) (\|u\|_{0, 2} + \|\partial_\theta u\|_{0, 2}).\]

By the estimate (5.13) the time step \( h_t \) dominates the order of convergence. This effect can be compensated by letting the time-discretization be finer than the discretization in the space variable.

**Theorem 5.2.** Let the assumptions of Theorem 5.1 be valid. Moreover, suppose that \( h_\theta \leq h \) and \( h_t \leq ch^\nu \), where \( h \leq h_0 \) is sufficiently small. Then the collocation approximation \( u_\Delta \) satisfies

\[(5.14) \quad \|u - u_\Delta\|_{-\frac{1}{4}, -\frac{1}{4}} \leq ch^\frac{1}{2} \|\partial_t u\|_{2, 0} + ch^\min(\frac{1}{2}, \nu + \frac{1}{2}) (\|u\|_{0, 2} + \|\partial_\theta u\|_{0, 2})\]

and in particular for \( \nu \geq \frac{6}{5} \),

\[(5.15) \quad \|u - u_\Delta\|_{-\frac{1}{4}, -\frac{1}{4}} \leq ch^\frac{1}{2} (\|u\|_{0, 2} + \|\partial_\theta u\|_{0, 2} + \|\partial_t u\|_{2, 0}).\]

The final aim of this section is to establish pointwise and \( L^2 \) convergence results for the collocation solution. For this, we need the following inverse estimate.

**Lemma 5.2.** In the space \( M \) we have

\[(5.16) \quad \|\partial_t \partial_\theta v\|_{0, 0} + \|\langle \partial_t \otimes J \rangle v\|_{0, 0} \leq c \max(h_\theta^{-\frac{1}{2}}, h_t^{-\frac{1}{2}}) \|v\|_{-\frac{1}{4}, -\frac{1}{4}}.\]

**Proof.** We prove the estimates

\[(5.17) \quad \|v\|_{0, 0} \leq c \max(h_\theta^{-r}, h_t^{-\frac{1}{2}}) \|v\|_{-r, -\frac{1}{2}}, \quad 0 \leq r < 1,\]

\[(5.18) \quad \|\partial_t \partial_\theta v\|_{0, 0} \leq c \max(h_\theta^{-r}, h_t^{-\frac{1}{2}}) \|\partial_\theta \partial_\theta v\|_{-r, -\frac{1}{2}}, \quad 0 \leq r \leq \frac{1}{2},\]

\[(5.19) \quad \|\langle \partial_t \otimes J \rangle v\|_{0, 0} \leq ch_t^{-\frac{1}{2}} \|\langle \partial_t \otimes J \rangle v\|_{-r, -\frac{1}{2}}, \quad 0 \leq r < 1.\]

Then the assertion follows from (5.18), (5.19). Let \( v \in M \) and \( 0 \leq r < 1 \). By (2.13), (5.1), (5.2),

\[(5.20) \quad \|v\|_{r, \frac{1}{2}}^2 \leq c \int_0^T \|v(\cdot, t)\|_{l^2}^2 dt + c \int_0^1 \|v(\theta, \cdot)\|_{H^{\frac{1}{2}}_0(0, r)}^2 d\theta \leq \int_0^T ch_\theta^{-2r} \|v(\cdot, t)\|_{l^2}^2 dt + \int_0^1 ch_t^{-r} \|v(\theta, \cdot)\|_{H^{\frac{1}{2}}_0(0, r)}^2 d\theta \leq c \max(h_\theta^{-2r}, h_t^{-\frac{1}{2}}) \|v\|_{0, 0}^2 \leq c \max(h_\theta^{-2r}, h_t^{-\frac{1}{2}})^2 \|v\|_{0, 0}^2.\]
We use the duality $H^{r-\frac{\epsilon}{2}}_{00}(\mathbb{R}_T) = (H^{r+\frac{\epsilon}{2}}_{00}(\mathbb{R}_T))^\prime$ for $0 \leq r < 1$. The Schwarz inequality implies

\[(5.21) \quad \|v\|_{0,0}^2 \leq \|v\|_{r,\frac{1}{2}} \|v\|_{-r,-\frac{1}{2}} \leq c \max(h^{-\frac{1}{4}}_\theta, h^{-\frac{1}{4}}_t) \|v\|_{-r,-\frac{1}{2}} \|v\|_{0,0},\]

which yields (5.17). The estimate (5.18) follows similarly for $0 \leq r < \frac{1}{2}$, since the derivative $\partial_t \partial_\theta v$ is a piecewise constant function. To see (5.18) for $r = \frac{1}{2}$, we use

\[(5.22) \quad \|\partial_t \partial_\theta v\|_{0,0} \leq c \max(h^{-\frac{1}{4}}_\theta, h^{-\frac{1}{4}}_t) \|\partial_t \partial_\theta v\|_{-\frac{1}{2},-\frac{1}{4}},\]

which further gives

\[
\|\partial_t \partial_\theta v\|_{-\frac{1}{2},-\frac{1}{4}} \leq c \max(h^{-\frac{1}{4}}_\theta, h^{-\frac{1}{4}}_t) \|\partial_t \partial_\theta v\|_{-\frac{1}{4},-\frac{1}{4}} \\
\leq c \max(h^{-\frac{1}{4}}_\theta, h^{-\frac{1}{4}}_t) \|\partial_t \partial_\theta v\|_{-\frac{1}{4},-\frac{1}{4}}
\]

and therefore

\[
\|\partial_t \partial_\theta v\|_{-\frac{1}{4},-\frac{1}{4}} \leq c \max(h^{-\frac{1}{4}}_\theta, h^{-\frac{1}{4}}_t) \|\partial_t \partial_\theta v\|_{-\frac{1}{4},-\frac{1}{4}}.
\]

Using this with (5.22), we obtain (5.18) with $r = \frac{1}{2}$. The proof of (5.19) is analogous. \(\square\)

Next we consider convergence by using

\[
\|\|\|v\|\|_{0,0} = \|\partial_t \partial_\theta v\|_{0,0} + \|\partial_t \otimes J\|v\|_{0,0}.
\]

We have the approximation property

\[(5.23) \quad \|u - P_\theta, u\|_{0,0} \leq c h \|\partial_t u\|_{2,0} + c h \|\|u\|_{0,2} + \|\partial_\theta u\|_{0,2}\]

for $u \in H_{00}(\mathbb{R}_T)$ satisfying the assumptions of Lemma 5.1. The proof of this result is a simplified version of the proof of (5.7) and therefore is omitted. Now we obtain

**Theorem 5.3.** Let the assumptions of Theorem 5.1 be valid. Further, let $c_0 h \leq h_\theta \leq h$ and $c_0 h^2 \leq h_t \leq c h^\nu$, where $h \leq h_0$ is sufficiently small and $\nu \geq \frac{3}{2}$. Then we have for the collocation approximation $u_\Delta$

\[(5.24) \quad \|u - u_\Delta\|_{0,0} \leq c h (\|u\|_{0,2} + \|\partial_\theta u\|_{0,2} + \|\partial_t u\|_{2,0}).\]

**Proof.** Because of the lower bounds $c_0 h \leq h_\theta$, $c_0 h^2 \leq h_t$ the inverse property (5.16) implies

\[
\|u - u_\Delta\|_{0,0} \leq \|u - P_\theta, u\|_{0,0} + \|P_\theta, u - u_\Delta\|_{0,0} \\
\leq \|u - P_\theta, u\|_{0,0} + c h^{-\frac{1}{4}} \|P_\theta, u - u_\Delta\|_{-\frac{1}{4},-\frac{1}{4}} \\
\leq \|u - P_\theta, u\|_{0,0} + c h^{-\frac{1}{4}} (\|P_\theta, u - u\|_{-\frac{1}{4},-\frac{1}{4}} + \|u_\Delta - u\|_{-\frac{1}{4},-\frac{1}{4}}),
\]

which together with (5.7), (5.15), and (5.23) yields the assertion (5.24). \(\square\)

Finally, we have the following result for pointwise and $L^2$ convergence.
Theorem 5.4. Under the assumptions of Theorem 5.3 there holds

\[ \max_{\theta \in [0, 1]} |(u - u_\Delta)(\theta, t)| \leq c t^h (\|u\|_{0, 2} + \|\partial_\theta u\|_{0, 2} + \|\partial_t u\|_{2, 0}), \quad 0 \leq t \leq T, \]

(5.25)

\[ \|u - u_\Delta\|_{0, R_T} \leq c h (\|u\|_{0, 2} + \|\partial_\theta u\|_{0, 2} + \|\partial_t u\|_{2, 0}). \]

(5.26)

\[ |(u - u_\Delta)(\theta, t)|^2 = \left| \int_0^t \partial_\tau (u - u_\Delta)(\theta, \tau) d\tau \right|^2 \]

(5.27)

\[ \leq t \int_0^t |\partial_\tau (u - u_\Delta)(\theta, \tau)|^2 d\tau. \]

Proof. Since \( (u - u_\Delta)(\theta, 0) = 0 \), we get

\[ |(u - u_\Delta)(\theta, t)|^2 = \left| \int_0^t \partial_\tau (u - u_\Delta)(\theta, \tau) d\tau \right|^2 \]

(5.27)

On the other hand, the Sobolev embedding theorem yields

\[ |\partial_\tau (u - u_\Delta)(\theta, \tau)|^2 \leq c \int_0^1 (|\partial_\varphi \partial_\tau (u - u_\Delta)(\varphi, \tau)|^2 + |(\partial_\tau \otimes J)(u - u_\Delta)(\tau)|^2) d\varphi. \]

Inserting this into (5.27), we obtain

\[ |(u - u_\Delta)(\theta, t)|^2 \leq c t (\|\partial_\tau (u - u_\Delta)(\theta, \tau)|^2 + \|\partial_\tau \otimes J)(u - u_\Delta)(\tau)|^2) \]

which together with (5.24) gives the estimate (5.25). The second assertion follows from (5.25). \( \square \)

6. Numerical implementation

In this section we discuss the numerical solution of the single-layer heat operator equation. For numerical computation we use the basis functions \( \psi_n \chi_m \) of \( \mathcal{M} \). Here, \( \psi_n = \psi_n(\theta) \) are the 1-periodic functions introduced in §2, and \( \chi_m = \chi_m(t) \) are the Courant functions such that

\[ \chi_m(t_i) = \begin{cases} 1, & l = m, \\ 0, & l \neq m. \end{cases} \]

Writing

\[ u_\Delta(\theta, t) = \sum_{n=1}^N \sum_{m=1}^M \alpha_{m,n} \psi_n(\theta) \chi_m(t), \]

we obtain the collocation equations

\[ (Su_\Delta)(\theta_i, t_j) = \sum_{n=1}^N \sum_{m=1}^M \alpha_{m,n} (S(\psi_n \chi_m))(\theta_i, t_j) = f(\theta_i, t_j), \]

\[ 1 \leq i \leq N, \ 1 \leq j \leq M. \]

The representation formula (2.2) yields

\[ (S(\psi_n \chi_m))(\theta_i, t_j) = \frac{1}{4\pi} \int_0^1 \psi_n(\varphi) \int_{t_j}^{t_j} \chi_m(\tau) \exp \left( -\frac{|x(\theta_i) - x(\varphi)|^2}{4(t_j - \tau)} \right) d\varphi d\tau. \]

(6.1)

In the direct method (see (1.11), (2.3), (1.6)) we have the right-hand side function

\[ f(\theta, t) = \frac{1}{2} g(x(\theta), t) + (D_T g)(x(\theta), t) = \frac{1}{2} g(x(\theta), t) + (D(g|x'|))(\theta, t) \]
with the double-layer heat operator

\[(Du)(\theta, t) = \int_0^t \int_0^1 u(\varphi, \tau) \frac{n_{\varphi} \cdot (x(\theta) - x(\varphi))}{2(t - \tau)} E(x(\theta) - x(\varphi), t - \tau) d\varphi d\tau.\]

We replace the exact values \(f(\theta_i, t_j)\) by the approximations

\[\tilde{f}(\theta_i, t_j) = \frac{1}{2} g(x(\theta_i), t_j) + D(g[x'(\theta)](\theta_i, t_j),\]

where \(g[x'] \in \mathcal{M}\) is the nodal point interpolant of the function \(g(x(\theta), t)|x'(\theta)|\). Therefore, we need the values

\[(D(\psi_n x_m))(\theta_i, t_j) = \frac{1}{8\pi} \int_0^1 \psi_n(\varphi) n_{\varphi} \cdot (x(\theta_i) - x(\varphi)) \times \int_0^{t_j} \frac{x_m(\tau)}{(t_j - \tau)^2} \exp \left( - \frac{|x(\theta_i) - x(\varphi)|^2}{4(t_j - \tau)} \right) d\tau d\varphi.\]

In (6.1) and (6.2) we abbreviate

\[(a_{j, m}(i, \varphi) = \int_0^{t_j} \frac{x_m(\tau)}{(t_j - \tau)^2} \exp \left( - \frac{|x(\theta_i) - x(\varphi)|^2}{4(t_j - \tau)} \right) d\tau,\]

\[(b_{j, m}(i, \varphi) = |x(\theta_i) - x(\varphi)|^2 \int_0^{t_j} \frac{x_m(\tau)}{(t_j - \tau)^2} \exp \left( - \frac{|x(\theta_i) - x(\varphi)|^2}{4(t_j - \tau)} \right) d\tau\]

and define the \(N \times N\) square matrices \(A_{j, m}, B_{j, m}, 1 \leq j, m \leq M\), by

\[(A_{j, m})_{i, n} = \frac{1}{4\pi} \int_0^1 \psi_n(\varphi) a_{j, m}(i, \varphi) d\varphi, \quad 1 \leq i, n \leq N,\]

\[(B_{j, m})_{i, n} = \frac{1}{8\pi} \int_0^1 \psi_n(\varphi) \frac{n_{\varphi} \cdot (x(\theta_i) - x(\varphi))}{|x(\theta_i) - x(\varphi)|^2} b_{j, m}(i, \varphi) d\varphi, \quad 1 \leq i, n \leq N.\]

From (6.3), (6.4) there follows \(A_{j, m} = B_{j, m} = 0, j < m, \) and moreover,

\[A_{j, m} = A_{j - m + 1, 1} =: A_{j - m + 1}, \quad B_{j, m} = B_{j - m + 1, 1} =: B_{j - m + 1}, \quad j \geq m,\]

which yield the block lower triangular matrices \(\mathcal{A} = (A_{j, m}), \mathcal{B} = (B_{j, m}),\)

\[
\mathcal{A} = \begin{pmatrix}
A_1 & 0 & \cdots & 0 \\
A_2 & A_1 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
A_m & \cdots & \cdots & A_1
\end{pmatrix}, \quad \mathcal{B} = \begin{pmatrix}
B_1 & 0 & \cdots & 0 \\
B_2 & B_1 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
B_m & \cdots & \cdots & B_1
\end{pmatrix}.
\]

Introducing the \(N\)-dimensional vectors

\[\alpha_m = \begin{pmatrix}
\alpha_{m, 1} \\
\vdots \\
\alpha_{m, N}
\end{pmatrix}, \quad G_m = \begin{pmatrix}
g(x(\theta_1), t_m) \\
\vdots \\
g(x(\theta_N), t_m)
\end{pmatrix}, \quad \tilde{G}_m = \begin{pmatrix}
g(x(\theta_1), t_m)|x'(\theta_1)| \\
\vdots \\
g(x(\theta_N), t_m)|x'(\theta_N)|
\end{pmatrix},\]

we have for the direct method the right-hand side

\[\mathcal{F} = \begin{pmatrix}
\tilde{F}_1 \\
\tilde{F}_2 \\
\vdots \\
\tilde{F}_m
\end{pmatrix} = \frac{1}{2} \begin{pmatrix}
G_1 \\
G_2 \\
\vdots \\
G_m
\end{pmatrix} + \begin{pmatrix}
B_1 & 0 & \cdots & 0 \\
B_2 & B_1 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
B_m & \cdots & \cdots & B_1
\end{pmatrix} \begin{pmatrix}
\tilde{G}_1 \\
\tilde{G}_2 \\
\vdots \\
\tilde{G}_m
\end{pmatrix}.\]
This gives the linear equations \( \mathcal{A} \alpha = \hat{\mathcal{F}} \), where the components \( \alpha_i \) are obtained by applying the formulas

\[
A_1 \alpha_1 = \hat{F}_1, \quad A_1 \alpha_k = \hat{F}_k - \sum_{\nu=1}^{k-1} A_{k+1-\nu} \alpha_\nu, \quad k = 2, \ldots, M.
\]

Because of the coercivity of the single-layer operator, the matrix \( \mathcal{A} \), or equivalently, \( A_1 \) is invertible. In the computations we have used the Gaussian algorithm for inversion of the matrix \( A_1 \).

Let us turn to the evaluation of the matrix elements. We compute the double integrals in the matrix elements by using analytical integration with respect to the time-variable. For this we introduce the exponential integral function [1]

\[
E_1(z) = \int_z^\infty \frac{e^{-z}}{z} \, dz,
\]

which has the logarithmic singularity (\( \gamma \) is Euler's constant)

\[
E_1(z) = -\gamma - \log(z) - \sum_{k=1}^{\infty} \frac{(-1)^k}{kk!} z^k, \quad |\arg z| < \pi,
\]

at the origin \( z = 0 \). When \( z \) is approaching infinity, the function \( E_1(z) \) decays exponentially. Denoting

\[
fs(z) = E_1(z) + zE_1(z) - e^{-z}, \quad fd(z) = zE_1(z) - e^{-z},
\]

we obtain

\[
a_{j,m}(i, \varphi) = (j-m+1)fs \left( \frac{|\mathbf{x}(\theta_i) - \mathbf{x}(\varphi)|^2}{4(j-m+1)h_t} \right) - 2(j-m)fs \left( \frac{|\mathbf{x}(\theta_i) - \mathbf{x}(\varphi)|^2}{4(j-m)h_t} \right)
\]

\[
+ (j-m-1)fs \left( \frac{|\mathbf{x}(\theta_i) - \mathbf{x}(\varphi)|^2}{4(j-m-1)h_t} \right), \quad 1 \leq m \leq j-2,
\]

and

\[
a_{j,m}(i, \varphi) = 2fs \left( \frac{|\mathbf{x}(\theta_i) - \mathbf{x}(\varphi)|^2}{8h_t} \right) - 2fs \left( \frac{|\mathbf{x}(\theta_i) - \mathbf{x}(\varphi)|^2}{4h_t} \right), \quad m = j-1,
\]

\[
a_{j,m}(i, \varphi) = fs \left( \frac{|\mathbf{x}(\theta_i) - \mathbf{x}(\varphi)|^2}{4h_t} \right), \quad m = j.
\]

For \( b_{j,m}(i, \varphi) \) we have similar expressions with the function \( fs \) replaced by \( fd \).

With respect to the space-variable, numerical integration has to be applied. We decompose the integrand in (6.5) into a singular part with logarithmic singularity and a smooth part. Exact integration is used for the singular part. For the smooth part, Gaussian quadrature with three integration points in the reference interval is applied. This method is analogous to the computations for the harmonic single-layer operator [12, 13]. We remark that the integrand in (6.6) is a continuous function but the first derivatives have a logarithmic singularity. This fact has been taken into account in the numerical integration.

7. Numerical results

In the following examples the spatial domain is the unit circle \( \Omega = \{ \mathbf{x} | |\mathbf{x}| \leq 1 \} \) with boundary \( \Gamma \). We use the direct boundary integral approach, which leads
to the single-layer operator equation \( Su = f \). For the solution we have \( u = |x'|\partial_n \Phi \), where \( \partial_n \Phi \) is equal to the interior limit of the normal derivative. The examples are taken from [19], where the Galerkin approximation is considered. For other results see [21, 25].

First we consider the heat conduction problem

\[
\begin{cases}
\partial_t \Phi - \Delta \Phi = 0 & \text{in } \Omega \times (0, 1), \\
\Phi|_{\Sigma_T} = t^2 & \text{on } \Gamma \times (0, 1), \\
\Phi(x, 0) = 0, & x \in \Omega,
\end{cases}
\]

which has the solution

\[
\Phi(r, \theta, t) = t^2 - 4 \sum_{k=1}^{\infty} \frac{J_0(\beta_{0,k}r)}{\beta_{0,k}^3 J_1(\beta_{0,k})} \left[ t - \frac{1 - e^{-\beta_{0,k}t}}{\beta_{0,k}^2} \right],
\]

with the normal derivative

\[
\partial_t \Phi(\theta, t) = t - 4 \sum_{k=1}^{\infty} \frac{(1 - e^{-\beta_{0,k}t})}{\beta_{0,k}^2}.
\]

In the formulas (7.2), (7.3), \( J_0(z) \) and \( J_1(z) \) are Bessel functions and the numbers \( \beta_{0,k} \) are the positive zeros of \( J_0(z) \). In problem (7.1), the boundary condition and the exact normal derivative are independent of the space variable. The same property is also satisfied by the collocation approximation. We have calculated the numerical solution to the single-layer operator equation. The corresponding \( L^2 \) errors with 8, 16, 32, 64 nodes on the spatial boundary, and 8, 16, 32, 64, 128 nodes on the time boundary \([0,1]\), are presented in Table 1. The results indicate that convergence is slightly faster than quadratic with respect to the time-step. The rate is computed by using the formula \( \ln(e(64)/e(128))/\ln2 \), where \( e(128), e(64) \) are the \( L^2 \) errors for \( h_t = \frac{1}{128}, \frac{1}{64} \), respectively.

<table>
<thead>
<tr>
<th></th>
<th>8</th>
<th>16</th>
<th>32</th>
<th>64</th>
<th>128</th>
<th>rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>8</td>
<td>0.0003920</td>
<td>0.0000750</td>
<td>0.0000148</td>
<td>0.0000033</td>
<td>0.00000113</td>
<td>1.5</td>
</tr>
<tr>
<td>16</td>
<td>0.0002761</td>
<td>0.0000523</td>
<td>0.0000099</td>
<td>0.0000018</td>
<td>0.00000037</td>
<td>2.3</td>
</tr>
<tr>
<td>32</td>
<td>0.0001952</td>
<td>0.0000369</td>
<td>0.0000069</td>
<td>0.0000019</td>
<td>0.00000024</td>
<td>2.4</td>
</tr>
<tr>
<td>64</td>
<td>0.00001380</td>
<td>0.00000261</td>
<td>0.00000049</td>
<td>0.00000009</td>
<td>0.00000017</td>
<td>2.4</td>
</tr>
</tbody>
</table>

In the second example,

\[
\begin{cases}
\partial_t \Phi - \Delta \Phi = 0 & \text{in } \Omega \times (0, 1), \\
\Phi|_{\Sigma_T} = t^2 \cos(2\pi \theta) & \text{on } \Gamma \times (0, 1), \\
\Phi(x, 0) = 0, & x \in \Omega,
\end{cases}
\]

the given boundary data depends on both variables \( \theta \) and \( t \). The solution

\[
\Phi(r, \theta, t) = \left\{ rt^2 - 4 \sum_{k=1}^{\infty} \frac{J_1(\beta_{1,k}r)}{\beta_{1,k}^3 J_2(\beta_{1,k})} \left[ t - \frac{1 - e^{-\beta_{1,k}t}}{\beta_{1,k}^2} \right] \right\} \cos(2\pi \theta)
\]
has the normal derivative

\[ \partial_t \Phi(\theta, t) = \left\{ t^2 + 0.5t - 4 \sum_{k=1}^{\infty} \frac{(1 - e^{-\beta_{1,k}})}{\beta_{1,k}^4} \right\} \cos(2\pi\theta), \]

where the numbers \( \beta_{1,k} \) are the positive roots of the function \( J_1(z) \). In Table 2 we have listed the \( L^2 \) errors with 8, 16, 32, 64 nodes on the spatial boundary, and 4, 8, 16, 32, 64, 128 nodes on the time boundary \([0, 1]\).

**Table 2. Absolute \( L^2 \) errors**

<table>
<thead>
<tr>
<th></th>
<th>4</th>
<th>8</th>
<th>16</th>
<th>32</th>
<th>64</th>
<th>128</th>
</tr>
</thead>
<tbody>
<tr>
<td>8</td>
<td>0.003615</td>
<td>0.003077</td>
<td>0.002339</td>
<td>0.001700</td>
<td>0.001216</td>
<td>0.000864</td>
</tr>
<tr>
<td>16</td>
<td>0.000935</td>
<td>0.000518</td>
<td>0.000426</td>
<td>0.000319</td>
<td>0.000230</td>
<td>0.000164</td>
</tr>
<tr>
<td>32</td>
<td>0.000742</td>
<td>0.000134</td>
<td>0.000070</td>
<td>0.000056</td>
<td>0.000042</td>
<td>0.000030</td>
</tr>
<tr>
<td>64</td>
<td>0.000567</td>
<td>0.000105</td>
<td>0.000018</td>
<td>0.000009</td>
<td>0.000007</td>
<td>0.000005</td>
</tr>
</tbody>
</table>

For this example we illustrate the \( L^2 \) convergence in Figure 1. The curves corresponding to constant space steps \( h_\theta = \frac{1}{8}, \frac{1}{16}, \frac{1}{32}, \frac{1}{64} \) are drawn by using a logarithmic scale. Thus, the slope represents the rate of the convergence. The lines starting from the upper left corner correspond to convergence rates \( \mathcal{O}(h), \mathcal{O}(h^3), \mathcal{O}(h^2) \). It seems that convergence is quadratic with respect to the \( L^2 \) norm if the time-step is sufficiently small compared to the space-step.
We have also done experiments regarding the run time of the program. In Table 3 the percentile distribution of execution time is presented when the program, written in Turbo C language, was run on a Everex Step 386 SX/387 SX, 16 MHz. The data for Table 3 was collected from the output of the Turbo Profiler program.

**Table 3. Run time data for the program**

<table>
<thead>
<tr>
<th>Space/time meshes</th>
<th>16/16</th>
<th>32/16</th>
<th>16/32</th>
</tr>
</thead>
<tbody>
<tr>
<td>Double-layer operator</td>
<td>23</td>
<td>24</td>
<td>19</td>
</tr>
<tr>
<td>Single-layer operator</td>
<td>20</td>
<td>22</td>
<td>17</td>
</tr>
<tr>
<td>Exponential integral</td>
<td>20</td>
<td>22</td>
<td>16</td>
</tr>
<tr>
<td>Other functions</td>
<td>04</td>
<td>02</td>
<td>04</td>
</tr>
<tr>
<td>Matrix multiplication</td>
<td>20</td>
<td>11</td>
<td>33</td>
</tr>
<tr>
<td>Matrix inversion</td>
<td>02</td>
<td>09</td>
<td>01</td>
</tr>
<tr>
<td>Others</td>
<td>11</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>Total execution time</td>
<td>37 sec</td>
<td>71 sec</td>
<td>85 sec</td>
</tr>
</tbody>
</table>

It turns out that about 56–70% of the execution time is used for setting up the linear equations. We remark that special care must be taken in the computation of the exponential integral function.
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