THE NUMERICAL EVALUATION
OF A 2-D CAUCHY PRINCIPAL VALUE INTEGRAL
 ARISING IN BOUNDARY INTEGRAL EQUATION METHODS

GIOVANNI MONEGATO

ABSTRACT. In this paper we consider the problem of computing 2-D Cauchy principal value integrals of the form

\[ \int_S F(P_0; P) \, dP, \quad P_0 \in S, \]

where \( S \) is either a rectangle or a triangle, and \( F(P_0; P) \) is integrable over \( S \), except at the point \( P_0 \) where it has a second-order pole. Using polar coordinates, the integral is first reduced to the form

\[ \int_{\theta_1}^{\theta_2} \int_0^{r(\theta)} \frac{f(r, \theta)}{r} \, dr \, d\theta, \]

where \( f \) denotes the finite part of the (divergent) integral. Then ad hoc products of one-dimensional quadrature rules of Gaussian type are constructed, and corresponding convergence results derived. Some numerical tests are also presented.

1. INTRODUCTION

In several engineering problems, and in particular in the application of boundary element techniques to the solution of three-dimensional elasticity problems (see for example [2, 3, 4, 9, 15, 22]), we have to deal with integrals of the form

(1.1) \[ I(F; P_0) = \int_S F(P_0; P) \, dP, \quad P_0 \in S, \]

where \( S \) denotes either a rectangle or a triangle, and \( F(P_0; P) \) is integrable over \( S \), except at the point \( P_0 \) where it has a second-order pole. These integrals are defined in a Cauchy principal value sense (see [20]), i.e.,

(1.2) \[ I(F; P_0) = \lim_{\varepsilon \to 0^-} \int_{S-C_{\varepsilon}} F(P_0; P) \, dP, \quad P_0 \in S, \]

where \( C_{\varepsilon} \) is a neighborhood of \( P_0 \) and \( \varepsilon \) is the radius of the smallest circle containing \( C_{\varepsilon} \).
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As we shall shortly see, the value of the limit in (1.2), whenever it exists, depends on the particular form of \( C_e \).

Following Tricomi’s presentation (see [20]) of two-dimensional Cauchy principal value integrals, we introduce polar coordinates \((r, \theta)\) with the origin at \( P_0 \), and assume that in a neighborhood of \( P_0 \) we have

\[
F(P_0; P) = \frac{f_{-2}(P_0; \theta)}{r^2} + F_1(P_0; P),
\]

where \( r = |P - P_0| \) and \( F_1(P_0; P) \) is integrable over \( S \). We can thus write

\[
\int_{S - C_e} \frac{F(P_0; P)}{r^2} dP = \int_{S - C_e} F_1(P_0; P) dP + \int_0^{2\pi} f_{-2}(P_0; \theta) \left[ \int_{\delta(\varepsilon, \theta)} f^{R(\theta)} \frac{d\theta}{r} \right] d\theta,
\]

where \( R(\theta) \) and \( \delta(\varepsilon, \theta) \) describe the contours of \( S \) and \( C_e \), respectively. Taking the limit as \( \varepsilon \to 0^+ \), we obtain

\[
\lim_{\varepsilon \to 0^+} \int_{S - C_e} F_1(P_0; P) dP + \int_0^{2\pi} f_{-2}(P_0; \theta) \log R(\theta) d\theta
\]

(1.3)

\[
- \lim_{\varepsilon \to 0^+} \int_0^{2\pi} f_{-2}(P_0; \theta) \log \delta(\varepsilon, \theta) d\theta.
\]

In particular, if we let \( C_e \) be a circle with center \( P_0 \) and radius \( \varepsilon \), the last integral becomes

\[
\log \varepsilon \int_0^{2\pi} f_{-2}(P_0; \theta) d\theta,
\]

and, as stated in [20], a necessary and sufficient condition for the existence of the limit (1.2) is

\[
\int_0^{2\pi} f_{-2}(P_0; \theta) d\theta = 0.
\]

(1.4)

If \( C_e \) is not a circle, but nevertheless \( \delta(\varepsilon, \theta) \) is such that

\[
\lim_{\varepsilon \to 0^+} \frac{\delta(\varepsilon, \theta)}{\varepsilon} = \delta_0(\theta),
\]

then

\[
I(F; P_0) = \int_{S - C_e} F_1(P_0; P) dP + \int_0^{2\pi} f_{-2}(P_0; \theta) \log \frac{R(\theta)}{\delta_0(\theta)} d\theta.
\]

In the remaining part of the paper, \( C_e \) will denote the circle with center \( P_0 \) and radius \( \varepsilon \), i.e., we shall set \( \delta(\varepsilon, \theta) = \varepsilon \). In this case we have

\[
\lim_{\varepsilon \to 0^+} \int_{S - C_e} \frac{f_{-2}(P_0; \theta)}{r^2} dP = \int_0^{2\pi} \int_0^{R(\theta)} \frac{f_{-2}(P_0; \theta)}{r} dr d\theta,
\]

where the symbol \( \not\int \) indicates the finite part (see (2.1) and (2.2) of [10]). If we use this latter definition, we need only consider a triangular region of integration with vertex at \( P_0 \), since any polygon \( S \), with \( P_0 \in S \), can be thought of as the union of triangles, each one with the singularity at one vertex.

In §3 we will construct quadrature formulas for the more general case

\[
\int_{\theta_1}^{\theta_2} \int_0^{R(\theta)} \frac{f(r, \theta)}{r} dr d\theta,
\]

(1.5)
where
\[ \int_0^{R(\theta)} \frac{f(r, \theta)}{r} \, dr \, d\theta = \int_0^{R(\theta)} \frac{f(r, \theta) - f(0, \theta)}{r} \, dr + f(0, \theta) \log R(\theta). \]

Once we have a rule for this type of integral, it will then be straightforward to obtain a corresponding formula for our Cauchy principal value integral (1.1). Notice that (1.5) is always defined, while (1.1) exists if and only if (1.4) is satisfied. However, when this latter holds, (1.5) with \( \theta_1 = 0, \theta_2 = 2\pi \), and \( f(r, \theta) = r^2 F(P_0; P) \) gives us the values of (1.1).

Several papers have been written on the numerical evaluation of (1.1); see for instance [5, 8, 18, 19, 21]. However, the accuracy of the methods proposed in these papers appears to be poor, and the methods themselves are unsatisfactory also from a theoretical point of view. Also the algorithm recently presented in [6] has a drawback, since it requires some preliminary analytic computation.

The integration rules we propose for (1.5) are of product type; they are obtained by using a Gauss-Legendre (or Gauss-Lobatto) formula in the \( \theta \)-direction, and a Gauss-Radau (or Gauss-Lobatto)-type formula for the finite-part integral.

In §2 we present two very simple rules of Gaussian type for the finite-part integral and derive corresponding error estimates. In §3 we obtain a convergence result for the product formulas we propose to compute (1.5) and present some numerical tests.

2. Gaussian rules for the finite-part integral

Here we examine two Gaussian rules for the numerical evaluation of a finite-part integral of the form

\[ \int_a^b w(x) \frac{f(x)}{x-a} \, dx, \tag{2.1} \]

where \( w(x) \) is the Jacobi weight function \( w(x) = (b-x)^\alpha (x-a)^\beta \), \( \alpha > -1 \), \( -1 < \beta \leq 0 \). The two rules (with \( \alpha = \beta = 0 \)) have already been suggested in [19], but without any analysis of their properties.

Although the case of importance for the approximation of (1.1) is \( \alpha = \beta = 0 \), here we will consider the more general integrals (2.1) since they may be of interest in their own. In deriving our results, we have to observe that the property

\[ \int_a^b w(x) \frac{\lambda f(x) + \gamma g(x)}{x-a} \, dx = \lambda \int_a^b w(x) \frac{f(x)}{x-a} \, dx + \gamma \int_a^b w(x) \frac{g(x)}{x-a} \, dx \]

is valid, whereas the inequality

\[ \int_a^b w(x) \frac{|f(x)g(x)|}{x-a} \, dx \leq \|g\|_{\infty} \int_a^b w(x) \frac{|f(x)|}{x-a} \, dx \]

does not hold in general. Also, the usual linear change of variable rule is not
permitted. For instance, we have

\[
\int_a^b w(x) \frac{f(x)}{x-a} dx = \left( \frac{b-a}{2} \right)^{\alpha + \beta} \int_{-1}^1 (1-t)^\alpha (1+t)^\beta f(\frac{b-a-t+b-a}{2t+1}) dt + f(a) \left[ \int_a^b \frac{w(x)}{x-a} dx - \left( \frac{b-a}{2} \right)^{\alpha + \beta} \int_{-1}^1 (1-t)^\alpha (1+\beta)^\beta dt \right]
\]

(see (2.3) below).

The first Gaussian formula we propose is

\[
\int_a^b w(x) \frac{f(x)}{x-a} dx = w_0 f(a) + \sum_{i=1}^n w_i f(x_i) + R_n^1(f),
\]

where the interior nodes \( \{x_i^1\} \) coincide with the images in \((a, b)\) of the zeros 
\[-1 < x_1^{(\alpha, \beta)} < x_2^{(\alpha, \beta)} < \cdots < x_n^{(\alpha, \beta)} < 1\] of the \(n\)th-degree Jacobi polynomial \(P_n^{(\alpha, \beta)}(x)\) defined in \((-1,1)\); that is

\[
x_i = \frac{b-a}{2} x_i^{(\alpha, \beta)} + \frac{b+a}{2}, \quad i = 1, \ldots, n.
\]

The coefficients \( \{w_i^1\} \) are given by the expressions\(^1\)

\[
\begin{aligned}
\{ w_i^1 \} &= \left( \frac{b-a}{2} \right)^{\alpha + \beta} \frac{h_i^{(\alpha, \beta)}}{1 + x_i^{(\alpha, \beta)}}, & \text{if } \alpha = \beta = 0, \\
\{ w_0^1 \} &= \int_a^b \frac{w(x)}{x-a} dx - \sum_{i=1}^n w_i^1, \\
\int_a^b \frac{w(x)}{x-a} dx &= \begin{cases} 
\log(b-a) & \text{if } \alpha = \beta = 0, \\
\frac{\alpha + \beta + 1}{\beta} (b-a)\frac{\Gamma(\alpha+1)\Gamma(\beta+1)}{\Gamma(\alpha+\beta+2)} & \text{if } \alpha > -1, -1 < \beta < 0,
\end{cases}
\end{aligned}
\]

(2.3)

where \( \{h_i^{(\alpha, \beta)}\} \) denote the weights of the standard Gauss-Jacobi quadrature rule

\[
\int_{-1}^1 (1-x)^\alpha (1+x)^\beta f(x) dx = \sum_{i=1}^n h_i^{(\alpha, \beta)} f(x_i^{(\alpha, \beta)}) + R_n^G(f),
\]

(2.4)

and \( \Gamma(x) \) is the gamma function.

Formula (2.2) is of Radau type and can be defined as the rule we obtain when we replace \( f(x) \) by the corresponding Lagrange interpolation polynomial.

Remark 1. Formula (2.2) can also be obtained by “subtracting out” first the singularity from (2.1), i.e., setting

\[
\int_a^b w(x) \frac{f(x)}{x-a} dx = \int_a^b w(x) \frac{f(x) - f(a)}{x-a} dx + f(a) \int_a^b \frac{w(x)}{x-a},
\]

(2.5)

\(^1\)The expressions given in the third and fourth lines of (2.3) spring directly from the definition of finite part of an integral [see (7)]. In the case \( \alpha \neq 0, \beta = 0 \) there does not seem to exist a simple analytic expression for the corresponding integral, and thus one should compute it numerically.
and then applying rule (2.4) to the ordinary integral on the right-hand side. This implies, for instance, that the degree of precision of (2.2) is 2n, i.e., \( R_n^1(f) = 0 \) whenever \( f(x) \) is a polynomial of degree \( \leq 2n \). Furthermore, \( R_n^1(f) \) coincides with the remainder produced by the Gauss-Jacobi formula (2.4) when the latter is applied to the function \( \frac{f(x) - f(a)}{x-a} \).

**Lemma 1.** For the coefficients \( \{w_i\} \) in (2.2) we have

\[
\sum_{i=0}^{n} |w_i|^\beta = \begin{cases} 
O(\log n) & \text{if } \beta = 0, \\
O(n^{-2\beta}) & \text{if } \beta < 0.
\end{cases}
\]

**Proof.** Since \( w_i > 0, \ i = 1, \ldots, n, \) and

\[
\sum_{i=1}^{n} w_i < \sum_{i=0}^{n} |w_i| < \left| \int_{a}^{b} \frac{w(x)}{x-a} \, dx \right| + 2 \sum_{i=1}^{n} w_i,
\]

it is sufficient to examine the behavior of the quantity

\[
\sum_{i=1}^{n} w_i = \left( \frac{b-a}{2} \right)^{\alpha+\beta} \sum_{i=1}^{n} \frac{h_i^{(\alpha, \beta)}}{1 + x_i^{\alpha, \beta}}.
\]

Notice that, given any \( 0 < \delta < 2, \) we have

\[
\sum_{i=1}^{\infty} \frac{h_i^{(\alpha, \beta)}}{1 + x_i^{\alpha, \beta}} = \sum_{1 + x_i^{\alpha, \beta} < \delta} \frac{h_i^{(\alpha, \beta)}}{1 + x_i^{\alpha, \beta}} + O(1).
\]

Furthermore, since by [17, (15.3.14) with \( \alpha, \beta \) interchanged, and (8.9.1)]² the relation

\[
(2.6) \quad h_i^{(\alpha, \beta)} \sim \theta_i^{2\beta+1} n^{-1} \sim i^{2\beta+1} n^{-2\beta-2},
\]

where \( \theta_i = \arccos x_i^{(\alpha, \beta)}, \) holds uniformly with respect to \( i \) and \( n \) for \( \varepsilon \leq \theta_i < \pi, \) we have

\[
\frac{h_i^{(\alpha, \beta)}}{1 + x_i^{(\alpha, \beta)}} \sim \theta_i^{2\beta-1} n^{-1} \sim i^{2\beta-1} n^{-2\beta}.\]

When \( \beta = 0, \) then

\[
\sum_{1 + x_i^{(\alpha, \beta)} < \delta} w_i \leq c \sum_{i=1}^{n} \frac{1}{i} = O(\log n),
\]

while for \( \beta < 0, \)

\[
\sum_{1 + x_i^{(\alpha, \beta)} < \delta} w_i \leq cn^{-2\beta} \sum_{i=1}^{n} \frac{1}{i^{1-2\beta}} = O(n^{-2\beta}). \quad \Box
\]

**Remark 2.** We recall that the quantity \( K_n = \sum_{i=0}^{n} |w_i| \) represents the condition number for the quadrature sum. Its growth rate is very mild; it is the same as that for the case of a 1-D Cauchy principal value integral (see [13]) when we use interpolatory type rules based on zeros of Jacobi polynomials. Here are some

²And also recalling that \( p_n^{(\alpha, \beta)}(x) = (-1)^n p_n^{(\alpha, \beta)}(-x). \)
computed values in the case $a = -1$, $b = 1$, $\alpha = \beta = 0$:

\[
\begin{array}{c|cccccccc}
 n & 2 & 4 & 8 & 16 & 32 & 64 & 128 \\
 K_n & 5.31 & 7.64 & 10.28 & 12.83 & 15.54 & 17.28 & 21.04 \\
\end{array}
\]

From Remark 1 it would be straightforward to derive for the remainder term $R_n(f)$ the bound $O(n^{-k+1})\omega(f^{(k)}; n^{-1})$, whenever $f \in C^k[a, b]$, $k \geq 1$. However, by proceeding differently, when $\beta = 0$ we are able to obtain a better estimate (when $-1 < \beta < 0$, see Remark 3 below).

**Theorem 1.** Assume $f \in C^k[a, b]$, $k \geq 1$, and $\beta = 0$, in (2.2). Then

\[
R_n(f) = O(n^{-k})\omega(f^{(k)}; n^{-1}),
\]

where $\omega(f^{(k)}; \cdot)$ denotes the modulus of continuity of $f^{(k)}$ in $[a, b]$.

**Proof.** First we recall (see [16]) that for each integer $n \geq 2k + 1$ there exists a polynomial $q_n(x)$ of degree $n$ such that

\[
|f(x) - q_n(x)| \leq c \left( \frac{(b-x)(x-a)}{n} \right)^k \omega(f^{(k)}; n^{-1}).
\]

Then (with $x_0^1 = a$) we write

\[
R_n(f) = \int_a^b w(x) \frac{f(x) - q_n(x)}{x - a} \, dx - \sum_{i=0}^n w_i [f(x_i^1) - q_n(x_i^1)],
\]

where now the integral is no longer defined in the finite-part sense, since $q_n(a) = f(a)$ and $f \in C^k[a, b]$, $k \geq 1$. Notice that, in view of (2.8), in the sum above we need only bound the quantity

\[
\sum_{i=1}^n w_i^1 (x_i^1 - a)^k/2 \leq c \sum_{i=1}^n h_i^{(1,0)}
\]

since $x_0^1 - a = \frac{k-a}{2}(1 + x_i^{(a,0)})$ and $k \geq 1$. This task can be accomplished fairly easily once we recall the estimates used in (2.6). In this case, when $\epsilon \leq \theta_i < \pi$ we obtain $h_i^{(1,0)}(1 + x_i^{(a,0)})^{-1/2} \sim n^{-1}$, and hence

\[
\sum_{i=1}^n \frac{h_i^{(1,0)}}{\sqrt{1 + x_i^{(a,0)}}} = O(1).
\]

The derivation of (2.7) is then straightforward. □

The second Gaussian rule is of Lobatto type:

\[
\int_a^b w(x) \frac{f(x)}{x - a} \, dx = w_0^{11} f(a) + \sum_{i=1}^n w_i^{11} f(x_i^{11}) + w_{n+1}^{11} f(b) + R_{n+1}^{11}(f).
\]

It is of interpolatory type and the nodes $\{x_i^{11}\}$ are the images in $(a, b)$ of the zeros of the Jacobi polynomial $P_n^{(a+1, \beta)}(x)$; its degree of precision is $2n + 1$. License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use
For the coefficients \( w_{i}^{11} \) it is not difficult to derive the following expressions:

\[
\begin{align*}
    w_{i}^{11} & = \left( \frac{b-a}{2} \right)^{\alpha+\beta} \frac{\lambda_{i}^{(\alpha, \beta)}}{1 + x_{i}^{(\alpha+1, \beta)}}, \quad i = 1, \ldots, n, \\
    w_{n+1}^{11} & = \frac{1}{2} \left( \frac{b-a}{2} \right)^{\alpha+\beta} \lambda_{n+1}^{(\alpha, \beta)}, \\
    w_{0}^{11} & = \int_{a}^{b} w(x) \, dx - \sum_{i=1}^{n+1} w_{i}^{11},
\end{align*}
\]  

(2.10)

where the \( \lambda_{i}^{(\alpha, \beta)} \)'s are the weights of the Gauss-Radau formula

\[
\int_{-1}^{1} w(x) f(x) \, dx \approx \sum_{i=1}^{n} \lambda_{i}^{(\alpha, \beta)} f(x_{i}^{(\alpha+1, \beta)}) + \lambda_{n+1}^{(\alpha, \beta)} f(1).
\]  

(2.11)

Notice that rule (2.9) can also be obtained by applying (2.11) to the ordinary integral in (2.5).

The proof of the next lemma is very similar to that of Lemma 1.

**Lemma 2.** For the coefficients \( \{w_{i}^{11}\} \) in (2.8) we have

\[
\sum_{i=0}^{n+1} |w_{i}^{11}| = \begin{cases} 
O(\log n) & \text{if } \beta = 0, \\
O(n^{-2\beta}) & \text{if } \beta < 0.
\end{cases}
\]

(2.12)

Proof. It is sufficient to note that

\[
\lambda_{i}^{(\alpha, \beta)} = \frac{h_{i}^{(\alpha+1, \beta)}}{1 - x_{i}^{(\alpha+1, \beta)}}, \quad i = 1, \ldots, n,
\]

hence that

\[
\sum_{i=1}^{n} |w_{i}^{11}| = \left( \frac{b-a}{2} \right)^{\alpha+\beta} \sum_{i=1}^{n} \frac{h_{i}^{(\alpha+1, \beta)}}{1 - [x_{i}^{(\alpha+1, \beta)}]^2},
\]

\[
= \frac{1}{2} \left( \frac{b-a}{2} \right)^{\alpha+\beta} \left[ \sum_{|1+x_{i}^{(\alpha+1, \beta)}|<\delta} \frac{h_{i}^{(\alpha+1, \beta)}}{1 + x_{i}^{(\alpha+1, \beta)}} + \sum_{|1-x_{i}^{(\alpha+1, \beta)}|<\delta} \frac{h_{i}^{(\alpha+1, \beta)}}{1 - x_{i}^{(\alpha+1, \beta)}} \right] + O(1).
\]

By the same argument used in the proof of Lemma 1 we then obtain that the last two sums are both \( O(\log n) \) if \( \beta = 0 \) and \( O(n^{-2\beta}) \) if \( \beta < 0 \). Since \( \lambda_{n+1}^{(\alpha, \beta)} = O(1) \) we have (2.12). \( \square \)

The next theorem is the analogue of Theorem 1 for rule (2.9) and can be proved in the same way.

**Theorem 2.** Assume \( f(x) \in C^{k}[a, b], \ k \geq 1, \) and \( \beta = 0, \) in (2.9). Then

\[
R_{n}^{11}(f) = O(n^{-k})\omega(f^{(k)}; n^{-1}).
\]

(2.13)

**Remark 3.** Formulas (2.2) and (2.9) can be used to evaluate finite-part integrals of the form (see [7])

\[
\int_{a}^{b} \frac{f(x)}{(x-a)^{1+\mu}} \, dx, \quad 0 < \mu < 1.
\]
Indeed in such a situation it is sufficient to consider $w(x) = (x - a)^{-\mu}$, that is, $\alpha = 0$, $\beta = -\mu$. When $f \in C^1[a, b]$, the rate of convergence of the formulas would be $O(n^{-1})\omega(f^{(1)}; n^{-1})$ if $0 < \mu < \frac{1}{2}$, $O(n^{-1} \log n)\omega(f^{(1)}; n^{-1})$ if $\mu = \frac{1}{2}$, and $O(n^{-2+2\mu})\omega(f^{(1)}; n^{-1})$ if $\frac{1}{2} < \mu < 1$. When $f \in C^k[a, b]$, $k \geq 2$, the bound $O(n^{-k})\omega(f^{(k)}; n^{-1})$ holds for any $0 < \mu < 1$.

3. **Product of Gaussian rules for the 2-d singular integral**

In this section we will use the quadrature formulas introduced in §2 to construct a product rule for the numerical evaluation of the integral

$$I(f) = \int_{\theta_1}^{\theta_2} \int_0^{R(\theta)} \frac{f(r, \theta)}{r} dr d\theta,$$

where the domain of integration is a triangle $T$ as in Figure 1; hence $R(\theta) = \frac{d}{\sin \theta - c \cos \theta}$ if $t$ is represented by $y = cx + d$, or $R(\theta) = \frac{d}{\cos \theta}$ if $t$ is given by $x = d$.

The outer integral in (3.1) can be approximated by an $m$-point Gauss-Legendre rule, the inner one by (2.2) with $\alpha = 0$. In so doing, we obtain

$$I(f) = \frac{\theta_2 - \theta_1}{2} \sum_{j=1}^{m} h_j^{(0,0)} \sum_{i=0}^{n} w_i^1 f(r_{ij}, \xi_j) + R_{mn}^1(f),$$

where

$$
\begin{align*}
  r_{0j} & = 0, \\
  r_{ij} & = \frac{R(\xi_j)}{2} (1 + x_i^{(0,0)}), \quad i = 1, \ldots, n, \\
  h_j^{(0,0)} & = \frac{1}{1 + x_i^{(0,0)}}, \quad i = 1, \ldots, n, \\
  w_i^1 & = \log R(\xi_j) - \sum_{i=1}^{n} w_i^1, \\
  \xi_j & = \frac{\theta_2 - \theta_1}{2} x_j^{(0,0)} + \frac{\theta_2 + \theta_1}{2}, \quad j = 1, \ldots, m.
\end{align*}
$$

Denote by $H_s(\mu, \mu)$, $0 < \mu \leq 1$, the space of functions $f(r, \theta)$ with all partial derivatives of order $j = 0, \ldots, s$ continuous on a rectangular region $\mathcal{R} = [0, R] \times [\theta_1, \theta_2]$, $R = \max_{\theta_1 \leq \theta \leq \theta_2} |R(\theta)|$, and such that each derivative of
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order s satisfies a Hölder condition of order \( \mu \), i.e.,
\[
|f^{(s)}(\bar{r}, \bar{\theta}) - f^{(s)}(r, \theta)| \leq c[|\bar{r} - r|^{\mu} + |\bar{\theta} - \theta|^{\mu}].
\]
The rate of convergence of (3.2) is given by the following theorem.

**Theorem 3.** If in (3.2) we assume \( f \in H_{s}(\mu, \mu) \), \( s \geq 1 \), then we have
\[
R_{mn}^{1}(f) = O(m^{1-s-\mu} + n^{1-s-\mu} \log n).
\]

**Proof.** To obtain (3.3), we first write our integral (3.1) as follows:
\[
I(f) = \int_{\theta_{1}}^{\theta_{2}} F(\theta) d\theta, \quad F(\theta) = \int_{0}^{R(\theta)} \frac{f(r, \theta)}{r} dr.
\]
We remark that in practical applications the function \( F(\theta) \) is always analytic in \([\theta_{1}, \theta_{2}]\). For instance in the case \( R(\theta) = \frac{d}{\sin \theta - c \cos \theta} \) it has infinitely many real poles at \( \theta^{(k)} = \arctan(c) \pm k\pi, \ k = 0, 1, 2, \ldots \), but they are all outside \([\theta_{1}, \theta_{2}]\) and very often sufficiently far away from it.

It is not difficult to show that when \( f \in H_{s}(\mu, \mu) \) we have\(^3\) \( F \in H_{s}(\mu - \varepsilon) \), with \( \varepsilon > 0 \) as small as we like (for a proof of this statement, see for example \([12, \text{Lemma 3}]\)).

Applying the \( m \)-point Gauss-Legendre rule, we obtain
\[
I(f) = \frac{\theta_{2} - \theta_{1}}{2} \sum_{j=1}^{m} h_{j}^{(0,0)} F(\xi_{j}) + R_{m}^{G}(F).
\]
Notice that since \( F \in H_{s}(\mu - \varepsilon) \), the estimate \( |R_{m}^{G}(F)| = |R_{m}^{G}(F - q_{m})| \leq 2|\theta_{2} - \theta_{1}| \|F - q_{m}\|_{\infty} \), where \( q_{m} \) denotes the \( m \)-th-degree polynomial of best uniform approximation, implies (see also \([11]\)) \( R_{m}^{G}(F) = O(m^{-s-\mu+\varepsilon}) \). Finally, we use (2.2) to approximate \( F(\xi_{j}) \); we get
\[
I(f) = \frac{\theta_{2} - \theta_{1}}{2} \left[ \sum_{j=1}^{m} h_{j}^{(0,0)} \sum_{i=0}^{n} w_{i}^{(0)} f(r_{ij}, \xi_{j}) + \sum_{j=1}^{m} h_{j}^{(0,0)} R_{n}^{1}(f, \xi_{j}) \right] + R_{m}^{G}(F);
\]

hence
\[
R_{mn}^{1}(f) = \frac{\theta_{2} - \theta_{1}}{2} \sum_{j=1}^{m} h_{j}^{(0,0)} R_{n}^{1}(f, \xi_{j}) + R_{m}^{G}(F).
\]
Setting \( f(r, \theta) = f(0, \theta) + r f_{0}(r, \theta) \), we let \( p_{n,m}(r, \theta) \) be the polynomial of best (uniform) approximation of degree \( n \) in \( r \) and \( m \) in \( \theta \) for the function \( f_{0}(r, \theta) \) defined on the rectangle \( \Omega \). Define
\[
\overline{p}_{n,m}(r, \theta) = f(0, \theta) + rp_{n,m}(r, \theta).
\]
While in general \( \overline{p}_{n,m}(r, \theta) \) is not a polynomial in the variable \( \theta \), it is a polynomial of degree \( n + 1 \) in the variable \( r \). Thus, since (2.2) has degree of precision \( 2n \geq n + 1 \), we can write
\[
R_{n}^{1}(f, \xi_{j}) = \int_{0}^{R(\xi_{j})} \frac{f(r, \xi_{j}) - \overline{p}_{n,m}(r, \xi_{j})}{r} dr
\]
\[
- \sum_{i=0}^{n} w_{i}^{(0)} [f(r_{ij}, \xi_{j}) - \overline{p}_{n,m}(r_{ij}, \xi_{j})];
\]

\(^3\) \( H_{s}(\mu) \) denotes the space of functions \( F \) whose derivatives of order up to \( s \) exist and are continuous, and such that \( F^{(s)} \) satisfies a Hölder condition of order \( \mu \).
that is

\[ R^1_n(f; \xi_j) = \int_0^{\pi/2} \left[ f_0(r, \xi_j) - p_{n,m}(r, \xi_j) \right] \, dr - \sum_{i=0}^{n} w_i r_i \left[ f_0(r_i, \xi_j) - p_{n,m}(r_i, \xi_j) \right] . \]  

(3.6)

After noticing that \( f_0 \in H_{s-1}(\mu, \mu) \), and recalling that (see [11, p. 90])

\[ \| f_0(r, \theta) - p_{n,m}(r, \theta) \|_\infty = O(m^{1-s-\mu} + n^{1-s-\mu}) , \]

\[ \sum_{j=0}^{m} h_j^{(0,0)} = 2 \quad \text{and} \quad \sum_{i=0}^{n} |w_i| = O(\log n) , \]

from (3.6) and (3.5) we derive (3.3). \( \square \)

If the original region of integration is a polygon that has been subdivided into triangles, then it may be more efficient to use Lobatto-type rules. For instance, in the case of a single rectangle as in Figure 2, we suggest to use a Gauss-Lobatto rule for the integration of \( F(\theta) \) in (3.4), and (2.2) for the integration along \( r \):

\[ I(f) = \sum_{j=1}^{m} \delta_j \sum_{i=0}^{n} w_i^j f(r_i, \eta_j) + R^{11}_{mn}(f) , \]

(3.7)

where \( \{\eta_j\} \) and \( \{\delta_j\} \) denote the abscissae and the coefficients of the classical \( m \)-point Gauss-Lobatto formula associated with the interval (\( \theta_1, \theta_2 \)). Also, in this case we have a convergence rate like (3.3).

To test our formulas, we have applied them to the integrals

\[ I_1(x_0, y_0) = \int_S \frac{x - x_0}{[(x - x_0)^2 + (y - y_0)^2]^{3/2}} \, dx \, dy \]

\[ = \log \left[ \frac{1 - y_0 + \sqrt{(1 + x_0)^2 + (1 - y_0)^2}}{[-1 - y_0 + \sqrt{(1 + x_0)^2 + (1 + y_0)^2}] [1 - y_0 + \sqrt{(1 - x_0)^2 + (1 + y_0)^2}]} \right] \]

\[ I_2(x_0, y_0) = \int_S \frac{(x - x_0)e^x}{[(x - x_0)^2 + (y - y_0)^2]^{3/2}} \, dx \, dy , \]

where \( S = [-1, 1] \times [-1, 1] \), and have obtained the results reported in Tables 1-3.

The methods proposed in [18] and [19] are so inefficient mainly because they approximate the outer integral in (3.1) by the trapezoidal rule over (0, 2\( \pi \)). On this interval the function \( R(\theta) \) has a first derivative which is discontinuous at the corners of the square.
Table 1. Performance on $I_1$ with $(x_0, y_0) = (0.3606231751, 0.3606231751)(1)$ and $(x_0, y_0) = (0.5479477112, 0.9509446082)(2)$

<table>
<thead>
<tr>
<th>$m$</th>
<th>$n$</th>
<th># points</th>
<th>rel. error</th>
<th>method [19]</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>1</td>
<td>16</td>
<td>$4.37E-2$</td>
<td>$3.49E-1$</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>24</td>
<td>$2.03E-3$</td>
<td>$1.42E-1$</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>32</td>
<td>$2.53E-4$</td>
<td>$6.47E-2$</td>
</tr>
<tr>
<td>6</td>
<td>1</td>
<td>40</td>
<td>$3.06E-5$</td>
<td>$3.23E-2$</td>
</tr>
<tr>
<td>7</td>
<td>1</td>
<td>48</td>
<td>$3.90E-6$</td>
<td>$1.70E-2$</td>
</tr>
<tr>
<td>8</td>
<td>1</td>
<td>56</td>
<td>$5.14E-7$</td>
<td>$9.24E-3$</td>
</tr>
<tr>
<td>9</td>
<td>1</td>
<td>64</td>
<td>$6.95E-8$</td>
<td>$5.17E-3$</td>
</tr>
<tr>
<td>10</td>
<td>1</td>
<td>72</td>
<td>$9.57E-9$</td>
<td>$2.95E-3$</td>
</tr>
<tr>
<td>16</td>
<td>1</td>
<td>120</td>
<td>$8.21E-14$</td>
<td>$1.31E-4$</td>
</tr>
<tr>
<td>32</td>
<td>1</td>
<td>248</td>
<td>-</td>
<td>$7.65E-8$</td>
</tr>
</tbody>
</table>

Table 2. Performance on $I_1$ with $(x_0, y_0) = (0.4, 0.1)(1)$, $(x_0, y_0) = (0.6, 0.2)(2)$, and $(x_0, y_0) = (0.8, 0.4)(3)$.

<table>
<thead>
<tr>
<th>$m$</th>
<th>$n$</th>
<th># points</th>
<th>rel. error</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>1</td>
<td>16</td>
<td>$4.66E-2$</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>32</td>
<td>$8.46E-5$</td>
</tr>
<tr>
<td>7</td>
<td>1</td>
<td>48</td>
<td>$6.09E-7$</td>
</tr>
<tr>
<td>9</td>
<td>1</td>
<td>64</td>
<td>$5.82E-9$</td>
</tr>
<tr>
<td>12</td>
<td>1</td>
<td>88</td>
<td>$7.53E-12$</td>
</tr>
</tbody>
</table>

Table 3. Performance of rule (3.7) on $I_2$

<table>
<thead>
<tr>
<th>$m$</th>
<th>$n$</th>
<th># points</th>
<th>rel. error</th>
</tr>
</thead>
<tbody>
<tr>
<td>8</td>
<td>4</td>
<td>140</td>
<td>$3.43E-8$</td>
</tr>
<tr>
<td>16</td>
<td>4</td>
<td>300</td>
<td>$1.10E-9$</td>
</tr>
<tr>
<td>16</td>
<td>8</td>
<td>540</td>
<td>$7.03E-13$</td>
</tr>
<tr>
<td>8</td>
<td>4</td>
<td>140</td>
<td>$3.23E-4$</td>
</tr>
<tr>
<td>16</td>
<td>4</td>
<td>300</td>
<td>$8.97E-9$</td>
</tr>
<tr>
<td>32</td>
<td>8</td>
<td>1116</td>
<td>$1.20E-11$</td>
</tr>
</tbody>
</table>

4 Value not reported in [19].

5 An explicit formula for $I_2$ is not available; however, all 15 decimal digits obtained by using our rule with $m = 32$, $n = 8$ in case (1), and $m = 64$, $n = 8$ in case (2), are believed to be correct since they coincide with those obtained with $m = n = 64$ and $m = n = 128$, respectively.
All computations have been performed on a personal computer using 16-digit arithmetic.
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