RATE OF CONVERGENCE OF A STOCHASTIC PARTICLE METHOD FOR THE KOLMOGOROV EQUATION WITH VARIABLE COEFFICIENTS

PIERRE BERNARD, DENIS TALAY, AND LUCIANO TUBARO

ABSTRACT. In a recent paper, E. G. Puckett proposed a stochastic particle method for the nonlinear diffusion-reaction PDE in \([0, T] \times \mathbb{R}\) (the so-called "KPP" (Kolmogorov-Petrovskii-Piskunov) equation):

\[
\begin{align*}
\frac{\partial u}{\partial t} &= Au = \Delta u + f(u), \\
\overline{u}(0, \cdot) &= \overline{u}_0(\cdot),
\end{align*}
\]

where \(1 - \overline{u}_0\) is the cumulative function, supposed to be smooth enough, of a probability distribution, and \(f\) is a function describing the reaction. His justification of the method and his analysis of the error were based on a splitting of the operator \(A\). He proved that, if \(h\) is the time discretization step and \(N\) the number of particles used in the algorithm, one can obtain an upper bound of the norm of the random error on \(u(T, x)\) in \(L^1(\Omega \times \mathbb{R})\) of order \(\frac{1}{\sqrt{N}}\), provided \(h = O(\frac{1}{\sqrt{N}})\), but conjectured, from numerical experiments, that it should be of order \(O(h) + O(\frac{1}{\sqrt{N}})\), without any relation between \(h\) and \(N\).

We prove that conjecture. We also construct a similar stochastic particle method for more general nonlinear diffusion-reaction-convection PDEs

\[
\begin{align*}
\frac{\partial u}{\partial t} &= Lu + f(u), \\
u(0, \cdot) &= \nu_0(\cdot),
\end{align*}
\]

where \(L\) is a strongly elliptic second-order operator with smooth coefficients, and prove that the preceding rate of convergence still holds when the coefficients of \(L\) are constant, and in the other case is \(O(\sqrt{h}) + O(\frac{1}{\sqrt{N}})\).

The construction of the method and the analysis of the error are based on a stochastic representation formula of the exact solution \(u\).

1. Introduction

1.1. Setting of the problem. In a recent paper [12], E. G. Puckett proposed a stochastic particle method for the nonlinear PDE in \([0, T] \times \mathbb{R}\):

\[
\begin{align*}
\frac{\partial u}{\partial t} &= Au = \Delta u + f(u), \\
u(0, \cdot) &= \nu_0(\cdot),
\end{align*}
\]

where \(1 - \nu_0\) is the cumulative function, supposed to be smooth enough, of a probability distribution, and \(f\) is a function satisfying properties ensuring, in particular, that the solution \(u(t, x)\) takes values in \([0, 1]\).
His justification of the method and his analysis of the error were based on a splitting of the operator $A$; a rough presentation of the algorithm is the following:

(A) Initialization: One locates $N$ particles on the real axis at positions $x_0^i$ with weights $\omega_0^i$ ($i = 1, \ldots, N$) of order $\frac{1}{N}$, such that the function

$$\bar{u}(0, x) = \sum_{i=1}^{N} \omega_0^i H(x_0^i - x)$$

is a good approximation of $u_0$ in $L^1(\mathbb{R})$.

(B) Approximation of the reaction: One numerically solves the ODE

$$\begin{cases} \frac{\partial v}{\partial t} = f(v), \\ v(0, \cdot) = \bar{u}(0, \cdot) \end{cases}$$
on a time interval of length $h$ (this operation changes the weights of the particles).

(C) Approximation of the diffusion: One numerically solves

$$\begin{cases} \frac{\partial w}{\partial t} = \Delta w, \\ w(0, \cdot) = v(h, \cdot) \end{cases}$$

by randomly and independently moving the particles, considered as independent Brownian particles, during a time interval equal to $h$, each particle keeping its own weight.

(D) Computation of the approximate solution: The value at time $h$ and point $x$ of the approximate solution, $\bar{u}(h, x)$, is obtained by adding the weights of all the particles which are at the right-hand side of $x$.

(E) Iteration: At each time step, one performs the operations (B) (using $\bar{u}(ph, \cdot)$ instead of $\bar{u}(0, \cdot)$), (C), and (D).

The upper bound of the random error on $u(T, x)$ in $L^1(\Omega \times \mathbb{R})$ is shown to be of order $1/N^{1/4}$, provided $h = \mathcal{O}(1/N^{1/4})$.

In the last section of the paper, Puckett presents numerical results which obviously show that this estimation is very pessimistic and conjectures that the rate of convergence should be of order $\mathcal{O}(h) + \mathcal{O}(1/\sqrt{N})$, without any relation between $h$ and $N$.

We tried to prove this conjecture by keeping the idea of the splitting but changing the technique used by Puckett to obtain some of his estimations. We could obtain a better rate of convergence than $1/N^{1/4}$ (we got $1/N^{2/7}$ provided $h$ is of order $1/N^{2/7}$), but we could neither get the right one, nor avoid a relation between $h$ and $N$, mainly because we had to sum up the approximation errors made at each step on the solution of the following PDE, where the initial condition $\bar{u}(ph, \cdot)$ is the approximate solution computed at step $p = 1, \ldots, \frac{T}{h}$:

$$\begin{cases} \frac{\partial w}{\partial t} = \Delta w, \\ w(0, \cdot) = \bar{u}(ph, \cdot), \end{cases}$$

and these local errors appear to be of order $\frac{h^{1/4}}{\sqrt{N}}$.

Besides, the notion of splitting does not represent the basic operation of the algorithm, which is the approximation of the measure $\frac{\partial}{\partial t} u(t, x) \, dx$ by a linear combination of Dirac measures at points defined by the current positions of the particles, and coefficients in the combination equal to the respective weights.

\footnote{In the sequel, $H$ will denote the Heaviside function: $H(y) = 0$ for $y < 0$, $H(y) = 1$ for $y \geq 0$.}
Thus, we were led to change our point of view. Our objective was also to extend the algorithm to more general nonlinear reaction-diffusion-convection PDEs, namely,
\begin{align}
\begin{cases}
\frac{\partial u}{\partial t} &= Au = Lu + f(u), \\
        u(0,\cdot) &= u_0(\cdot),
\end{cases}
\end{align}
where $L$ is a strongly elliptic second-order operator with smooth coefficients. A natural question is then: what must be the law of the motion of the particles? A natural attempt is to move the particles according to the law of a diffusion process whose infinitesimal generator is $L$, but then one can see the computed solution (considered as a wave) propagate in the opposite direction to the propagation direction of the exact solution!

The answers to this question and to the determination of the rate of convergence of the algorithm that we will construct (which reduces to the Puckett algorithm when $L = \Delta$) are based upon an interpretation of the method completely different from the splitting of $A$ in (1.1), and an analysis of the error completely different from Puckett's one. The main tool will be a probabilistic representation formula of the exact solution, which will be used to get estimates on the rate of convergence. We emphasize that, applied to the Puckett algorithm for the KPP equation, our estimates below prove Puckett's conjecture.

We also stress that the stochastic particle algorithm we analyze is not the only one that can be developed for nonlinear reaction-convection-diffusion equations. In particular, Sherman and Peskin have proposed a numerical method (without proving convergence) in [14], based upon the simulation of branching Brownian motions; the term $f(u)$ is used to describe the law of the branching. For the convergence and the analysis of this algorithm, see the papers of Chauvin and Rouault [5, 4, 3]. The main difference between the two algorithms is the following: the Sherman-Peskin particles have constant weights, but are highly dependent (they are the living particles of the branching process); the Puckett particles are independent, but the weights are dependent. For a finite horizon problem, the Puckett method seems to be simpler to implement and easier to use on a parallel computer; but if the problem is, for example, to study the asymptotic propagation velocity of a wave, then the Puckett algorithm cannot be efficient, because there is no reason at all for it to be stable (see our results on the rate of convergence); in that case, the Sherman-Peskin method must be preferred, since it is naturally related to the evolution of the solution, the particles concentration being large where the gradient of the solution is large.

Our paper is organized as follows: in §2, we state our hypotheses and we present a collection of elementary results, which are frequently used in the sequel; then, in §3, we establish an original stochastic representation of the solution of the above nonlinear PDE; this formula permits us to construct a stochastic particle method, which reduces to the splitting method of Puckett when the coefficients of $L$ are constant; in §4, we state our result on the rate of convergence; before proving it (§§6 and 7), we need to study in a precise way how dependent the weights of the particles are: this is done in §5. Finally (§8), we consider the special case of constant coefficients. The Supplement contains some of the proofs (§10) and an Appendix devoted to reaction-diffusion-convection PDEs.

Our numerical experiments for nonconstant-coefficient examples do not add
information to the excellent last section of the paper of Puckett (devoted to the KPP equation), so that we refer to it.

1.2. Notation, conventions. In the sequel, $C$ will denote any deterministic strictly positive constant independent of the time discretization step $h$ and the number of particles $N$ (but, most often, it will depend on $T$).

We will always assume $h \in (0, 1)$, of the form $\frac{T}{M}$, where $M$ is an integer.

When a stochastic process $(X_t)$ is such that $X_0 = y$ a.s. for some real number $y$, we will often write $(X_t(y))$.

When we write $\sigma(h)$ or $\sigma\left(\frac{1}{N}\right)$, etc., it must be understood that the quantity involved (which may be random) can be bounded, uniformly in $\omega$ if it is random, by, respectively, $C h$ or $\frac{C}{N}$, the constant $C$ being deterministic and uniform with respect to $h$ and $N$.

2. Hypotheses and elementary results

2.1. Hypotheses. We make the following assumptions:

(H1) $f$ is a $C^2$ function on $[0, 1]$ such that $f(0) = f(1) = 0$, $f(u) \geq 0$ for $u \in [0, 1]$ (therefore, $\frac{f(u)}{u}$ is bounded in $(0, 1]$ and continuous in 0);

(H2) $b, \sigma$ are two bounded $C^\infty$ functions; any derivative of any order is assumed to be a bounded function; $\sigma$ is bounded below by a strictly positive constant;

(H3) $1 - u_0$ is the cumulative function of a probability distribution.

In the Appendix (see the Supplement), we recall that, under (H1), (H2), (H3), for any $T > 0$, there exists a unique classical solution in $(0, T] \times \mathbb{R}$, taking values in $[0, 1]$, to the problem

\begin{align}
\frac{\partial u}{\partial t} &= Lu + f(u), \\
\lim_{t \to 0} u(t, \cdot) &= u_0(\cdot) \quad \text{at every continuity point of } u_0,
\end{align}

where

$L = b(x) \frac{\partial}{\partial x} + \frac{1}{2} \sigma^2(x) \frac{\partial^2}{\partial x^2}.$

In the sequel, we will often need an additional assumption on $u_0$:

(H4) $u_0$ is of class $C_b^\infty(\mathbb{R})$, and there exist strictly positive constants $C_1, C_2$ such that, for any $x$ in $\mathbb{R}$, $|u_0'(x)| \leq C_1 e^{-C_2 x^2}$, or

(H5) $u_0$ is of the form

$u_0(x) = \sum_{i=1}^N \omega_0^i H(x_0^i - x),$

where the $\omega_0^i$'s are positive and such that

$\sum_{i=1}^N \omega_0^i = 1.$

2.2. Elementary results. In this subsection, we will state easy consequences of quite classical results, needed in the sequel.

We begin with the obvious (but useful) inequality:

\begin{align}
\forall x > 0, \quad \int_x^{+\infty} e^{-y^2} dy \leq Ce^{-x^2}.
\end{align}
We derive some consequences of (H2).
Let \((\zeta_t)\) be a diffusion process whose infinitesimal generator has bounded and \(C^\infty(\mathbb{R})\) coefficients \(b_0\) and \(\sigma_0\), and is strictly elliptic.

We have the well-known property (see, for instance, Friedman [6]): under (H2), there exist \(C > 0, \lambda > 0\) such that, for the density \(p_t(y, z)\) of the law of \(\zeta_t(y)\) \((y, z \in \mathbb{R}, 0 < t \leq T)\), we have

\[
p_t(y, z) \leq \frac{C}{\sqrt{t}} \exp \left( -\frac{(z - y)^2}{2\lambda t} \right).
\]

Therefore (for (iii) we apply (2.2)):

**Corollary 2.1.** Let \((\zeta_t)\) be a diffusion process whose infinitesimal generator has bounded and \(C^\infty(\mathbb{R})\) coefficients, and is strictly elliptic. Then there exist \(C > 0\) and \(\lambda > 0\) such that for all \(t\) with \(0 < t \leq T\) and for all \(x, y \in \mathbb{R}\), we have

(i) \[\mathbb{P}(\zeta_t(y) < x) \leq \frac{C}{\sqrt{t}} \int_{-\infty}^{x} \exp \left( -\frac{(z - y)^2}{2\lambda t} \right) dz,\]

(ii) \[\mathbb{P}(\zeta_t(y) > x) \leq \frac{C}{\sqrt{t}} \int_{x}^{+\infty} \exp \left( -\frac{(z - y)^2}{2\lambda t} \right) dz,\]

(iii) \[\mathbb{P}(\zeta_t(y) < x)\mathbb{P}(\zeta_t(y) > x) \leq C \exp \left( -\frac{(y - x)^2}{2\lambda t} \right).\]

Besides, we observe that, under the above hypotheses, there exists a constant \(C > 0\) such that

\[
\forall 0 < t \leq T, \quad \forall y \in \mathbb{R}, \quad \mathbb{E}|\xi_t(y) - y| \leq C\sqrt{t}
\]
and

\[
\forall t > 0, \quad \lim_{y \to +\infty} \zeta_t(y) = +\infty \text{ a.s.}
\]
because the function \(y \to \zeta_t(y)\) is a.s. increasing since its derivative is an exponential.

**Lemma 2.2.** Under the above hypotheses on \((\zeta_t)\), there exists a \(C > 0\) such that for any \(T \geq t > 0\), the probability density \(p_t(x, y)\) of the law of \(\zeta_t(x)\) satisfies

\[
\left| \int_{\mathbb{R}} p_t(x, y) \, dx - 1 \right| \leq Ct
\]
for any \(y \in \mathbb{R}\).

The proof is in the Supplement.

We recall that we denote by \(b_0(\cdot)\) and \(\sigma_0(\cdot)\), respectively, the drift and the diffusion coefficients of \((\zeta_t)\). Let \((B_t)\) be a standard real Brownian motion.

The Euler scheme is defined by

\[
\xi_{p+1} = \xi_p + b_0(\xi_p)h + \sigma_0(\xi_p)(B_{(p+1)h} - B_ph)
\]
\[2\text{See Kunita [8, Chapter 2], e.g., for the diffeomorphism property of stochastic flows associated with stochastic differential equations.}\]
and the Milstein scheme is defined by
\[
\bar{z}_{p+1} = \bar{z}_p + b_0(\bar{z}_p)h + \sigma_0(\bar{z}_p)(B_{(p+1)h} - B_{ph}) + \frac{1}{2} \sigma_0(\bar{z}_p)\sigma_0'(\bar{z}_p)((B_{(p+1)h} - B_{ph})^2 - h).
\]

We now recall a result on the convergence rate (the first part is easy to show; the second is due to Milstein [9]).

**Proposition 2.3.** Suppose that the functions \( b_0 \) and \( \sigma_0 \) are of class \( C^\infty \), and that any derivative is uniformly bounded. For the Milstein scheme, we have

(i) For any \( k \in \mathbb{N}^* \) and for any initial condition \( \zeta_0 \) such that \( E|\zeta_0|^{2k} < \infty \), there exists a strictly positive constant \( C \) (depending only on \( T \), and the bounds of \( b_0 \), \( \sigma_0 \), and their two first derivatives) such that

\[
E|\zeta_{ph}|^{2k} + E|\bar{z}_{p}|^{2k} < C(1 + E|\zeta_0|^{2k}).
\]

(ii) There exists a positive constant \( C \) such that, for any initial condition \( \gamma \),

\[
E|\zeta_h - \bar{z}_1|^2 \leq Ch^3
\]

and, for any \( p = 1, \ldots, M = \frac{T}{h} \),

\[
E|\zeta_{ph} - \bar{z}_p|^2 \leq Ch^2.
\]

**Remark 2.4.** When \( \sigma_0 \) is not a constant function, for the Euler scheme, one generically has

\[
E|\zeta_{ph} - \dot{\zeta}_p|^2 \leq Ch.
\]

When \( b_0 \) and \( \sigma_0 \) are constant functions, there is no approximation error.

We now state some consequences of the hypotheses (H4) or (H5).

**Remark 2.5.** Under (H3), (H4), one has

\[
\int_0^{+\infty} u_0(x) \, dx + \int_{-\infty}^0 (1 - u_0(x)) \, dx = -\int_0^{+\infty} x \, du_0(x) + \int_{-\infty}^0 x \, du_0(x) = \int_{\mathbb{R}} |x|d(1 - u_0)(x) < +\infty.
\]

The hypothesis (H5) instead of (H4) implies

\[
\int_0^{+\infty} u_0(x) \, dx + \int_{-\infty}^0 (1 - u_0(x)) \, dx \leq \sup_{i=1,\ldots,N} |\omega_0^i| \sum_{i=1}^N |x_0^i|.
\]

**Lemma 2.6.** Assume that \( u_0 \) satisfies hypotheses (H3), (H4); then there exists \( C > 0 \) such that

\[
\int_0^{+\infty} u(t, x) \, dx + \int_{-\infty}^0 (1 - u(t, x)) \, dx \leq C
\]

for any \( t \in [0, T] \).
If \( u_0 \) satisfies (H5), then
\[
\int_{0}^{+\infty} u(t, x) \, dx + \int_{-\infty}^{0} (1 - u(t, x)) \, dx \leq C \left(1 + \sup_{i=1, \ldots, N} |\omega_0^i| \sum_{i=1}^{N} |x_0^i| \right).
\]

The proof is in the Supplement.

The next lemma gives a control of the error due to the permutation of the expectation and a nonlinear function, and simply follows from a Taylor expansion of \( g(x) - g(\mathbb{E}X) \).

**Lemma 2.7.** Let \( g \) be a function of class \( C^2 \) with bounded second derivative; then for any square integrable random variable \( X \) we have
\[
|\mathbb{E}g(X) - g(\mathbb{E}X)| \leq C(\mathbb{E}(X - \mathbb{E}X)^2).
\]

Finally, the next equality will be useful in several subsequent computations: for any \( y, z \in \mathbb{R} \), there holds
\[
\int_{\mathbb{R}} |H(y - x) - H(z - x)| \, dx = |y - z|.
\]

### 3. Representation of the solution of (1.1) and construction of the algorithm

#### 3.1. A probabilistic representation of the solution.
We introduce a probability space \( (\Omega, \mathcal{F}, \mathbb{P}) \) equipped with a Brownian motion \( (B(t)) \); for \( 0 \leq s < t \leq T \), \( \mathcal{F}_s \) will denote the least complete \( \sigma \)-field for which all the \( B_v - B_u \) \( (s < u < v \leq t) \) are measurable.

**Theorem 3.1.** Under (H1)-(H3), if \( u_0 \) is of class \( C_0^\infty(\mathbb{R}) \), we have the following representation:
\[
\begin{align*}
(3.1) & \quad u(t, x) = \mathbb{E} \left[ H(X_t - x) \exp \left( \int_{0}^{t} f^\prime \circ u(s, X_s) \, ds \right) \right], \\
(3.2) & \quad dX_t = \sigma(X_t) \, dB_t - \{b(X_t) - \sigma(X_t)\sigma'(X_t)\} \, dt.
\end{align*}
\]

Here, the law of \( X_0 \) has a density equal to \( -u_0' \), and \( (B_t) \) is a standard Brownian motion.

**Proof.** The function \( v(t, x) := \partial u(t, x) / \partial x \) satisfies the following equation:
\[
\begin{cases}
\frac{\partial v}{\partial t}(t, x) = \frac{1}{2} \sigma^2(x) \frac{\partial^2 v}{\partial x^2}(t, x) + (b(x) + \sigma(x)\sigma'(x)) \frac{\partial v}{\partial x}(t, x) \\
\quad + (b'(x) + f' \circ u(t, x))v(t, x), \\
v(0, x) = u_0'(x).
\end{cases}
\]

By applying the Feynman-Kac formula, we obtain
\[
(3.3) \quad v(t, x) = \mathbb{E} \left[ u_0'(Y_t(x)) \exp \left\{ \int_{0}^{t} [b'(Y_s(x)) + f' \circ u(t - s, Y_s(x))] \, ds \right\} \right],
\]
where \( (Y_t) \) is the solution to
\[
(3.4) \quad dY_t = (b(Y_t) + \sigma(Y_t)\sigma'(Y_t)) \, dt + \sigma(Y_t) \, dB_t.
\]
Consequently, recalling that \(1 - u_0\) is increasing and that \(u(t, x) \to 1\) as \(x \to -\infty\) (see Lemma 2.6), we have
\[
 u(t, x) = -\mathbb{E} \int_x^{+\infty} u_0'(Y_t(y)) \exp \left\{ \int_0^t \left[ b'(Y_s(y)) + f' \circ u(t-s, Y_s(y)) \right] ds \right\} dy.
\]

As we will see below, the particles algorithm is based on approximating the measure \(u_0'(y) dy\) by a measure of type \(\sum_{i=1}^N \omega_i \delta_{\xi_0,i}(y)\); that suggests one performs the change of variable \(z = \xi_{0,i}(y)\), where \(\xi_{0,i}(\cdot)\) is the flow associated with the stochastic differential equation (3.4). Hence, we set \(y = \xi_{0,i}^{-1}(z)\).

Using results of the second chapter of Kunita [8], we have, for \(\theta < t\),
\[
\xi_{\sigma,i}^{-1}(z) = z - \int_{\theta}^{t} \sigma(\xi_{\sigma,i}^{-1}(z)) dB_{s} - \int_{\theta}^{t} b(\xi_{\sigma,i}^{-1}(z)) ds,
\]
where \(\hat{dB}_{\sigma}\) denotes the "backward" stochastic integral.\(^3\)

One infers that
\[
\frac{\partial}{\partial z} \xi_{0,i}^{-1}(z) = 1 - \int_0^t \sigma'(\xi_{\sigma,i}^{-1}(z)) \frac{\partial}{\partial z} \xi_{0,i}^{-1}(z) dB_{\sigma} - \int_0^t b'(\xi_{\sigma,i}^{-1}(z)) \frac{\partial}{\partial z} \xi_{0,i}^{-1}(z) d\theta,
\]
from which
\[
\frac{\partial}{\partial z} \xi_{0,i}^{-1}(z) = \exp \left( \int_0^t \left\{ -b'(\xi_{\sigma,i}^{-1}(z)) - \frac{1}{2} \sigma'^2(\xi_{\sigma,i}^{-1}(z)) \right\} d\theta - \int_0^t \sigma'(\xi_{\sigma,i}^{-1}(z)) dB_{\sigma} \right).
\]

Hence, taking into account (2.5), we have
\[
u(t, x) = -\mathbb{E} \left[ \int_{\xi_{0,i}(x)}^{+\infty} u_0'(z) \cdot \exp \left\{ \int_0^t \left[ b'(\xi_{0,s}(\alpha)) + f' \circ u(t-s, \xi_{0,s}(\alpha)) \right] ds \right\}
\]
\[
\cdot \exp \left\{ \int_0^t \left[ -b'(\xi_{s,i}^{-1}(z)) - \frac{1}{2} \sigma'^2(\xi_{s,i}^{-1}(z)) \right] ds
\]
\[
- \int_0^t \sigma'(\xi_{s,i}^{-1}(z)) dB_{s} \right\} d\theta \right] dz.
\]

One now uses Lemma 6.2 of Chapter II of Kunita [8]: for any continuous function \(g(s, x)\) we have
\[
\int_0^t g(s, \xi_{0,s}(\alpha)) \bigg|_{\alpha = \xi_{0,i}^{-1}(z)} ds = \int_0^t g(s, \xi_{s,i}^{-1}(z)) ds.
\]

Thus,
\[
u(t, x) = -\mathbb{E} \left[ \int_{-\infty}^{+\infty} H(-\xi_{0,i}(x) + z) \cdot \exp \left\{ \int_0^t \left[ f' \circ u(t-s, \xi_{s,i}^{-1}(z)) ds \right] M_0(z) u_0'(z) dz \right] \right]
\]
\(^3\)For a definition, cf. Kunita [8, end of Chapter I].
where \((M^t_\theta(z))_{\theta \leq t}\) is the exponential (backward) \((\mathcal{F}^t_\theta)_{\theta \leq t}\)-martingale defined by

\[
M^t_\theta(z) = \exp \left\{ -\frac{1}{2} \int_\theta^t \sigma'^2(\xi^{-1}_s,z) \, ds - \int_\theta^t \sigma'(\xi^{-1}_s,z) \, dB_s \right\}.
\]

The application \(x \mapsto \xi_0,t(x)\) is a.s. increasing (its derivative is an exponential); thus \(H(-\xi_0,t(x) + z) = H(\xi^{-1}_0,t(z) - x)\).

Hence,

\[
u(t, x) = \mathbb{E} \left[ \int_{-\infty}^{\infty} H(\xi^{-1}_0,t(z) - x) \exp \left\{ \int_0^t f' \circ u(s, \xi^{-1}_s,t(z)) \, ds \right\} M^t_\theta(z) \, dz \right].
\]

We observe that the law of the process \((\xi^{-1}_s,t)_{0 \leq \theta \leq t}\), on \((\Omega, \mathcal{F}, \mathbb{P}, \mathcal{F}^t_\theta)\), is identical to the law of the process \((X_\theta)_{0 \leq \theta \leq t}\), solution to

\[
dX_\theta = \sigma(X_\theta) \, dB_\theta - \{b(X_\theta) - \sigma(X_\theta) \sigma'(X_\theta)\} \, dt.
\]

Hence, \(\mathbb{E}_0\) denoting the expectation under the law \(\mathbb{P}_0\) for which the initial law of the process \((X_\theta)\) has a density equal to \(-u_0'(z)\), and \((M_t)\) denoting the exponential martingale defined by

\[
M_t = \exp \left\{ -\frac{1}{2} \int_0^t \sigma'^2(X_s) \, ds + \int_0^t \sigma'(X_s) \, dB_s \right\},
\]

we have

\[
u(t, x) = \mathbb{E}_0 \left[ H(X_t - x) \exp \left\{ \int_0^t f' \circ u(t-s, X_s) \, ds \right\} M_t \right].
\]

On \((\Omega, \mathcal{F}, \mathbb{P}_0, \mathcal{F}^T_0)\), one performs the Girsanov transformation defined by

\[
\widetilde{\mathbb{P}}(A) := \mathbb{E}_0[1_A M_T], \quad A \in \mathcal{F}^T_0;
\]

then, for \(t \leq T\),

\[
u(t, x) = \widetilde{\mathbb{E}} \left[ H(X_t - x) \exp \left\{ \int_0^t f' \circ u(s, X_s) \, ds \right\} \right].
\]

Under \(\widetilde{\mathbb{P}}\), the process \((X_t)\) solves

\[
\widehat{d}X_t = \sigma(X_t) \, dB_t - \{b(X_t) - \sigma(X_t) \sigma'(X_t)\} \, dt.
\]

Here, \((\widehat{B}_\theta)\) defined by

\[
\widehat{B}_\theta = B_\theta - \int_0^\theta \sigma'(X_s) \, ds
\]

is a Brownian motion under \(\widetilde{\mathbb{P}}\). Obviously, the above representation of \(\nu\) is identical to (3.1). \(\square\)

One can deduce a result of the same type as the preceding one for a piecewise constant initial data \(u_0\):

**Proposition 3.2.** If \(u_0\) is of the form \(\sum_{i=1}^N \omega^i_0 H(x^i_0 - x)\), then we have

\[
u(t, x) = \sum_{i=1}^N \omega^i_0 \mathbb{E} \left[ H(X_t(x^i_0) - x) \exp \left\{ \int_0^t f' \circ u(s, X_s(x^i_0)) \, ds \right\} \right].
\]

The proof (based upon an approximation argument) is in the Supplement.
3.2. **Principle of the algorithm.** Let $T > 0$ be fixed, and $h$ a time discretization step of type $\frac{T}{M}$, for some integer $M$. We want to approximate $u(T, x)$. Approximating $-u_0(z) \, dz$ by $\sum_{i=1}^{N} \omega_0 \delta_{x_i}$, one gets the following approximation formula:

$$u(T, x) \approx \sum_{i=1}^{N} \omega_0 \mathbb{E} \left[ H(X_T(x_0^i) - x) \exp \left\{ \int_0^T f' \circ u(s, X_s(x_0^i)) \, ds \right\} \right].$$

Now, on $(\Omega, \mathcal{F}, \mathbb{P})$, we are given $N$ independent Brownian motions $\{(B_t^i), i = 1, \ldots, N\}$ with respect to the filtration $(\mathcal{F}_t^\theta)_{\theta \geq 0}$, simply denoted by $(\mathcal{F}_\theta)$ in the sequel.

Let $(X_t^i)$ be the (independent) solutions to the following SDEs (in forward time):

$$\begin{cases}
    dX_t^i = \sigma(X_t^i) \, dB_t^i - \{b(X_t^i) - \sigma(X_t^i)\sigma'(X_t^i)\} \, dt, \\
    X_0^i = x_0^i.
\end{cases}$$

The particle algorithm replaces the expectation by a point estimation:

$$u(T, x) \approx \sum_{i=1}^{N} \omega_0 H(X_T^i - x) \exp \left\{ \int_0^T f' \circ u(s, X_s^i) \, ds \right\}. $$

Then we approximate

$$\exp \left\{ \int_0^T f' \circ u(s, X_s^i) \, ds \right\} \text{ by } \exp \left\{ h \sum_{k=0}^{M-1} f' \circ u(ph, X_{ph}^i) \right\},$$

and if we define by induction

$$\rho_0^i = \omega_0^i, \quad \rho_{(k+1)h}^i = \rho_{kh}^i \exp \{hf' \circ u(kh, X_{kh}^i)\},$$

we get, for any $p = 0, 1, \ldots, M = T/h$,

$$u(ph, x) \approx \sum_{i=1}^{N} \rho_{ph}^i H(X_{ph}^i - x).$$

In fact, the $(X_{ph}^i)$'s will be, in turn, approximated by the Milstein scheme (2.7) applied to (3.2):

$$\begin{align*}
X_{p+1}^i &= X_p^i - \{b(X_p^i) - \sigma(X_p^i)\sigma'(X_p^i)\}h + \sigma(X_p^i)(B_{(p+1)}h - B_{ph}^i) \\
&\quad \quad + \frac{1}{2} \sigma(X_p^i)\sigma'(X_p^i)((B_{(p+1)}h - B_{ph}^i)^2 - h).
\end{align*}$$

Thus, if we define

$$\bar{\rho}_0^i = \omega_0^i, \quad \bar{\rho}_{(k+1)h}^i = \bar{\rho}_{kh}^i \exp \{hf' \circ u(kh, \bar{X}_{kh}^i)\},$$

we have

$$u(ph, x) \approx \sum_{i=1}^{N} \bar{\rho}_{ph}^i H(\bar{X}_p^i - x).$$

Actually, one considers the weights in a slightly different way in order that the sum of the weights is equal to 1 (this fact will be used in the sequel):

$$\bar{\rho}_{kh}^i \exp \{hf' \circ u(kh, \bar{X}_{kh}^i)\} \approx \bar{\rho}_{kh}^i + hf' \circ u(kh, \bar{X}_{kh}^i)\bar{\rho}_{kh}^i$$

$$\approx \bar{\rho}_{kh}^i + (f \circ u(kh, \bar{X}_{kh}^i) - f \circ u(kh, \bar{X}_{kh}^{as(i)})), \quad \text{for } i = 1, \ldots, N.$$
where $\pi_k(i)$ denotes the label number of the particle just to the right of the particle of label $i$ at the time $kh$ (if the considered particle is at the rightmost position at time $kh$, we just have $\bar{p}_{k}^{i}(h \exp(hf \circ u(kh, X_{k}^{i})) \approx \bar{p}_{k}^{i} + hf \circ u(kh, X_{k}^{i})$). That transformation of the weights corresponds to the step "$R_{k\Delta t}$" of the splitting method of Puckett (cf. [12]).

### 3.3. The Algorithm

Finally, the algorithm will be the following: we define the initial weights and the initial approximation by

$$\omega_{0}^{i} = \frac{1}{N} \quad \text{for } i = 1, \ldots, N; \quad \bar{u}_{0}(x) = \sum_{i=1}^{N} \omega_{0}^{i} H(x_{0}^{i} - x),$$

where

$$\forall i < N: \quad x_{0}^{i} = u_{0}^{i}^{-1} \left(1 - \frac{i}{N}\right), \quad x_{0}^{N} = u_{0}^{N}^{-1} \left(\frac{1}{2N}\right).$$

Evidently, $\bar{u}_{0}(\cdot)$ is a piecewise constant approximation to the initial datum $u_{0}(\cdot)$.

Recall that we define the approximating process by (3.6).

We now define, in a recursive way (and using the same convention for the particle at the rightmost position as previously):

$$\omega_{p}^{i} = \omega_{p-1}^{i} \left(1 + h f \circ \bar{u}_{p-1}(X_{p-1}^{i}) - f \circ \bar{u}_{p-1}(X_{p-1}^{\pi_{p-1}(i)})\right)$$

and

$$\bar{u}_{p}(x) = \sum_{i=1}^{N} \omega_{p}^{i} H(X_{p}^{i} - x)$$

for $p = 1, 2, \ldots, M = T/h$.

**Remark 3.3.** All the weights, for some constant $C$ uniform in $h, N, i, and k$, are bounded by

$$0 \leq \omega_{k}^{i} \leq \frac{C}{N}$$

and, for any $k = 1, \ldots, M = T/h$, the weights $\omega_{k}^{i}$ $(i = 1, \ldots, N)$ are $\mathcal{G}(k-1)h$-measurable (this will play an important role in the sequel). Moreover, it is easy to check from the definition (3.8) that, for any $p = 1, \ldots, M = T/h$,

$$\sum_{i=1}^{N} \omega_{p}^{i} = 1.$$

By using the fact that $f'$ and $f''$ are bounded, and that the $\omega_{ph}$'s are bounded by $C/N$, we have

$$\omega_{p}^{i} = \omega_{p-1}^{i}(1 + h f' \circ \bar{u}_{p-1}(X_{p-1}^{i})) + \mathcal{O}(h) \mathcal{O} \left(\frac{1}{N^{2}}\right).$$

**Proposition 3.4.** Under the hypotheses (H1)--(H4), we have

$$\frac{1}{N} \sum_{i=1}^{N} |x_{0}^{i}|^{2} \leq C.$$
In addition,

(3.14) \[ \frac{1}{N} \sum_{i=1}^{N} \mathbb{E}[X_p^i]^2 \leq C. \]

The proof (which uses (2.8)) is in the Supplement.

4. The main result

The main result of the paper is the following theorem.

Theorem 4.1. (i) Under the hypotheses (H1)–(H4), there exist strictly positive constants \( C \) and \( h_0 < 1 \) such that, for any \( h < h_0 \) and any \( N \geq 1 \),

\[ \|u(T, \cdot) - \bar{u}(T, \cdot)\|_{L^2(\Omega)} \leq C \left( \frac{1}{\sqrt{N}} + \sqrt{h} \right). \]

(ii) When the functions \( b \) and \( \sigma \) are constant, then the rate of convergence is given by

\[ \|u(T, \cdot) - \bar{u}(T, \cdot)\|_{L^1(\Omega)} \leq C \left( \frac{1}{\sqrt{N}} + h \right). \]

The same estimates hold for the standard deviation of \( \|u(T, \cdot) - \bar{u}(T, \cdot)\|_{L^1(\Omega)} \).

When \( f \equiv 0 \), the estimate (i) can be improved. Indeed, if \( \mu_0 \) denotes the probability measure whose \( 1 - u_0 \) is the cumulative function, and \( (X_t) \) is defined by

\[ dX_t = \sigma(X_t) dB_t - \{b(X_t) - \sigma(X_t)\sigma'(X_t)\} dt, \]

then, from (3.1), \( u(t, x) = \mathbb{E}_{\mu_0} H(X_t - x) \) and to the error

\[ \|u(T, \cdot) - \bar{u}(T, \cdot)\|_{L^1(\Omega)} \]

contribute a statistical error

\[ \left\| u(T, \cdot) - \frac{1}{N} H(X_T^i - \cdot) \right\|_{L^1(\Omega)}, \]

which is of order \( 1/\sqrt{N} \), and an approximation error

\[ \left\| \frac{1}{N} H(X_T^i - \cdot) - \frac{1}{N} H(\bar{X}_T^i - \cdot) \right\|_{L^1(\Omega)}, \]

which generically is of order \( h \) when the Milstein scheme is used. The nonlinearity of the PDE induced by \( f \) changes the order of convergence, at least in our proofs. Our numerical experiments have not permitted us to check whether \( \sqrt{h} \) is the best estimate: typically, the algorithm was extremely sensitive to \( h \); when \( h \) was small, it was difficult to isolate the error due to the discretization from the statistical error (we could not choose \( N \) so large as it would have been necessary), and for different, but not small \( h \), some numerical instabilities produced statistical and discretization errors of comparable magnitude. In any case, the important point seems to us that the behavior of the error can be described without assuming a relation between \( h \) and \( N \).

The gain in accuracy, when \( b \) and \( \sigma \) are constant, is not mysterious: to give a feeling of what happens, suppose \( b \equiv 0 \) and \( \sigma \equiv 1 \); in that case, the particles are Brownian, and the law of the \( X_{(p+1)h} - X_{ph} \)'s can be simulated exactly (one
just has to simulate independent Gaussian variables), whereas, when \( \sigma \) is not constant, one has to approximate the processes \( (X_t^i) \); the passage from \( h \) to \( \sqrt{h} \) is due to this approximation (see Proposition 2.3).

We also remark that, when the coefficients are not constant, we obtained the above estimates after having used the Milstein scheme, not the Euler scheme (compare Remark 2.11 and inequality (2.10)). Finally, we stress that the Euler and Milstein schemes are the only schemes reasonable from the point of view of numerical efficiency (see Talay [16]).

The next three sections are devoted to the proof of part (i) of this theorem. In §8, we will explain what must be changed in the proof in order to obtain the better estimate in part (ii). Similar computations permit us to obtain the estimates for the standard deviation.

5. The weights are not far from being independent

The \( \omega_p^i \)'s are not independent, but we can choose other weights that are independent and approximate the \( \omega_p^i \)'s in order to get, in the sequel, useful estimates.

We define \( \rho_p^i \) by

\[
(5.1) \quad \rho_p^0 = \omega_p^0, \quad \rho_p^i = \rho_p^{i-1}(1 + h f' \circ u((p-1)h, X_{(p-1)h}^i)).
\]

The \( \rho_p^i \)'s \( (i = 1, \ldots, N) \) are independent, and it is easy to show there exists a \( C > 0 \) such that \( |\rho_p^i| \leq C/N \).

Set \( \alpha_p^i := \mathbb{E} |\omega_p^i - \rho_p^i|^2 \), and \( \alpha_p := \sup_i \alpha_p^i \).

The objective of this section is to prove (cf. Proposition 5.8)

\[
\forall h, \quad \forall p = 1, \ldots, M = \frac{T}{h}, \quad \alpha_p \leq \frac{Ch}{N^2} + \frac{C}{N^3}.
\]

Remark 5.1. We observe

\[
\omega_{p+1}^i - \rho_{p+1}^i = \omega_p^i - \rho_p^i + h \omega_p^i \{f' \circ u_p(X_p^i) - f' \circ u(ph, X_p^i)\} + h(\omega_p^i - \rho_p^i) f' \circ u(ph, X_p^i) + h \rho_p^i \{f' \circ u(ph, X_p^i) - f' \circ u(ph, X_{ph}^i)\} + \mathcal{O} \left( \frac{h}{N^2} \right).
\]

As \( f' \circ u \) is Lipschitz, and as \( \overline{X} \) is defined by the Milstein scheme (cf. Proposition 2.3), we get

\[
(5.2) \quad \alpha_{p+1}^i \leq \alpha_p^i + \frac{Ch}{N} \sqrt{\alpha_p^i \mathbb{E} |u_p(X_p^i) - u(ph, X_p^i)|^2} + Ch \alpha_p^i + C \frac{h^2}{N^2} + C \frac{h}{N^3}.
\]

We now need to get a precise estimate of \( \mathbb{E} |u_p(X_p^i) - u(ph, X_p^i)|^2 \). Having defined

\[
u_p^*(x) = \sum_{j=1}^N \rho_p^j H(X_{ph}^j - x),
\]

we have

\[
(5.3) \quad \mathbb{E} |u_p(X_p^i) - u(ph, X_p^i)|^2 \leq \mathbb{E} |u_p^*(X_p^i) - u_p^*(X_p^i)|^2 + \mathbb{E} |u_p^*(X_p^i) - u(ph, X_p^i)|^2.
\]
An upper bound for the first term of the right-hand side will be given in §5.1 below, an upper bound for the second term in §5.2, and finally we will come back to the inequality (5.2) in §5.3.

5.1. An upper bound for $\mathbb{E}|\bar{u}_p(\bar{X}_p^i) - u_p^*(\bar{X}_p^i)|^2$.

Proposition 5.2. There holds

\[
\mathbb{E}|\bar{u}_p(\bar{X}_p^i) - u_p^*(\bar{X}_p^i)|^2 \leq 2N^2\alpha_p + \frac{C}{N} + Ch.
\]

Proof. We have

\[
\mathbb{E}|\bar{u}_p(\bar{X}_p^i) - u_p^*(\bar{X}_p^i)|^2 \\
\leq 2\mathbb{E}\left[ \sum_{j=1}^{N} |\alpha_p^j - \rho_p^j| H(\bar{X}_p^j - \bar{X}_p^i) \right]^2 \\
+ 2\mathbb{E}\left[ \sum_{j=1}^{N} \rho_p^j |H(\bar{X}_p^j - \bar{X}_p^i) - H(\bar{X}_{ph}^j - \bar{X}_p^i)| \right]^2 \\
\leq 2 \sum_{j,k=1}^{N} \sqrt{\alpha_p^j \alpha_p^k} + \frac{C}{N^2} \sum_{j=1}^{N} \mathbb{E}[H(\bar{X}_p^j - \bar{X}_p^i) - H(\bar{X}_{ph}^j - \bar{X}_p^i)] \\
+ \frac{C}{N^2} \sum_{\substack{j,k=1 \atop j \neq k, j \neq i, k \neq i}}^{N} \mathbb{E}[H(\bar{X}_p^j - \bar{X}_p^i) - H(\bar{X}_{ph}^j - \bar{X}_p^i)] \\
\cdot |H(\bar{X}_p^k - \bar{X}_p^i) - H(\bar{X}_{ph}^k - \bar{X}_p^i)| + \frac{C}{N} \\
\leq 2 \sum_{j,k=1}^{N} \sqrt{\alpha_p^j \alpha_p^k} + \frac{C}{N} \\
+ \frac{C}{N^2} \sum_{\substack{j,k=1 \atop j \neq k, j \neq i, k \neq i}}^{N} \mathbb{E}[H(\bar{X}_p^j - \bar{X}_p^i) - H(\bar{X}_{ph}^j - \bar{X}_p^i)] \\
\cdot |H(\bar{X}_p^k - \bar{X}_p^i) - H(\bar{X}_{ph}^k - \bar{X}_p^i)|.
\]

Therefore, to get the conclusion it remains to prove

Lemma 5.3. For $i \neq j \neq k$ one has

\[
\mathbb{E}[H(\bar{X}_p^j - \bar{X}_p^i) - H(\bar{X}_{ph}^j - \bar{X}_p^i)] \cdot |H(\bar{X}_p^k - \bar{X}_p^i) - H(\bar{X}_{ph}^k - \bar{X}_p^i)| \leq Ch.
\]

The proof is in the Supplement.

5.2. An upper bound for $\mathbb{E}|u_p^*(\bar{X}_p^i) - u(\bar{X}_p^i)|^2$. For brevity, we will denote

\[
U_p^i := \mathbb{E}|u_p^*(\bar{X}_p^i) - u(\bar{X}_p^i)|^2.
\]

The objective of this subsection is to prove (see (10.4) in the Supplement)
Proposition 5.4. There holds

\[ U_p^i \leq \frac{C}{N} + C h^2. \]  

\[ U_p^i \leq CE|u(p, X_p^i) - u_N^i(p, X_p^i)|^2 \]

\[ \sum_{j=1}^{N} \omega_j H(X_{ph}^j - X_{p}^i) \left( \omega_j \exp \int_0^{ph} f' \circ u(s, X_j^i) ds - \rho_j^i \right)^2 \]

\[ + CE \left\{ \sum_{j=1}^{N} \omega_j \left[ E H(X_{ph}^j - X_{p}^i) \exp \int_0^{ph} f' \circ u(s, X_j^i) ds \right] \right\}^2 \]

Each of the three following lemmas will deal with a term of the right-hand side of the preceding inequality. The proofs are in the Supplement.

Lemma 5.5. There exists a \( C > 0 \) such that for any \( t \in [0, T] \) we have

\[ \| u(t, \cdot) - u_N(t, \cdot) \|_{L^\infty(\mathbb{R})} \leq \frac{C}{N}. \]

Lemma 5.6. There holds

\[ T_p^N := \mathbb{E} \left| \sum_{j=1}^{N} H(X_{ph}^j - X_{p}^i) \left( \omega_j \exp \int_0^{ph} f' \circ u(s, X_j^i) ds - \rho_j^i \right) \right|^2 \leq C h^2. \]

Lemma 5.7. There holds

\[ S_p^N := \mathbb{E} \left| u_N(p, X_p^i) - \sum_{j=1}^{N} \omega_j H(X_{ph}^j - X_{p}^i) \exp \int_0^{ph} f' \circ u(s, X_j^i) ds \right|^2 \leq \frac{C}{N}. \]

5.3. An upper bound for \( \alpha_p \). From the two previous subsections, we obtain, considering (5.2), (5.3), (5.4), and (5.5),

\[ \alpha_{p+1} \leq \alpha_p + \frac{Ch}{N} \sqrt{\alpha_p} \left( N \sqrt{\alpha_p} + \frac{1}{\sqrt{N}} + \sqrt{h} \right) + Ch^2 \frac{1}{N^2} + \frac{Ch}{N^3}. \]

Proposition 5.8. We have, for all \( p \),

\[ \alpha_p \leq \frac{Ch}{N^2} + \frac{C}{N^3}. \]

Proof. We have

\[ \alpha_{p+1} \leq (1 + Ch)\alpha_p + \frac{Ch}{N} \sqrt{\alpha_p} \left( \frac{1}{\sqrt{N}} + \sqrt{h} \right) + Ch^2 \frac{1}{N^2} + \frac{Ch}{N^3}. \]

We define by induction \( \tau_0 = \alpha_0 \) and

\[ \tau_{p+1} = (1 + Ch)\tau_p + \frac{Ch}{N} \sqrt{\tau_p} \left( \frac{1}{\sqrt{N}} + \sqrt{h} \right) + Ch^2 \frac{1}{N^2} + \frac{Ch}{N^3}. \]
We observe that, for any \( p \), there holds \( \alpha_p \leq \tau_p \).

If, for any \( p \), we have \( \sqrt{\tau_p} \leq \frac{N}{N^{1/2}} + \frac{1}{N^{1/2}} \), then we have obtained (5.6); otherwise, there exists a \( j \) such that

\[
\begin{cases}
\sqrt{\tau_{j+1}} > \frac{N}{N^{1/2}} + \frac{1}{N^{1/2}}, \\
\sqrt{\tau_j} \leq \frac{N}{N^{1/2}} + \frac{1}{N^{1/2}}.
\end{cases}
\]

As \( (\tau_p) \) is increasing, we would then have that, for any \( p > j \), \( \sqrt{\tau_p} > \frac{N}{N^{1/2}} + \frac{1}{N^{1/2}} \); then, for any \( p > j \), we would also have

\[
\tau_{p+1} \leq (1 + Ch)\tau_p + Ch\tau_p + \frac{Ch^2}{N^2} + \frac{Ch}{N^3},
\]

from which we deduce that

\[
\tau_M \leq (1 + Ch)^{M-j}\tau_j + \left( \frac{Ch^2}{N^2} + \frac{Ch}{N^3} \right) \frac{(1 + Ch)^{M-j} - 1}{Ch} \leq \frac{Ch}{N^2} + \frac{C}{N^3}.
\]

Hence, (5.6) is true for any \( p \). \( \square \)

6. Local Expansion of the Solution \( u(t, x) \)

For the sequel we need to compare the solution \( u(t, x) \) to problem (2.1) with the solution \( v(t, x) \) to the problem

\[
\begin{align*}
\frac{\partial v}{\partial t} &= Lv, \\
v(0, \cdot) &= u_0(\cdot)
\end{align*}
\]

(6.1)

for small values of \( t \). We can represent

\[ v(t, x) = \mathbb{E}(u_0(Z_t(x))), \]

where \( (Z_t(x)) \) is the solution to the following equation:

\[
\begin{align*}
dZ_t &= b(Z_t) dt + \sigma(Z_t) dB_t, \\
Z_0(x) &= x.
\end{align*}
\]

(6.2)

Let \( P_0(x, dy) \) be the transition probability associated with \( (Z_t) \).

**Theorem 6.1.** Assume the hypotheses (H1)–(H3); then for any \( 0 < \theta < 1 \) and any \( x \in \mathbb{R} \), we have

\[
u(h, x) = \mathbb{E}u_0(Z_h(x)) + h f(\mathbb{E}u_0(Z_h(x))) + R_h(x)
\]

with the following estimate:

- if \( u_0 \) satisfies (H4), then

\[
\|R_h(\cdot)\|_{L^1(\mathbb{R})} \leq Ch^2;
\]

- if \( u_0 \) belongs to a family of functions satisfying (H5) with weights bounded by \( \underline{\mathcal{F}} \), the constant \( C \) being uniform on the family, then

\[
\|R_h(\cdot)\|_{L^1(\mathbb{R})} \leq Ch\sqrt{h} + C h^2 \frac{1}{N} \sum_{i=1}^{N} |x_i|.
\]

(6.4)

The proof is obtained by combining the propositions of this section and Remark 6.6: Proposition 6.3 expands \( u(h, x) \), the others give estimates of the norm of the remaining terms in \( L^1(\mathbb{R}) \).
Remark 6.2. The proof will make it clear that the constant in (6.4) can be made more explicit (see the footnotes in the sequel):

\[
\|R_h(x)\|_{L^1(\mathbb{R})} \leq C h \sqrt{h} \left( \frac{1}{N} + \frac{C}{N^2} \sum_{i,j,i<j} \exp \left( -\frac{(x_i^j - x_0^j)^2}{8\lambda} \right) \right) + C \frac{h^2}{N} \sum_{i=1}^N |x_0^i|.
\]  

(6.5)

This will be used to treat the special case of constant \( b \) and \( \sigma \) (see §8).

Proposition 6.3. Assume the hypotheses (H1)–(H3); then for any \( 0 < h < 1 \) and any \( x \in \mathbb{R} \) we have

\[
u(h, x) = E u_0(Z_h(x)) + h f(E u_0(Z_h(x))) + R_h(x)
\]

with the following estimate:

\[
|R_h(x)| \leq C E \left\{ u_0(Z_h(x)) \left\{ \left[ \int_0^h \frac{f \circ u(h - s, Z_s(x))}{u(h - s, Z_s(x))} ds \right]^2 + \int_0^h \int_0^s \frac{f \circ u(\theta, Z_{h-\theta}(x))}{u(\theta, Z_{h-\theta}(x))} d\theta ds \right]\right\}
\]

\[
+ C \int_0^h \int_\mathbb{R} [u_0(Z_s(y)) - E u_0(Z_s(y))]^2 P_{h-s}(x, dy) ds
\]

\[
+ C h E [u_0(Z_h(x)) - E u_0(Z_h(x))]^2.
\]

For the proof of this proposition we need the following lemma.

Lemma 6.4. There holds

\[
\int_\mathbb{R} f(E u_0(Z_s(y))) P_{h-s}(x, dy) = f(E u_0(Z_h(x))) + R
\]

with

\[
|R| \leq C \int_\mathbb{R} [u_0(Z_s(y)) - E u_0(Z_s(y))]^2 P_{h-s}(x, dy)
\]

\[
+ C E [u_0(Z_h(x)) - E u_0(Z_h(x))]^2.
\]

Proof of Lemma 6.4. Using Lemma 2.7, we have

\[
\int_\mathbb{R} f(E u_0(Z_s(y))) P_{h-s}(x, dy) = \int_\mathbb{R} E f \circ u_0(Z_s(y)) P_{h-s}(x, dy) + R_1
\]

with

\[
|R_1| \leq C \int_\mathbb{R} [u_0(Z_s(y)) - E u_0(Z_s(y))]^2 P_{h-s}(x, dy).
\]

We now note that

\[
\int_\mathbb{R} E f \circ u_0(Z_s(y)) P_{h-s}(x, dy) = E f \circ u_0(Z_h(x)),
\]

from which, by applying once again Lemma 2.7, we get the conclusion. \( \Box \)

Proof of Proposition 6.3. Hypothesis (H1) implies that \( |f(y)/y| \leq C \) for a suitable \( C \) and \( 0 < y \leq 1 \); moreover, \( f(y)/y \) is continuous in 0.
By the Feynman-Kac formula, we have

\begin{equation}
(6.6) \quad u(h, x) = \mathbb{E} \left[ u_0(Z_h(x)) \exp \left\{ \int_0^h \frac{f \circ u(h-s, Z_s(x))}{u(h-s, Z_s(x))} \, ds \right\} \right] \\
= \mathbb{E} u_0(Z_h(x)) + \mathbb{E} u_0(Z_h(x)) \cdot \exp \left\{ \int_0^h \frac{f \circ u(h-s, Z_s(x))}{u(h-s, Z_s(x))} \, ds \right\} - 1
\end{equation}

\begin{equation}
(6.7) \quad =: \mathbb{E} u_0(Z_h(x)) + A_h.
\end{equation}

By applying the Taylor formula, we can write

\begin{equation}
(6.8) \quad A_h = \mathbb{E} u_0(Z_h(x)) \int_0^h \frac{f \circ u(h-s, Z_s(x))}{u(h-s, Z_s(x))} \, ds \\
+ \frac{1}{2} \mathbb{E} u_0(Z_h(x)) \left[ \int_0^h \frac{f \circ u(h-s, Z_s(x))}{u(h-s, Z_s(x))} \, ds \right]^2 \\
\cdot \exp \left( \theta_h \int_0^h \frac{f \circ u(h-s, Z_s(x))}{u(h-s, Z_s(x))} \, ds \right),
\end{equation}

from which we have \( A_h = B_h + R_h^0 \) with

\[
|R_h^0| \leq C \mathbb{E} u_0(Z_h(x)) \left[ \int_0^h \frac{f \circ u(h-s, Z_s(x))}{u(h-s, Z_s(x))} \, ds \right]^2
\]

and

\[
B_h = \mathbb{E} u_0(Z_h(x)) \int_0^h \frac{f \circ u(h-s, Z_s(x))}{u(h-s, Z_s(x))} \, ds \\
= \mathbb{E} \int_0^h u_0(Z_h(x)) \frac{f \circ u(s, Z_{h-s}(x))}{u(s, Z_{h-s}(x))} \, ds \\
= \int_R \mathbb{E} u_0(Z_s(y)) \frac{f \circ u(s, y)}{u(s, y)} P_{h-s}(x, dy) \, ds,
\]

where, in the last steps, we used the transition property of \( P_\theta(x, dy) \).

On the other hand, by the same argument used to obtain (6.6), we have

\[
\mathbb{E} u_0(Z_s(y)) = u(s, y) + D(s, y)
\]

with, for some \( C > 0 \) large enough,

\[
(6.9) \quad |D(s, y)| \leq C \mathbb{E} u_0(Z_s(y)) \int_0^s \frac{f \circ u(s-\theta, Z_\theta(y))}{u(s-\theta, Z_\theta(y))} \, d\theta.
\]

Hence, we can write

\[
B_h = \int_0^h \int_R f \circ u(s, y) P_{h-s}(x, dy) \, ds + E_h
\]

with (remembering that \( \frac{f(y)}{y} \) is uniformly bounded in \([0,1]\))

\[
|E_h| \leq C \int_0^h \int_R \mathbb{E} u_0(Z_s(y)) \int_0^s \frac{f \circ u(s-\theta, Z_\theta(y))}{u(s-\theta, Z_\theta(y))} \, d\theta \, P_{h-s}(x, dy) \, ds
\]

\[
(6.10) \quad = C \int_0^h \mathbb{E} u_0(Z_h(x)) \int_0^s \frac{f \circ u(s-\theta, Z_{\theta+h-s}(x))}{u(s-\theta, Z_{\theta+h-s}(x))} \, d\theta \, ds.
\]
Finally, by collecting (6.7), (6.8), (6.10), we have

\[ u(h, x) = \mathbb{E}u_0(Z_h(x)) + \int_0^h \int_{\mathbb{R}} f \circ u(s, y) P_{h-s}(x, dy) ds + R_h^1 \]

with

\[ |R_h^1| \leq C \mathbb{E}u_0(Z_h(x)) \cdot \left\{ \left[ \int_0^h \frac{f \circ u(h-s, Z_s(x))}{u(h-s, Z_s(x))} ds \right]^2 + \int_0^h \int_0^s \frac{f \circ u(s-\theta, Z_{\theta+h-s}(x))}{u(s-\theta, Z_{\theta+h-s}(x))} d\theta ds \right\}. \]

Therefore, it remains to treat \( \int_0^h \int_{\mathbb{R}} f \circ u(s, y) P_{h-s}(x, dy) ds \). We observe that

\[ \int_0^h \int_{\mathbb{R}} f \circ u(s, y) P_{h-s}(x, dy) ds = \int_0^h \int_{\mathbb{R}} f(\mathbb{E}u_0(Z_s(y)) - D(s, y)) P_{h-s}(x, dy) ds \]

\[ = \int_0^h \int_{\mathbb{R}} f(\mathbb{E}u_0(Z_s(y))) P_{h-s}(x, dy) ds + C_h \]

with (using (6.9))

\[ |C_h| \leq C \int_0^h \int_{\mathbb{R}} |D(s, y)| P_{h-s}(x, dy) \leq C \int_0^h \int_{\mathbb{R}} \mathbb{E}u_0(Z_s(y)) \int_0^s \frac{f \circ u(s-\theta, Z_{\theta}(y))}{u(s-\theta, Z_{\theta}(y))} d\theta P_{h-s}(x, dy) ds \]

\[ = C \int_0^h \mathbb{E}u_0(Z_h(x)) \int_0^s \frac{f \circ u(s-\theta, Z_{\theta+h-s}(x))}{u(s-\theta, Z_{\theta+h-s}(x))} d\theta ds. \]

We conclude by applying Lemma 6.4. □

**Proposition 6.5.** (i) Assume that (H1)–(H3) hold, and that \( u_0 \) belongs to a family of functions satisfying (H5) with weights bounded by \( \frac{C}{h} \), the constant \( C \) being uniform on the family; then, for any \( 0 < s < h \), we have

\[ \int_{\mathbb{R}} \int_{\mathbb{R}} \mathbb{E}[u_0(Z_s(y)) - \mathbb{E}u_0(Z_s(y))]^2 P_{h-s}(x, dy) dx \leq C \sqrt{h}, \]

where the constant \( C \) depends only on \( T \) and the coefficients of the differential operator \( L \).

(ii) If \( u_0 \) satisfies (H4) instead of the above condition, then we have

\[ \int_{\mathbb{R}} \int_{\mathbb{R}} \mathbb{E}[u_0(Z_s(y)) - \mathbb{E}u_0(Z_s(y))]^2 P_{h-s}(x, dy) dx \leq C h \| \sigma u_0 \|_{L^2(\mathbb{R})} + C h^2 \| L u_0 \|_{L^2(\mathbb{R})}. \]
Proof. In the case of Hypothesis (H5) we have
\[
\mathbb{E}[u_0(Z_s(y)) - \mathbb{E}u_0(Z_s(y))]^2 \\
= \sum_{i=1}^{N} \mathbb{E}[\omega_i^j H(x_i^j - Z_s(y)) - \mathbb{E}[\omega_i^j H(x_i^j - Z_s(y))]]^2 \\
+ 2 \sum_{i<j} \mathbb{E}[\{\omega_i^j H(x_i^j - Z_s(y)) - \mathbb{E}[\omega_i^j H(x_i^j - Z_s(y))]) \cdot \{\omega_i^j H(x_i^j - Z_s(y)) - \mathbb{E}[\omega_i^j H(x_i^j - Z_s(y))])] \\
=: S_N(y) + 2T_N(y).
\]
Thus, using (3.10) and Corollary 2.1(iii), we have
\[
S_N(y) = \sum_{i=1}^{N} (\omega_i^j)^2 (\mathbb{P}(x_i^j > Z_s(y)) - \mathbb{P}(x_i^j > Z_s(y)))^2 \\
= \sum_{i=1}^{N} (\omega_i^j)^2 \mathbb{P}(x_i^j > Z_s(y)) \mathbb{P}(x_i^j \leq Z_s(y)) \\
\leq \frac{C}{N^2} \sum_{i=1}^{N} \exp \left( -\frac{(y - x_i^j)^2}{2\lambda s} \right).
\]
Therefore,
\[
\int_{\mathbb{R}} S_N(y) P_{h-s}(x, dy) \leq \frac{C}{N^2} \sum_{i=1}^{N} \int_{\mathbb{R}} \exp \left( -\frac{(y - x_i^j)^2}{2\lambda s} \right) \frac{1}{\sqrt{h-s}} \exp \left( -\frac{(y - x)^2}{2\lambda(h-s)} \right) dy \\
\leq \frac{C \sqrt{s}}{N^2 \sqrt{h}} \sum_{i=1}^{N} \exp \left( -\frac{(x - x_i^j)^2}{2\lambda h} \right) \\
\leq \frac{C}{N^2} \sum_{i=1}^{N} \exp \left( -\frac{(x - x_i^j)^2}{2\lambda h} \right),
\]
from which
\[
\int_{\mathbb{R}} \int_{\mathbb{R}} S_N(y) P_{h-s}(x, dy) dx \leq \frac{C}{N} \sqrt{h}.
\]
With similar arguments, one can show that
\[
T_N(y) \leq C \sqrt{h}
\]
(see the details in the Supplement).

In the case of Hypothesis (H4), we can apply the Itô formula
\[
u_0(Z_s(y)) - \mathbb{E}u_0(Z_s(y)) \\
= \int_{0}^{s} [L\nu_0(Z_\theta(y)) - \mathbb{E}L\nu_0(Z_\theta(y))] d\theta \\
+ \int_{0}^{s} \sigma(Z_\theta(y)) u_0'(Z_\theta(y)) dW_\theta.
\]

hence,

\[
\int_{\mathbb{R}} \mathbb{E}[u_0(Z_h(y)) - \mathbb{E}u_0(Z_h(y))]^2 P_{h-s}(x, dy)
\]

\[
\leq 2 \int_{\mathbb{R}} \mathbb{E} \left[ \int_0^s [L u_0(Z_\theta(y)) - \mathbb{E} u_0(Z_\theta(y))] \, d\theta \right]^2 P_{h-s}(x, dy)
\]

\[
+ 2 \int_{\mathbb{R}} \mathbb{E} \left[ \int_0^s \sigma^2(Z_\theta(y)) u_0^2(Z_\theta(y)) \, d\theta \right] P_{h-s}(x, dy)
\]

\[
=: 2A + 2B.
\]

We estimate \( A \) in the following way:

\[
A \leq \int_{\mathbb{R}} \int_0^s \mathbb{E}[L u_0(Z_\theta(y))]^2 \, d\theta P_{h-s}(x, dy) = s \int_{h-s}^h \mathbb{E}[L u_0(Z_\theta(x))]^2 \, d\theta.
\]

Using again (2.3), we get

\[
\int_{\mathbb{R}} A \, dx \leq C \int_{\mathbb{R}} \int_{h-s}^h \int_{\mathbb{R}} [L u_0(z)]^2 \frac{1}{\sqrt{\theta}} \exp \left( -\frac{(z-x)^2}{2\lambda \theta} \right) \, dz \, d\theta \, dx
\]

\[
= Cs^2 \int_{\mathbb{R}} [L u_0(z)]^2 \, dz.
\]

In the same way we have

\[
B \leq Cs \int_{\mathbb{R}} \sigma^2(z) u_0^2(z) \, dx. \quad \square
\]

Remark 6.6. From (6.11) and (10.5) (see the Supplement) in the preceding proof, we have also shown that in the case (H5) we have

\[
\int_{\mathbb{R}} \mathbb{E}[u_0(Z_h(x)) - \mathbb{E}u_0(Z_h(x))]^2 \, dx \leq C \sqrt{h}
\]

or, more precisely,

\[
\int_{\mathbb{R}} \mathbb{E}[u_0(Z_h(x)) - \mathbb{E}u_0(Z_h(x))]^2 \, dx \leq C \sqrt{h} \left( \frac{1}{N} + \frac{C}{N^2} \sum_{i<j} \exp \left( -\frac{(x_i^j - x_i^j)^2}{8\lambda h} \right) \right).
\]

From (6.12), in the case of Hypothesis (H4), we have

\[
\int_{\mathbb{R}} \mathbb{E}[u_0(Z_h(x)) - \mathbb{E}u_0(Z_h(x))]^2 \, dx \leq Ch.
\]

Proposition 6.7. For \( \theta \in [0, h] \), define

\[
\psi_{h, \theta}(x) := \mathbb{E} \left[ u_0(Z_h(x)) \frac{f \circ u(\theta, Z_h(x))}{u(\theta, Z_h(x))} \right].
\]

Then, under (H1)-(H3):

(i) if \( u_0 \) satisfies (H4), there exists a \( C > 0 \) such that for all \( h < 1 \) and for all \( \theta \in (0, h) \), we have

\[
\| \psi_{h, \theta}(\cdot) \|_{L^1(\mathbb{R})} \leq C;
\]

\[
4\text{See Remark 6.2.}
\]
(ii) if \( u_0 \) belongs to a family of functions satisfying (H5) with weights bounded by \( \frac{C}{N} \), the constant \( C \) being uniform on the family, there exists a \( C > 0 \) such that for all \( h < 1 \) and for all \( \theta \in (0, h) \), we have

\[
\| \psi_{h, \theta}(\cdot) \|_{L^1(\mathbb{R})} \leq C + \frac{C}{N} \sum_{i=1}^{N} |x_0^i|.
\]

The result is an easy consequence of Lemma 2.6: see the Supplement.

We remark that

\[
\left[ \int_0^h \frac{f \circ u(h - s, Z_s(x))}{u(h - s, Z_s(x))} \, ds \right]^2 \leq \frac{C}{h} \int_0^h \frac{f \circ u(h - s, Z_s(x))}{u(h - s, Z_s(x))} \, ds.
\]

Like the preceding proposition, one can show

**Proposition 6.8.** Define

\[
\psi_h(x) := \mathbb{E}\left\{ u_0(Z_h(x)) \left[ \int_0^h \frac{f \circ u(h - s, Z_s(x))}{u(h - s, Z_s(x))} \, ds \right]^2 \right\}.
\]

Then, under the hypotheses of Proposition 6.5,

(i) if \( u_0 \) satisfies (H4), there exists a \( C > 0 \) such that for all \( h < 1 \)

\[
\| \psi_h(\cdot) \|_{L^1(\mathbb{R})} \leq Ch^2;
\]

(ii) if \( u_0 \) belongs to a family of functions satisfying (H5) with weights bounded by \( \frac{C}{N} \), the constant \( C \) being uniform on the family, there exists a \( C > 0 \) such that for all \( h < 1 \)

\[
\| \psi_h(\cdot) \|_{L^1(\mathbb{R})} \leq C \left( 1 + \frac{1}{N} \sum_{i=1}^{N} |x_0^i| \right).
\]

7. Estimate of the global error

We recall the notation \( M = T/h \).

We are now in a position to prove the first part of our main Theorem 4.1.

First, we write

\[
\| u(T, \cdot) - \tilde{u}_M(\cdot) \|_{L^1(\mathbb{R} \times \Omega)} \leq \| \mathbb{E} \tilde{u}_M(\cdot) - \tilde{u}_M(\cdot) \|_{L^1(\mathbb{R} \times \Omega)} + \| u(T, \cdot) - \mathbb{E} \tilde{u}_M(\cdot) \|_{L^1(\mathbb{R})}.
\]

In §7.1, we will bound the first term of the right-hand side by \( \frac{C}{\sqrt{N}} + C\sqrt{h} \); in §7.3, the second term will be bounded by \( \frac{C}{N} + C\sqrt{h} \), so that the announced convergence rate (for general functions \( b \) and \( \sigma \)) will be established.

7.1. Estimate of \( \| \mathbb{E} \tilde{u}_M(\cdot) - \tilde{u}_M(\cdot) \|_{L^1(\mathbb{R} \times \Omega)} \). Our objective is to show

**Proposition 7.1.** There exists a constant \( C > 0 \) such that, for any \( h = \frac{T}{M} \), any \( p \leq M \), and any \( N \),

\[
\| \mathbb{E} \tilde{u}_p(\cdot) - \tilde{u}_M(\cdot) \|_{L^1(\mathbb{R} \times \Omega)} \leq \frac{C}{\sqrt{N}} + C\sqrt{h}.
\]

**Proof.** Define

\[
\hat{u}_p(x) = \sum_{i=1}^{N} \omega_p^i H(X_{ph}^i - x).
\]
Using (2.14) and (2.10), we have

\[(7.1) \| \bar{u}_p(\cdot) - \mathbb{E}\bar{u}_p(\cdot) - \bar{u}_p(\cdot) + \mathbb{E}\bar{u}_p(\cdot) \|_{L^1(\mathbb{R} \times \Omega)} = o(h).\]

Therefore, it is sufficient to prove

**Lemma 7.2.** There exists a \( C > 0 \) such that, for any \( N, h \leq 1 \), and \( p \leq M = T/h \),

\[\| \bar{u}_p(\cdot) - \mathbb{E}\bar{u}_p(\cdot) \|_{L^1(\mathbb{R} \times \Omega)} \leq \frac{C}{\sqrt{N}} + C\sqrt{h}.\]

**Proof of Lemma 7.2.** We have (using the fact that the sum of the weights is equal to 1)

\[
\int_{\mathbb{R}} \left| \sum_{i=1}^{N} \left( \mathbb{E}\omega_i H(X_{ph}^i - x) - \omega_i H(X_{ph}^i - x) \right) \right| \, dx
\]

\[
= \int_{0}^{+\infty} \left| \sum_{i=1}^{N} \left( \mathbb{E}\omega_i H(X_{ph}^i - x) - \omega_i H(X_{ph}^i - x) \right) \right| \, dx
\]

\[
+ \int_{-\infty}^{0} \left| \sum_{i=1}^{N} \left( \mathbb{E}\omega_i H(x - X_{ph}^i) - \omega_i H(x - X_{ph}^i) \right) \right| \, dx.
\]

We will only consider the first term on the right, the second being treated in the same way. We use the independent weights of §5. We have

\[
\int_{0}^{+\infty} \left| \sum_{i=1}^{N} \left( \mathbb{E}\omega_i H(X_{ph}^i - x) - \omega_i H(X_{ph}^i - x) \right) \right| \, dx
\]

\[
\leq \int_{0}^{+\infty} \left| \sum_{i=1}^{N} \left( \mathbb{E}[\rho_i H(X_{ph}^i - x)] - \rho_i H(X_{ph}^i - x) \right) \right| \, dx
\]

\[
+ \int_{0}^{+\infty} \left| \sum_{i=1}^{N} \mathbb{E}(\omega_i - \rho_i) H(X_{ph}^i - x) \right| \, dx
\]

\[
+ \int_{0}^{+\infty} \sum_{i=1}^{N} |\omega_i - \rho_i| H(X_{ph}^i - x) \, dx.
\]

Using the independence of the \( \rho^i \)'s and of the \( (X^i) \)'s, and bounding the variance by the second moment, one gets

\[
\mathbb{E} \int_{0}^{+\infty} \left| \sum_{i=1}^{N} \left( \mathbb{E}\omega_i H(X_{ph}^i - x) - \omega_i H(X_{ph}^i - x) \right) \right| \, dx
\]

\[
\leq \int_{0}^{+\infty} \sqrt{\sum_{i=1}^{N} \mathbb{E}(\rho_i)^2 H(X_{ph}^i - x) \, dx} + 2 \sum_{i=1}^{N} \mathbb{E}|\omega_i - \rho_i| |X_{ph}^i| \]

\[
\leq \int_{0}^{+\infty} \frac{C}{N} \sqrt{\sum_{i=1}^{N} \mathbb{P}(X_{ph}^i > x) \, dx} + 2\sqrt{\alpha_p} \sum_{i=1}^{N} \sqrt{\mathbb{E}|X_{ph}^i|^2}.
\]
Now we observe that the first term of the right-hand side can be bounded from above by

\[ \frac{C}{\sqrt{N}} \int_0^{+\infty} \sqrt{\frac{1}{N} \sum_{i=1}^{N} \int_{(x-x'_i)/\sqrt{\lambda ph}}^{+\infty} \exp \left\{ \frac{-y^2}{2} \right\} \, dy \, dx.} \]

For \( x \in [0, +\infty) \) the function

\[ s \mapsto \frac{1}{\sqrt{2\pi}} \int_{(x-u_0^{-1}(s))/\sqrt{\lambda ph}}^{+\infty} \exp \left\{ \frac{-y^2}{2} \right\} \, dy \]

is decreasing from \((0, 1)\) to \((0, 1)\); therefore, the definition of the \( x'_i \) implies

\[ \frac{1}{2N} \sum_{i=1}^{N} \int_{(x-x'_i)/\sqrt{\lambda ph}}^{+\infty} \exp \left\{ \frac{-y^2}{2} \right\} \, dy \leq \int_0^1 \int_{(x-u_0^{-1}(s))/\sqrt{\lambda ph}}^{+\infty} \exp \left\{ \frac{-y^2}{2} \right\} \, dy 
  \int_{(x-u_0^{-1}(s))/\sqrt{\lambda ph}}^{+\infty} \exp \left\{ \frac{-y^2}{2} \right\} \, dy 
  \int_{(x-u_0^{-1}(s))/\sqrt{\lambda ph}}^{+\infty} \exp \left\{ \frac{-y^2}{2} \right\} \, dy \]

Using (H4), we deduce for suitable \( \lambda_0 > 0 \)

\[ \frac{1}{N} \sum_{i=1}^{N} \int_{(x-x'_i)/\sqrt{\lambda ph}}^{+\infty} \exp \left\{ \frac{-y^2}{2} \right\} \, dy \leq C \exp \left( -\frac{x^2}{2\lambda_0(1 + ph)} \right) + C u_0(x), \]

so that, by (2.12),

\[ \frac{1}{N} \int_0^{+\infty} \sqrt{\sum_{i=1}^{N} P(X^i_{ph} > x)} \, dx \leq \frac{C}{\sqrt{N}}. \]

Now, by (5.6),

\[ \sqrt{\alpha_p} \sum_{i=1}^{N} \sqrt{\mathbb{E}|X^i_{ph}|^2} \leq \left( \frac{C \sqrt{h}}{N} + \frac{C}{N \sqrt{N}} \right) \sum_{i=1}^{N} (1 + \mathbb{E}|X^i_{ph}|^2). \]

But (see (2.8))

\[ \frac{1}{N} \sum_{i=1}^{N} \mathbb{E}|X^i_{ph}|^2 \leq C \frac{N}{N} \sum_{i=1}^{N} (1 + |x'_i|^2) \leq C + \frac{1}{N} \sum_{i=1}^{N} |x'_0|^2. \]

Then we apply (3.13). □

7.2. A corollary. As a corollary to the previous subsection, we have the following result:
Lemma 7.3. Define
\[
A^h_p(N) := \int_{\mathbb{R}} \mathbb{E} \left[ \int_{\mathbb{R}} (\bar{u}_p(y) - \mathbb{E}\bar{u}_p(y)) p_h(x, y) \, dy \right]^2 \, dx.
\]

There exists a $C > 0$ such that
\[
A^h_p(N) \leq \frac{C}{\sqrt{N}} + C\sqrt{h}
\]
for any $N$, $h < 1$, and $p \leq M = T/h$.

Proof. First we observe that
\[
A^h_p(N) \leq \int_{\mathbb{R}} \int_{\mathbb{R}} \mathbb{E}[(\bar{u}_p(y) - \mathbb{E}\bar{u}_p(y))^2] p_h(x, y) \, dy \, dx,
\]
and by Lemma 2.2
\[
A^h_p(N) \leq (1 + Ch) \int_{\mathbb{R}} \mathbb{E}[(\bar{u}_p(y) - \mathbb{E}\bar{u}_p(y))^2] \, dy,
\]
from which, by the boundedness of the function $\bar{u}_p$,
\[
A^h_p(N) \leq C \int_{\mathbb{R}} \mathbb{E}|\bar{u}_p(y) - \mathbb{E}\bar{u}_p(y)| \, dy.
\]
We then apply Lemma 7.2. \qed

7.3. Estimate of $\|u(T, \cdot) - \mathbb{E}\bar{u}_M(\cdot)\|_{L^1(\mathbb{R})}$. For any $p = 1, \ldots, M$, define $\bar{v}_p(t, x)$ as the solution to
\[
\begin{cases}
\frac{\partial \bar{v}_p}{\partial t} = L\bar{v}_p + f \circ \bar{v}_p, \\
\bar{v}_p(0, x) = \bar{u}_{p-1}(x)
\end{cases}
\]
and consider
\[
\beta_p := \|u(ph, \cdot) - \mathbb{E}\bar{u}_p(\cdot)\|_{L^1(\mathbb{R})}
\leq \underbrace{\|u(ph, \cdot) - \mathbb{E}v_p(h, \cdot)\|_{L^1(\mathbb{R})}}_{\gamma_p} + \underbrace{\|\mathbb{E}v_p(h, \cdot) - \mathbb{E}\bar{u}_p(\cdot)\|_{L^1(\mathbb{R})}}_{\delta_p}.
\]

We will show (cf. Proposition 7.6 below) that
\[
\forall p, \quad \beta_p \leq C \left( \sqrt{h} + \frac{1}{N} \right).
\]

We first treat
\[
\delta_p = \int_0^{+\infty} |\mathbb{E}\bar{v}_p(h, x) - \mathbb{E}\bar{v}_p(x)| \, dx
\]
\[
+ \int_{-\infty}^0 |\mathbb{E}(1 - \bar{v}_p(h, x)) - \mathbb{E}(1 - \bar{v}_p(x))| \, dx.
\]

Our objective is to show
Proposition 7.4. For all \( p \), there holds

\[
\delta_p \leq C \left( h^{3/2} + \frac{h}{N} \right).
\]

Proof. We will only consider the first term on the right of (7.3).

Consider \( (B_\theta), \) a \( (\mathcal{F}_\theta) \)-Brownian motion (see the beginning of §3.2), and \( (\eta_\theta(y)) \), the solution to

\[
\left\{ \begin{array}{l}
    d\eta_\theta = \sigma(\eta_\theta) d(\eta_{\theta+\theta} - \eta_{\theta}) - \{b(\eta_\theta) - \sigma(\eta_\theta)\sigma'(\eta_\theta)\} \, d\theta, \\
    \eta_0 = y.
\end{array} \right.
\]

We stress that, for each \( \theta \geq 0 \), \( \eta_\theta(y) \) is independent of \( \mathcal{F}_{\theta+\theta} \).

We will denote by \( \bar{\eta}_h(y) \) the approximation of \( \eta_\theta(y) \) obtained by applying the Milstein scheme (2.7) to the stochastic differential equation (7.5).

We first note, using (3.12) and the conventions described in (1.2), that

\[
E\overline{u}_{p+1}(x) = E \sum_{i=1}^{N} \omega_{p+1}^i H(\overline{X}_{p+1}^i - x)
\]

(7.6)

\[
= E \sum_{i=1}^{N} \left[ \omega_{p}^i (1 + hf' \circ \overline{u}_p(\overline{X}_{p}^i)) + E(\eta) \left( \frac{1}{N^2} \right) \right] H(\overline{\eta}_h(\overline{X}_{p}^i) - x)
\]

\[
= E \sum_{i=1}^{N} \omega_{p}^i H(\overline{\eta}_h(\overline{X}_{p}^i) - x) + hE \sum_{i=1}^{N} \omega_{p}^i f' \circ \overline{u}_p(\overline{X}_{p}^i) H(\overline{X}_{p}^i - x)
\]

(7.7)

\[
+ E\eta(\overline{u}_p f' \circ \overline{u}_p(\overline{X}_{p}^i)(H(\overline{\eta}_h(\overline{X}_{p}^i) - x) - H(\overline{X}_{p}^i - x)).
\]

Therefore,

\[
E\overline{u}_{p+1}(x) = E \sum_{i=1}^{N} \omega_{p}^i H(\overline{\eta}_h(\overline{X}_{p}^i) - x)
\]

(7.8)

\[
+ hE \sum_{i=1}^{N} \omega_{p}^i f' \circ \overline{u}_p(\overline{X}_{p}^i) H(\overline{X}_{p}^i - x) + \overline{R}(h, p, x)
\]

with (we apply (2.4) and (2.8))

\[
\|\overline{R}(h, p, \cdot)\|_{L^1(\mathbb{R})} \leq Ch\sqrt{h} + C \frac{h}{N^2} \sum_{i=1}^{N} E|\overline{\eta}_h(\overline{X}_{p}^i)|
\]

\[
\leq Ch\sqrt{h} + C \frac{h}{N^2} \sum_{i=1}^{N} E|\overline{X}_{p}^i|
\]

\[
\leq Ch\sqrt{h} + C \frac{h}{N^2} \sum_{i=1}^{N} (1 + |x_0^i|).
\]
Applying (3.13), we deduce

\[(7.9) \parallel \overline{R}(h, p, \cdot)\parallel_{L^1(\mathbb{R}_+)} \leq C h \sqrt{h} + \frac{C h}{N}. \]

Now, we perform a similar expansion of \( \mathbb{E} \overline{v}_{p+1}(h, x) \).
Using the representation (3.5), we can also write

\[(7.10) \mathbb{E} \overline{v}_{p+1}(h, x) = \mathbb{E} \sum_{i=1}^{N} \omega_p^i \psi(\overline{X}_p^i, x), \]

where

\[\psi(y, x) = \mathbb{E} H(\eta_h(y) - x) \exp \left( \int_0^h f' \circ \overline{v}_{p+1}(s, \eta_s(y)) \, ds \right).\]

Using again (2.14) and the estimate (2.9), one can check that

\[\psi(y, x) = \mathbb{E} H(\eta_h(y) - x) \exp \left( \int_0^h f' \circ \overline{v}_{p+1}(s, \eta_s(y)) \, ds \right) + \psi_0(h, y, x)\]

with

\[\exists C > 0, \quad \forall y \in \mathbb{R}, \quad \parallel \psi_0(h, y, \cdot)\parallel_{L^1(\mathbb{R})} \leq C h^{3/2}.\]

Therefore,

\[(7.11) \mathbb{E} \overline{v}_{p+1}(h, x) = \mathbb{E} \sum_{i=1}^{N} \omega_p^i H(\eta_h(\overline{X}_p^i) - x) \]

\[+ \mathbb{E} \sum_{i=1}^{N} \omega_p^i \int_0^h f' \circ \overline{v}_{p+1}(s, \eta_s(\overline{X}_p^i)) \, ds \mathbb{H}(\overline{X}_p^i - x) \]

\[+ \check{R}(h, p, x)\]

with

\[(7.12) \parallel \check{R}(h, p, \cdot)\parallel_{L^1(\mathbb{R}_+)} \leq C h \sqrt{h}.\]

Therefore, combining (7.11) and (7.8), in view of (7.12) and (7.9), we see that it remains to treat

\[\phi(h, x) := \mathbb{E} \sum_{i=1}^{N} \omega_p^i \left( h f' \circ \overline{u}_p(\overline{X}_p^i) - \int_0^h f' \circ \overline{v}_{p+1}(s, \eta_s(\overline{X}_p^i)) \, ds \right) H(\overline{X}_p^i - x)\]

and to show that its norm in \( L^1(\mathbb{R}_+) \) can be bounded by \( C h \sqrt{h} + \frac{C h}{N} \).

\[\text{When } f \equiv 0, \text{ this term is absent; this permits us to justify a remark we made in §4.}\]
But
\[ \| \phi(h, \cdot) \|_{L^1(\mathbb{R}_+)} \leq \mathbb{E} \sum_{i=1}^{N} \omega_p^i |X_p^i| \left[ \mathbb{E}^{\mathbb{P}^h} \left[ hf' \circ \bar{u}_p(X_p^i) - \int_0^h f' \circ \bar{v}_{p+1}(s, \eta_s(X_p^i)) \, ds \right] \right]. \]

Furthermore,
\[ (7.13) \quad \mathbb{E}^{\mathbb{P}^h} f' \circ \bar{v}_{p+1}(s, \eta_s(X_p^i)) = f'(\mathbb{E}^{\mathbb{P}^h} \bar{v}_{p+1}(s, \eta_s(X_p^i))) + r_1(i, p, h, s) \]
with
\[ |r_1(i, p, h, s)| \leq C \mathbb{E}^{\mathbb{P}^h} |\bar{v}_{p+1}(s, \eta_s(X_p^i)) - \mathbb{E}^{\mathbb{P}^h} \bar{v}_{p+1}(s, \eta_s(X_p^i))|^2. \]

We now expand \( f'(\mathbb{E}^{\mathbb{P}^h} \bar{v}_{p+1}(s, \eta_s(X_p^i))) \).
Let \( (\eta_s^i) \) be \( N \) independent copies of the process \( \eta_s \). The representation (3.5) permits us to write
\[ f'(\mathbb{E}^{\mathbb{P}^h} \bar{v}_{p+1}(s, \eta_s(X_p^i))) = f' \left( \mathbb{E}^{\mathbb{P}^h} \sum_{k=1}^{N} \omega_p^k H(\eta_s^k(X_p^i) - \eta_s^i(X_p^i)) \right) \]
\[ + \mathcal{O}(h) + \mathcal{O} \left( \frac{1}{N} \right). \]

Then, if we define
\[ r_2(i, p, h, s) := f' \left( \mathbb{E}^{\mathbb{P}^h} \sum_{k=1}^{N} \omega_p^k H(\eta_s^k(X_p^i) - \eta_s^i(X_p^i)) \right) \]
\[ - f' \left( \mathbb{E} \sum_{k=1}^{N} \omega_p^k H(X_p^k - X_p^i) \right), \]
we get
\[ f'(\mathbb{E}^{\mathbb{P}^h} \bar{v}_{p+1}(s, \eta_s(X_p^i))) \]
\[ = f' \left( \sum_{k=1}^{N} \omega_p^k H(X_p^k - X_p^i) \right) + \mathcal{O}(h) + r_2(i, p, h, s) + \mathcal{O} \left( \frac{1}{N} \right) \]
\[ = f' \circ \bar{u}_p(X_p^i) + \mathcal{O}(h) + r_2(i, p, h, s) + \mathcal{O} \left( \frac{1}{N} \right). \]

Thus, we have obtained
\[ \| \phi(h, \cdot) \|_{L^1(\mathbb{R}_+)} \leq \mathbb{E} \sum_{i=1}^{N} \omega_p^i |X_p^i| \left( C h^2 + \int_0^h |r_1(i, p, h, \theta)| \, d\theta \right. \]
\[ + \int_0^h |r_2(i, p, h, \theta)| \, d\theta + C \frac{h}{N} \right). \]
As above (see (3.14)), we deduce
\[ \|\phi(h, \cdot)\|_{L^1(\mathbb{R}_+)} \]
\[ \leq Ch^2 + C E \sum_{i=1}^N \omega_p^i |\overline{X}_p^i| \left( \int_0^h |r_2(i, p, h, \theta)| d\theta \right. \]
\[ + \int_0^h \mathbb{E}_{p+h}^p |\overline{X}_p^i| \left( \sum_{i=1}^N \omega_p^i \right) |\mathbb{E}_{p+h}^p (\mathbb{E}_p (\eta_s(\overline{X}_p^i) - y))_{y=\eta_s(\overline{X}_p^i)} - \mathbb{E}_{p+h}^p (\mathbb{E}_p (\eta_s(\overline{X}_p^i) - y))_{y=\eta_s(\overline{X}_p^i)}|^2 \right) \]
\[ \leq Ch^2 + C E \sum_{i=1}^N \omega_p^i |\overline{X}_p^i| \int_0^h |r_2(i, p, h, \theta)| d\theta \]
\[ + C E \sum_{i=1}^N \omega_p^i |\overline{X}_p^i| \int_0^h \sum_{k=1}^N \omega_p^k \left( (\mathbb{E}_p (\eta_l(\overline{X}_p^k) - y))_{y=\eta_l(\overline{X}_p^k)} - \mathbb{E}_{p+h}^p (\mathbb{E}_p (\eta_l(\overline{X}_p^k) - y))_{y=\eta_l(\overline{X}_p^k)} \right)^2 ds \]
\[ + C \frac{h}{N^2} \sum_{i=1}^N \mathbb{E}|\overline{X}_p^i|. \]

For \( A \) we have
\[ A \leq C E \sum_{i=1}^N \omega_p^i |\overline{X}_p^i| \int_0^h \mathbb{E}_{p+h}^p \sum_{k=1}^N \omega_p^k H(\eta_l^k(\overline{X}_p^k) - \eta_l^i(\overline{X}_p^i)) \]
\[ \left. - \mathbb{E} \sum_{k=1}^N \omega_p^k H(\overline{X}_p^k - \overline{X}_p^i) \right| ds \]
\[ \leq C E \sum_{i=1}^N \omega_p^i |\overline{X}_p^i| \int_0^h \sum_{k=1}^N \omega_p^k A_k ds, \]
where
\[ A_k := \mathbb{E}_{p+h}^p [H(\overline{X}_p^k - \overline{X}_p^i) - H(\eta_l^k(\overline{X}_p^i) - \eta_l^i(\overline{X}_p^i))]. \]

The next steps to prove \( A \leq Ch/h + \frac{Ch}{N} \) are given in the Supplement.

For the term \( B \) we observe, using the independence of the particles,
\[ \mathbb{E}_{p+h}^p \left( \sum_{k=1}^N \omega_p^k \left( (\mathbb{E}_p (\eta_l(\overline{X}_p^k) - y))_{y=\eta_l(\overline{X}_p^k)} - \mathbb{E}_{p+h}^p (\mathbb{E}_p (\eta_l(\overline{X}_p^k) - y))_{y=\eta_l(\overline{X}_p^k)} \right)^2 \right) \]
\[ = \mathbb{E}_{p+h}^p \sum_{k=1}^N (\omega_p^k)^2 \left( (\mathbb{E}_p (\eta_l(\overline{X}_p^k) - y))_{y=\eta_l(\overline{X}_p^k)} - \mathbb{E}_{p+h}^p (\mathbb{E}_p (\eta_l(\overline{X}_p^k) - y))_{y=\eta_l(\overline{X}_p^k)} \right)^2 \]
\[ + \mathcal{O}\left( \frac{1}{N} \right) \leq \frac{C}{N}. \]

Hence, using (3.14),
\[ B \leq \frac{Ch}{N} \mathbb{E} \sum_{i=1}^N \omega_p^i |\overline{X}_p^i| \leq \frac{Ch}{N}. \]

We now treat \( \gamma_p \).
Proposition 7.5. For all $p$, there holds

\begin{equation}
\gamma_{p+1} \leq (1 + Ch) \beta_p + Ch^{3/2} + \frac{Ch}{\sqrt{N}}.
\end{equation}

**Proof.** We use the local expansion of $u(\varphi h, \cdot)$ and $u_\varphi(\cdot)$ deduced from Theorem 6.1. Here, Hypothesis (H2) implies that $P_t(x, dy) = p_t(x, y) dy$. In addition, we apply Proposition 6.1 twice:

- We substitute $u(\varphi h, \cdot)$ to $u_0$; then we are in the case where the initial condition satisfies (H4) (from (3.3), (2.3), and (H4), it is easy to obtain the condition on the spatial derivative), and we have

\[ u((p + 1)h, x) = Eu(\varphi h, Z_h(x)) + hf(Eu(\varphi h, Z_h(x))) + R^{h,1}_{(p+1)h}(x) \]

with $\|R^{h,1}_{(p+1)h}(\cdot)\|_{L^1(\mathbb{R})} \leq Ch^2$.

- We substitute $u_\varphi(\cdot)$ to $u_0$; then we are in the case where the initial condition satisfies (H5), and we have

\[ u_{p+1}(x) = \int_{\mathbb{R}} u_p(y)p_{h}(\cdot, y) dy + hf(\int_{\mathbb{R}} u_p(y)p_{h}(\cdot, y) dy) + R^{h,2}_{(p+1)h}(x) \]

with

\[ \|R^{h,2}_{(p+1)h}(\cdot)\|_{L^1(\mathbb{R})} \leq Ch\sqrt{h} + Ch^2 \frac{1}{N} \sum_{i=1}^{N} |X_i^i|, \]

so that, using (3.14), $\mathbb{E}\|R^{h,2}_{(p+1)h}(\cdot)\|_{L^1(\mathbb{R})} \leq Ch\sqrt{h}$.

Thus, using again (2.13), we get

\[ \gamma_{p+1} \leq \left\| \int_{\mathbb{R}} u(\varphi h, y)p_{h}(\cdot, y) dy + hf(\int_{\mathbb{R}} u(\varphi h, y)p_{h}(\cdot, y) dy) \right. \]

\[ - \mathbb{E} \int_{\mathbb{R}} u_p(y)p_{h}(\cdot, y) dy - h\mathbb{E}f(\int_{\mathbb{R}} u_p(y)p_{h}(\cdot, y) dy) \]

\[ + R^{h,1}_{(p+1)h}(\cdot) - \mathbb{E}R^{h,2}_{(p+1)h}(\cdot) \bigg\|_{L^1(\mathbb{R})} \]

\[ \leq \left( \int_{\mathbb{R}} |u(\varphi h, y) - \mathbb{E}u_p(y)| \int_{\mathbb{R}} p_{h}(x, y) dx dy \right)^{3/2} \]

\[ + Ch \left( \int_{\mathbb{R}} |u(\varphi h, y) - \mathbb{E}u_p(y)| \int_{\mathbb{R}} p_{h}(x, y) dx dy \right) \]

\[ + Ch \int_{\mathbb{R}} \mathbb{E} \left( \int_{\mathbb{R}} u_p(y)p_{h}(x, y) dy - \mathbb{E} \int_{\mathbb{R}} u_p(y)p_{h}(x, y) dy \right)^2 dx. \]

Applying Lemmas 2.2 and 7.3, one obtains

\[ \gamma_{p+1} \leq (1 + Ch) \beta_p + Ch^{3/2} + \frac{Ch}{\sqrt{N}}. \quad \square \]

Finally, we can prove

Proposition 7.6. For all $p$, there holds

\[ \beta_p \leq C \left( \sqrt{h} + \frac{1}{\sqrt{N}} \right). \]
Proof. We use the definition (7.2) and the estimates (7.14) and (7.4) to get
\[ \beta_{p+1} \leq (1 + Ch)\beta_p + Ch^{3/2} + \frac{Ch}{\sqrt{N}}. \]

In the proof of Lemma 5.5, we remarked that \( \gamma_1 = \|u(h, \cdot) - u^N(h, \cdot)\|_{L^1(\mathbb{R})} \) can be bounded by \( C\|E[(u_0 - \bar{u}_0)(Z_h(\cdot))]\|_{L^1(\mathbb{R})} \); as \( \bar{u}_0 \geq u_0 \) for \( x < x_0^{N-1} < C(1 + \sqrt{\log N}) \), using \( u(x) = -\int_{x}^{+\infty} u'(y) dy \), (2.2), and (H4), we get, for some \( C > 0 \) large enough,
\[ \gamma_1 \leq C \int_{|x|<C+Ch\sqrt{\log N}} (\bar{u}_0(x) - u_0(x)) \, dx \]
\[ + C \int_{x\leq-C-C\sqrt{\log N}} (1 - u_0(x)) \, dx + C \int_{x\geq C+C\sqrt{\log N}} u_0(x) \, dx \]
\[ \leq C \frac{\sqrt{\log N}}{N} + \frac{c}{N}. \]
Thus, \( \beta_1 \leq C\left(\frac{1}{\sqrt{N}} + h^{3/2} + \frac{h}{N}\right) \), and we can proceed by induction to end the proof. \( \square \)

8. The case of constant coefficients

In this section, we explain what must be changed in the proof to get the better estimate \( \frac{C}{\sqrt{N}} + Ch \) for the error when the coefficients of \( L \) are constant.

Without loss of generality, we can assume that \( b \equiv 0 \) and \( \sigma \equiv 1 \). In that case we have that \( \bar{X}_p^i = X_p^i = \bar{x}_0^i + W_{ph}^i \).

First, one remarks that the expansion in Remark 5.1 can then be changed to
\[ \omega_{p+1} \rho^i_{p+1} = \omega_i \rho_i^i + h \omega_i \{ f' \circ \bar{u}_p(\bar{X}_p^i) - f' \circ u(p_h, \bar{X}_p^i) \}
+ h(\omega_i \rho_i^i - \rho^i_p) f' \circ u(p_h, \bar{X}_p^i) + \mathcal{O}\left(\frac{h}{N^2}\right), \]
so that the inequality (5.2) can be modified to
\[ \alpha_{p+1} \leq (1 + Ch)\alpha_p + \frac{Ch}{N} \sqrt{\alpha_p \sqrt{\mathbb{E}[\bar{u}_p(\bar{X}_p^i) - u(p_h, \bar{X}_p^i)]^2}} \]
\[ + C \frac{h^2}{N^2} \mathbb{E}[\bar{u}_p(\bar{X}_p^i) - u(p_h, \bar{X}_p^i)]^2 + C \frac{h}{N^3}. \]

One can readily show that (5.4) can be reduced to
\[ \mathbb{E}[\bar{u}_p(\bar{X}_p^i) - u_p^*(\bar{X}_p^i)]^2 \leq N^2 \alpha_p. \]

Therefore, with the same arguments as in the proof of Proposition 5.8, one can show that the inequality (5.6) can be modified to
\[ \forall p, \ \alpha_p \leq \frac{Ch^2}{N^2} + \frac{C}{N^3}. \]

This remark permits us to change the last lines of the proof of Lemma 7.2, so that one gets
\[ \|\hat{u}_p(\cdot) - \mathbb{E}\hat{u}_p(\cdot)\|_{L^1(\mathbb{R} \times \Omega)} \leq \frac{C}{\sqrt{N}} + Ch. \]
Consequently, the conclusion of Lemma 7.3 becomes: there exists a constant $C > 0$ such that

$$A^h_p(N) \leq \frac{C}{\sqrt{N}} + Ch$$

for any $N$, $h \leq 1$, and $p \leq M = T/h$.

Now, we recall the inequality (6.5). This permits us to modify the beginning of the proof of Proposition 7.5 in the following way:

$$\gamma_{p+1} = \left\| \int_R u(ph, y)p_h(\cdot, y) dy + hf \left( \int_R u(ph, y)p_h(\cdot, y) dy \right) - \mathbb{E} \int_R \bar{u}_p(y)p_h(\cdot, y) dy - h\mathbb{E} f \left( \int_R \bar{u}_p(y)p_h(\cdot, y) dy \right) + R^h_{(p+1)h}(\cdot) + \mathbb{E} R^h_{(p+1)h}(\cdot) \right\|_{L^1(R)}$$

$$\leq \int_R |u(ph, y) - \mathbb{E} \bar{u}_p(y)| \int_R p_h(x, y) dx dy + Ch^2 + C\frac{h\sqrt{h}}{N}$$

$$+ Ch \int_R |u(ph, y) - \mathbb{E} \bar{u}_p(y)| \int_R p_h(x, y) dx dy$$

$$+ Ch \int_R \mathbb{E} \left( \int_R \bar{u}_p(y)p_h(x, y) dy - \mathbb{E} \int_R \bar{u}_p(y)p_h(x, y) dy \right)^2 dx.$$

Thus, it remains to check that we can improve the estimate for $\delta_p$. Namely, instead of (7.4), we have

$$\forall p, \quad \delta_p \leq C \left( h^2 + \frac{h}{N} \right).$$

Actually, one just has to consider (7.6) and (7.10): now $\bar{\eta}_h(\bar{X}^j_p)$ and $\eta_h(\bar{X}^j_p)$ are equal, thus the conclusion is straightforward.

9. Conclusion

We have constructed a stochastic particle algorithm for general one-dimensional reaction-diffusion-convection PDEs, by establishing a convenient probabilistic representation of the solution and discretizing it in space and time.

We have given its rate of convergence, which also proves a conjecture of Puckett concerning this method for the KPP equation.
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10. Complementary proofs

Proof of Lemma 2.2. Let $L$ be the infinitesimal generator of $(\xi_t)$; then the function

$$ q(t, y) = \int_{\mathbb{R}} p_t(x, y) \, dx $$

satisfies the equation (cf. the Problem 10 of Ch.6 in [6])

$$ \frac{\partial q}{\partial t}(t, y) = L^* q(t, y) = \frac{1}{2} \frac{\partial^2}{\partial y^2} (\sigma_0^2(y) q(t, y)) - \frac{\partial}{\partial y} (b_0(y) q(t, y)), $$

$$ \lim_{t \to 0} q(t, y) = 1. $$

Denote by $(\alpha_t(y))$ the diffusion issued from $y$ with infinitesimal generator $(\sigma_0(x) \sigma'_0(x) - b_0(x)) \frac{\partial}{\partial x} + \frac{1}{2} \sigma_0^2(x) \frac{\partial^2}{\partial x^2}$. We have, denoting $a_0(x) = \sigma_0^2(x)$ (see again the Ch.6 in [6], e.g.)

$$ q(t, y) = \mathbb{E} \exp \left( \int_0^t \left( \frac{1}{2} a_0''(\alpha_s(y)) - b_0'(\alpha_s(y)) \right) \, ds \right). \quad \blacksquare $$

Proof of Lemma 2.6. We will only treat the first case; the (H5) case just calls for local and easy modifications.

We introduce the process $(Z_t(x))$, solution to

$$ dZ_t = b(Z_t) \, dt + \sigma(Z_t) \, dB_t, \quad Z_0(x) = x. \quad (10.1) $$

Since $\frac{\sigma_u}{u}$ is bounded, the Feynman–Kac formula

$$ u(t, x) = \mathbb{E} u_0(Z_t(x)) \exp \left( \int_0^t \frac{f \circ u}{u}(s, Z_s(x)) \, ds \right) $$
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yields (using (2.3))
\[
\int_0^\infty u(t, x) \, dx \leq C \int_0^\infty E u_0(Z(x)) \, dx
\]
\[
\leq C \int_0^\infty \int_0^\infty u_0(y) \frac{1}{\sqrt{t}} \exp \left( -\frac{(y - z)^2}{2t} \right) \, dy \, dz
\]
\[
\leq C \int_0^\infty \int_0^\infty e^{-\frac{y^2}{2t}} \, dy \, dz + C \int_0^\infty \int_0^\infty \exp \left( -\frac{(y - z)^2}{2t} \right) \, dy \, dz
\]
\[
\leq C \int_0^\infty \exp \left( -\frac{y^2}{2t} \right) \, dy + C \int_0^\infty u_0(y) \, dy.
\]
and we apply the preceding Remark.

For the term \( f_0 \int_0^t (1 - u(t, x)) \, dx \), denote \( v(t, x) = 1 - u(t, x) \) and note that
\[
\begin{align*}
\frac{\partial v}{\partial t} &= L v - f(u) = L v + f(1 - f(u)), \\
v(0) &= 1 - u_0.
\end{align*}
\]
By observing that the function \( \frac{(1 - v)}{(1 - u)} \) is bounded, we get
\[
\int_0^t v(t, x) \, dx \leq C \int_0^\infty (1 - E u_0(Z(x))) \, dx,
\]
from which we proceed as before. 

**Proof of Proposition 3.2**. Set \( u_0^t = u(t, z) \), where \( u \) is the solution to the nonlinear problem (2.1) with \( u_0 \) as initial datum; from the Appendix (see below) we know that \( 1 - u_0^t \) is a regular cumulative function (of a probability distribution) such that \( u_0^t \to u_0 \) for all continuity points of \( u_0 \). For any \( t > 0 \), using the representation (3.1), we have
\[
u(t + \varepsilon, x) = u^t(1 - u_0^t) \]
\[
= \int_0^\infty E \left[ H(x(z) - x) \exp \left( \int_0^t f' \circ u^t(s, X_0(z)) \, ds \right) \right] \, d(1 - u_0^t(z)).
\]
We can write
\[
\int_0^\infty \left( \psi(z) - \psi(0) \right) \, d(1 - u_0^t(z)) + \int_0^\infty \psi(0) \, d(1 - u_0^t(z))
\]
\[
\leq C \int_0^\infty \psi(0) \, d(1 - u_0^t(z)) + \int_0^\infty \psi(0) \, d(1 - u_0^t(z)).
\]
Let \( \zeta_t \) denote the flow of diffeomorphisms generated by (3.2); we observe that
\[
|\psi(z) - \psi(0)| \leq C \int_0^T E [H(z - \zeta_t(z)) - H(z')] \, dz + C \int_0^T E [H(z - \zeta_t(z)) - H(z')] \, dz.
\]
For any \( t > 0 \), the law of \( \zeta_t(z) \) has a smooth density (the coefficients of the SDE solved by \( \zeta_t(z) \) (see again [8]) satisfy the sufficient conditions given in [6]), so that we have
\[
E [H(z - \zeta_t(z)) - H(z')] \leq C(1) \leq t - z'.
\]
Besides, \( P \)-almost surely, \( z - z' \to \exp \left( \int_0^T f' \circ u(s, X_0(s)) \, ds \right) \) is a continuous function. Therefore, \( \psi(0) \) is continuous in \( z \) and also, as \( u^t(0(z) \to u_0(0(z)) \) at the continuity points of \( u_0(z) \), \( \zeta(t) \to \sum_{\nu=0}^N u_0(\nu(z)) \).

Moreover \( A_t \to 0 \) for, for any \( 0 < \delta < t \),
\[
H(z - \zeta_t(z)) - H(z') \leq C \delta + \|u^t - u\|_{L^\infty([0,t])},
\]
from which
\[
A_t \leq \int_0^T \left( H(z - \zeta_t(z)) - H(z') \right) \, d(1 - u_0^t(z)) \leq C \left( \delta + \|u^t - u\|_{L^\infty([0,t])} \right).
\]

We apply now the last remark of the Appendix (see below) to bound the right-hand side by \( 2C \delta \) for any \( \epsilon \) small enough. 

**Proof of Proposition 3.4**. Let \( t_0 \) be such that \( u_0^t > 0 \) and \( u_0^t \leq 0 \). Then (the factor \( \frac{1}{2} \) instead of \( \frac{1}{2} \) is due to the definition of \( x_0^t \)),
\[
\frac{1}{2N} \sum_{i=1}^N \|x_i(t)\|^2 \leq \int_0^T \|u_0^t(s)\|^2 \, ds \text{ and } \frac{1}{N} \sum_{i=1}^N \|x_i(t)\|^2 \leq \int_0^T \|u_0^t(s)\|^2 \, ds.
\]
We deduce, using (H4), that
\[
\frac{1}{N} \sum_{i=1}^N \|x_i(t)\|^2 \leq \frac{1}{2} \int_0^T \|u_0^t(s)\|^2 \, ds \leq C \int R u_0^t(s) \cdot y \, ds \leq C.
\]
To get the other part of the statement, we just apply (2.8).
Proof of Lemma 5.3. For $j \neq i, k \neq i, j \neq k$, the pairs $((X^j_i), (X^j_k)), ((X^i_j), (X^k_j))$ and $((X^i_k), (X^k_i))$ are mutually independent; hence
\[
E[H(X^j_i - X^j_k) - H(X^i_j - X^k_j) - H(X^j_i - X^i_k) - H(X^i_j - X^k_i)] \\
= E[E((H(X^j_i - X^j_k) - H(X^j_i - X^i_k))|_{X^j_k})] \\
= E[H(X^j_i - y) - H(X^j_i - y)] \\
= E(H(X^j_i - y) - H(X^j_i - y))|_{y=X^j_k}
\]

Let $A'$ denote
\[
A' := E[H(X^j_i - y) - H(X^j_i - y)],
\]
and suppose we have shown
\[
\exists C > 0, \forall h < 1, \forall p, \forall y : A' \leq C\sqrt{h}(1 + |y|).
\]
Then we would have
\[
E[H(X^j_i - X^j_k) - H(X^i_j - X^k_j) - H(X^j_i - X^i_k) - H(X^i_j - X^k_i)] \\
\leq \int_R A' dF_X(y) \\
\leq C \int_R (1 + |y|^2) dF_X(y).
\]
Thus, we could conclude by applying the inequality (2.8).

We now show (10.3).

Let $\beta := -b + a\sigma'$ (cf. (3.6)) and set
\[\phi(x, z) := x + \beta(x) h + \sigma(x),\]
\[\phi(x, z) := \nu(x, z) + \frac{1}{2}\sigma(x)\sigma'(x)|x|^2 - 1|,
\]
We remark that $X^j_i = \phi(X^j_{i-1}, B^j_i - B^j_{i-1})$ and
\[
A' \leq E[H(X^j_i - y) - H(\psi(X^j_{i-1}, B^j_i - B^j_{i-1}) - y)] \\
+ E[H(\psi(X^j_{i-1}, B^j_i - B^j_{i-1}) - B^j_i - B^j_{i-1}) - y) - H(\psi(X^j_{i-1}, B^j_i - B^j_{i-1}) - B^j_i - B^j_{i-1}) - y)] \\
+ E[H(\psi(X^j_{i-1}, B^j_i - B^j_{i-1}) - B^j_i - B^j_{i-1}) - y) - H(\psi(X^j_{i-1}, B^j_i - B^j_{i-1}) - B^j_i - B^j_{i-1}) - y)] \\
+ E[H(\psi(X^j_{i-1}, B^j_i - B^j_{i-1}) - B^j_i - B^j_{i-1}) - y) - H(\psi(X^j_{i-1}, B^j_i - B^j_{i-1}) - B^j_i - B^j_{i-1}) - y)] \\
=: A'_1 + A'_2 + A'_3 + A'_4
\]
We first show $A'_1 \leq C\sqrt{h}$.

We have (using the fact that the function $H$ is increasing and takes values equal to 0 1)
\[
\leq C \int \int e^{-\frac{2}{h}} |H(\psi(X^j_{i-1}, B^j_i - B^j_{i-1}) - y) - H(\psi(X^j_{i-1}, B^j_i - B^j_{i-1}) - y)| e^{-\frac{2}{h}} dz \\
\leq C \int \int e^{-\frac{2}{h}} \left| \left\{ H(\psi(X^j_{i-1}, B^j_i - B^j_{i-1}) - y) - H(\psi(X^j_{i-1}, B^j_i - B^j_{i-1}) - y) \right\} \right| e^{-\frac{2}{h}} dz \\
\leq C \int \int e^{-\frac{2}{h}} \left| \left\{ H(\psi(X^j_{i-1}, B^j_i - B^j_{i-1}) - y) - H(\psi(X^j_{i-1}, B^j_i - B^j_{i-1}) - y) \right\} \right| e^{-\frac{2}{h}} dz \\
\leq C \int \int e^{-\frac{2}{h}} \left| \left\{ H(\psi(X^j_{i-1}, B^j_i - B^j_{i-1}) - y) - H(\psi(X^j_{i-1}, B^j_i - B^j_{i-1}) - y) \right\} \right| e^{-\frac{2}{h}} dz \\
\leq C \int \int e^{-\frac{2}{h}} \left| \left\{ H(\psi(X^j_{i-1}, B^j_i - B^j_{i-1}) - y) - H(\psi(X^j_{i-1}, B^j_i - B^j_{i-1}) - y) \right\} \right| e^{-\frac{2}{h}} dz \\
\leq C \int \int e^{-\frac{2}{h}} \left| \left\{ H(\psi(X^j_{i-1}, B^j_i - B^j_{i-1}) - y) - H(\psi(X^j_{i-1}, B^j_i - B^j_{i-1}) - y) \right\} \right| e^{-\frac{2}{h}} dz
\]
Then we divide the arguments of the function $H$ by the positive (see (H2)) quantity $\sigma(X^j_{i-1})$, and we use (2.14) to conclude
\[
A'_1 \leq C \int \int e^{-\frac{2}{h}} \left| \sigma(X^j_{i-1}) \right| e^{-\frac{2}{h}} \leq C \sqrt{h}.
\]
We now show $A'_1 \leq C\sqrt{h}(1 + |y|)$.

We have
\[
A'_2 \leq E \int \left| H(\psi(X^j_{i-1}, B^j_i - B^j_{i-1}) - y) - H(\psi(X^j_{i-1}, B^j_i - B^j_{i-1}) - y) \right| dz.
\]
Note that the function $\frac{1}{2}$ is Lipschitz; dividing the arguments of $H$ by, respectively, $\sigma(X^j_{i-1})$ and $\sqrt{\sigma(X^j_{i-1})}$, and using again the equality (2.14), we get
\[
A'_2 \leq C\sqrt{h} + C \int \left| \sigma(X^j_{i-1}) \right| e^{-\frac{2}{h}} (1 + |y|) E[I \mid X^j_{i-1} - X^j_{i-1}] dz.
\]
We use Proposition 2.3 to conclude.

To show $A'_3 \leq C\sqrt{h}$, we repeat the inequalities for $A'_1$, substituting $X^j_{i-1}$ to $X^j_{i-1}$.

Finally, it remains to check $A'_4 \leq C\sqrt{h}$.

For any $h > 0$ and any $y$,
\[
\{(x_1, x_2) \in R^2 : |H(x_1 - y) - H(x_2 - y)| = 1) \subset \{(x_1, x_2) \in R^2 : |x_1 - x_2| > h) \cup \{(x_1, x_2) \in R^2 : |x_2 - y| \leq h).
\]
Furthermore, a Taylor expansion shows

\[ X_{i,k}^N = \phi(X_{i-1,k}', B_{i,k}' - B_{i-1,k}') + r_i^N \]

with \( E|r_i^N|^2 \leq Ch^3 \). Therefore,

\[ A_i \leq P(|X_{i,k}' - y_i| \leq h) + P(|r_i^N| \geq h). \]

We use the fact that the density of the law of \( X_{i-1,k}' \) is bounded from above by \( \frac{c}{\sqrt{v_{i-1}}} \) (see (2.3)) for the first term of the right-hand side, and the Bienaymé-Chebyschev inequality for the second, to get the conclusion. ■

Proof of Lemma 5.5. Consider \( v^N \), the solution of (2.1) with an initial condition equal to \( u_0 \) (see the Appendix below for the existence), and let \( \psi = u - v^N \); \( r \) is a solution to

\[
\begin{cases}
\frac{\partial \psi}{\partial t} = L \psi + \int_0^1 f'(u) - f'(v^N) \psi \, dx,
\psi(t,0) = 0.
\end{cases}
\]

By the Feynman-Kac formula, with \( (Z_t) \) defined as in (10.1),

\[ |\psi(t,x)| \leq C E[|u_0 - u_0|(Z_t(x))] \leq C \|u_0 - u_0\|_{L^{\infty}(I)} \leq \frac{C}{N}. \]

Therefore, since by Proposition 3.2, \( v^N(t,x) = \sum_{j=1}^{N} \omega_j E[H(X_t^j - x)] \exp \left( \int_0^t f'(u(s,X_s^j)\, ds \right), \]

we get

\[ \|u(t,\cdot) - u^N(t,\cdot)\|_{L^{\infty}(I)} \leq C + \|u^N(t,\cdot) - u^N(t,\cdot)\|_{L^{\infty}(I)} \]

\[ \leq C + \sum_{j=1}^{N} \omega_j E[H(X_t^j - x)] \exp \left( \int_0^t f'(u(s,X_s^j)\, ds \right) - \exp \left( \int_0^t f'(u(s,X_s^j)\, ds \right)) \]

\[ \leq C + C \text{ sup } |v(s,\cdot)|_{L^{\infty}(I)} \leq \frac{C}{N}. \]

Proof of Lemma 5.6. From the definition (5.1), it follows that

\[ T^N \leq \frac{C}{N^2} E \left[ \sum_{j=1}^{N} \left| \int_0^{1} \exp \left( \int_0^{r_i^N} f'(u(s,X_s^j)) \, ds \right) \right| \right]^2. \]

Now, we write (for any \( h \) small enough)

\[ \prod_{k=0}^{r_i^N} (1 + hf'(u(kh,X_{k+1}^N)) = \exp \left( \sum_{k=0}^{r_i^N} \log (1 + hf'(u(kh,X_{k+1}^N)) \right) \leq C. \]

and, using the inequality \( |e^x - e^y| \leq e^{max(|x|,|y|)}|y - x| \), we get

\[ T^N \leq \frac{C}{N^2} E \left[ \sum_{j=1}^{N} \left| \int_0^{1} \exp \left( \int_0^{1} f'(u(s,X_s^j)) \, ds \right) \right| \right]^2 + C h^2. \]

We expand the right-hand side, and we observe that, for some uniformly bounded function \( \psi \):

\[ E \left| \int_0^{1} f'(u(s,X_s^j)) \, ds \right| \leq E \left| \int_0^{1} \psi(s,X_s^j) (W_s - W_s^j) \, ds \right| + C h^2, \]

so that, using the Cauchy-Schwarz inequality in each term of the expansion, we get

\[ T^N \leq C h^2. \]

Proof of Lemma 5.7. We have

\[ S^N \leq 2 E \left[ \sum_{j=1}^{N} \int_0^{1} H(X_{k+1}^j - X_k^j) \exp \left( \int_0^{1} f'(u(s,X_s^j)) \, ds \right) \right] \]

\[ + C \frac{N^2}{N^2} \]

and, by the independence property of the \( (X_k^j) \)s,

\[ S^N \leq \frac{C}{N^2} E \sum_{j=1}^{N} H(X_{k+1}^j - X_k^j) \exp \left( \int_0^{1} f'(u(s,X_s^j)) \, ds \right) + \frac{C}{N^2} \leq \frac{C}{N}. \]

Finally, we obtain, combining Lemmas 5.5, 5.6, 5.7,

\[ U^N = E[u^N(X_N^j)] - u(0, X_N^j) \leq \frac{C}{N} + C h^2. \]

End of the proof of Proposition 6.5. We observe that

\[ T_N(y) \leq \sum_{j=1}^{N} \sqrt{\frac{E[\omega_{i,j} H(x_0^j - Z_j(y))] - E[\omega_{i,j} H(x_0^j - Z_j(y))]}{E[\omega_{i,j} H(x_0^j - Z_j(y))]}} \]

\[ \sqrt{\frac{E[\omega_{i,j} H(x_0^j - Z_j(y))] - E[\omega_{i,j} H(x_0^j - Z_j(y))]}{E[\omega_{i,j} H(x_0^j - Z_j(y))}}} \]
By using again (3.10) and Lemma 2.1(iii), we have
\begin{equation}
T_n(y) \leq \frac{C}{N^3} \sum_{i < j} \exp \left( -\frac{(y - x_i)^2}{4\lambda s} \right) \exp \left( -\frac{(y - x_j)^2}{4\lambda s} \right),
\end{equation}
and hence
\begin{align*}
\int_R T_n(y) P_{k-}(x, dy) &\leq \frac{C}{N^3} \sum_{i < j} \int_R \exp \left( -\frac{(y - x_i)^2}{4\lambda s} \right) \exp \left( -\frac{(y - x_j)^2}{4\lambda s} \right) P_{k-}(x, dy) \\
&\leq \frac{C}{N^3} \sum_{i < j} \left[ \int_R \exp \left( -\frac{(y - x_i)^2}{2\lambda s} \right) P_{k-}(x, dy) \int_R \exp \left( -\frac{(y - x_j)^2}{2\lambda s} \right) P_{k-}(x, dy) \right]^{\frac{1}{2}} \\
&\leq \frac{C}{N^3} \sum_{i < j} \left[ \sqrt{\frac{s}{2\lambda}} \exp \left( -\frac{(x_i - x_j)^2}{2\lambda s} \right) \right]^{\frac{1}{2}} \left[ \sqrt{\frac{s}{2\lambda}} \exp \left( -\frac{(x_i - x_j)^2}{2\lambda s} \right) \right]^{\frac{1}{2}} \\
&\leq \frac{C}{N^3} \sum_{i < j} \exp \left( -\frac{(x_i - x_j)^2}{4\lambda h} \right) \exp \left( -\frac{(x_i - x_j)^2}{4\lambda h} \right),
\end{align*}
from which
\begin{align*}
\int_R \int_R T_n(y) P_{k-}(x, dy) dx &\leq \frac{C}{N^3} \sum_{i < j} \int_R \exp \left( -\frac{(x_i - x_j)^2}{4\lambda h} \right) \exp \left( -\frac{(x_i - x_j)^2}{4\lambda h} \right) dx \\
&\leq \frac{C}{N^3} \sqrt{h} \sum_{i < j} \exp \left( -\frac{(x_i - x_j)^2}{8\lambda h} \right) \\
&\leq C \sqrt{h}.
\end{align*}

Proof of Lemma 6.7. First we integrate between 0 and +\infty, and we use the equality (6.6), which implies \( E u_0(Z_n(x)) \leq C u(h, x) \). We thus have
\begin{equation}
\int_0^{\infty} \psi_{n,h}(x) dx \leq C \int_0^{\infty} u(h, x) dx.
\end{equation}

For the case of integration between -\infty and 0, we note
\begin{align*}
\frac{f(y)}{y(1-y)} &\leq C,
\end{align*}
\text{hence}
\begin{align*}
\int_0^\infty \psi_{n,h}(x) dx &\leq C \int_0^\infty E(1-u(\theta, Z_{\lambda n}(x))) dx \\
&\leq C \int_{-\infty}^\infty \int_{-\infty}^\infty (1-u(y, y)) \frac{1}{\sqrt{2\pi}} \exp \left( -\frac{(y - \mu)^2}{2\lambda h - \theta} \right) dy dx \\
&\leq C \int_{-\infty}^\infty (1-u(y, y)) \int_{\sqrt{2\pi} \mu}^\infty \exp \left( -\frac{y^2}{2} \right) dy dy \\
&\leq C \int_{-\infty}^\infty (1-u(y, y)) dy + C \int_0^{\infty} \exp \left( -\frac{y^2}{2\lambda h - \theta} \right) dy,
\end{align*}
from which by Lemma 2.6 we get the conclusion. 

End of the proof of Proposition 7.4. We must finish our treatment of \( A \). We observe:
* For \( k = i \) we have \( A_k \leq 1 \).
* For \( k \neq i \) suppose (without any loss of generality) that the particles have been labelled in the increasing order of their positions \( (t \text{ at } \pi) \); we just look at \( k < i \), the other case being treated by symmetry; therefore, \( H(X^{*}_k - X^{*}_i) = 0 \), and we consider
\begin{equation}
E^{\rho^2 \cdot H}(\eta^*_i(X^{*}_k) - \eta^*_i(X^{*}_i)) \leq C \int_{-\infty}^\infty H(y - z) \exp \left( -\frac{(y - X^{*}_k)^2 + (z - X^{*}_i)^2}{2\lambda s} \right) dy dz \\
= C \int_{y \rightarrow \infty} \int_{z \rightarrow \infty} \exp \left( -\frac{y^2 + z^2}{2} \right) dy dz \\
\leq C \exp \left( -\frac{(X^{*}_k - X^{*}_i)^2}{4\lambda s} \right),
\end{equation}
thanks to the following easy inequality:
\begin{equation}
\int_{x_1 - x_2 \rightarrow \infty} \exp \left( -\frac{x_1^2 + x_2^2}{2} \right) dx_1 dx_2 \leq C e^{-2\rho^2}.
\end{equation}

Therefore,
\begin{align*}
A &\leq C h E \sum_{i=1}^N \sum_{j=1}^N \eta^*_i \left[ X^{*}_j \right] \left[ \sum_{i=1}^N \omega^*_i \exp \left( -\frac{(X^{*}_i - X^{*}_j)^2}{4\lambda h} \right) + \frac{C}{N} \right] \\
&\leq C h \sum_{i=1}^N \sum_{j=1}^N \left[ X^{*}_j \right] \exp \left( -\frac{(X^{*}_i - X^{*}_j)^2}{4\lambda h} \right) + C h \frac{N}{N^2} \sum_{i=1}^N E[|X^{*}_i|].
\end{align*}
From the elementary inequality
\[ |e^{-\frac{x_k}{h}} - e^{-\frac{y_k}{h}}| \leq \frac{|x - y|}{\sqrt{h}} \]
and (2.10), (3.14), we get
\[ A \leq \frac{C h}{N^2} E \sum_{i,j=1}^{n} \left| X_j \right| \exp \left( \frac{(X_j^2 - X_k^2)^2}{4\lambda h} \right) + C h \sqrt{h} + \frac{C h}{N} . \]
Now we use the independence of \(X^i\) and \(X^k\) for \(i \neq k\), and (2.3), to get
\[ A \leq \frac{C h}{N^2} \sum_{i,j=1}^{n} \int_{\mathbb{R}^d} \frac{|x|}{\lambda h} e^{-\frac{(x-x_k)^2}{2\lambda h}} e^{-\frac{(x-x_j)^2}{2\lambda h}} dx dy + C h \sqrt{h} + \frac{C h}{N} . \]
Using the definition of the \(x_k^e\)'s and (H4), we observe (see the proof of (3.13) and of Lemma 7.2 for analogous computations) that
\[ \frac{1}{N} \sum_{i=1}^{N} \frac{1}{\lambda h} \exp \left( \frac{(x-x_j)^2}{2\lambda h} \right) \leq C, \]
so that, using again the same arguments, we obtain
\[ A \leq \frac{C h \sqrt{h}}{N} \sum_{i=1}^{N} \int_{\mathbb{R}^d} \frac{|x|}{\sqrt{\lambda h(p+2)}} \exp \left( -\frac{(x-x_k^e)^2}{2\lambda h(p+2)} \right) dx + C h \sqrt{h} + \frac{C h}{N} \leq C h \sqrt{h} + \frac{C h}{N} . \]

A. Appendix

In this section, we assume (H1)-(H3). Moreover, we consider the differential operator \(L\), defined in §2, as an abstract unbounded closed operator in a suitable Banach space of functions \(X\).

A.1. A result for linear equations. Let \(g(\cdot)\) be a function in \(L^\infty(0, T; L^\infty(\mathbb{R}))\), and consider the following abstract linear equation in \(X = L^\infty(\mathbb{R})\):
\[
\begin{align*}
\left\{ \begin{array}{l}
u'(t) = Lu(t) + g(t), \\
u(0) = u_0.
\end{array} \right.
\]
\hspace{1cm} (A.1)

It is well known that, when \(g \equiv 0\), \(L\) is the infinitesimal generator of an analytic semigroup \(e^{Lt}\) in \(L^2(\mathbb{R})\), the space of (classes of equivalence of) functions that are square integrable with respect to a weight \(\pi(x)(\cdot)\) and also in \(C_0(\mathbb{R})\) (cf., e.g., Stewart [15], Cannarsa-Vespri [2]). Hence, \(e^{Lt}\) is well defined for any \(u_0 \in L^\infty(\mathbb{R})\), but is not strongly continuous, that is, \(\|e^{t_{n}} u_0 - u_0\|_{L^\infty(\mathbb{R})}\) does not tend to 0 for any \(u_0 \in L^\infty(\mathbb{R})\). One only has: \(e^{Lt} u_0\) is a smooth function of \(t\) and \(e^{Lt} u_0(x) \to u_0(x)\) almost everywhere (see also Theorem 2.11 in Hida [7]).

In the nonhomogeneous case \(g \neq 0\), the function
\[ u(t) = e^{Lt} u_0 + \int_0^t e^{L(t-s)} g(s) ds \]
(A.2)
is called the mild solution to (A.1). In fact we need some regularity on \(g\) (for example, \(g\) satisfies a Hölder condition, i.e., \(g \in C^\alpha([0, T], L^\infty(\mathbb{R}))\)) to ensure that (A.2) is the classical solution to (A.1) (see, for example, Da Prato-Sinestrari [11], or Theorem 3.5 in Pazy [10]).

Remark. In the case, we can also use the results of the variational theory, as illustrated in Bensoussan and Lions [1], chapter 6, in the weighted spaces \(L^2_p(\mathbb{R})\).

A.2. Existence and uniqueness of the solution of the nonlinear equation. Consider now the nonlinear problem with initial datum in \(L^\infty(\mathbb{R})\):
\[
\begin{align*}
\frac{\partial u}{\partial t} &= Lu + f(u), \\
u(0) &= u_0.
\end{align*}
\hspace{1cm} (A.3)

Theorem A.1. Assume (H1)-(H3). Then there exists a unique solution \(u \in C^1([0, T] \times \mathbb{R})\) to (A.3). Moreover, for \(t \to 0\), \(u(t)\) tends to \(u_0\) in the continuity points of \(u_0\).

We only outline the proof; we refer to Rothe [13]. Actually in [13] the results are stated for problems in bounded domains \(D \subset \mathbb{R}\); but, as the proofs are based on semigroup results that are still true in \(\mathbb{R}\) — as claimed in the preceding section —, they can be extended to cover the case of problems in the whole space.

Indeed, let us consider the following integral equation:
\[
u(t) = e^{Lt} u_0 + \int_0^t e^{L(t-s)} f(u(s)) ds =: G(u(t)), \hspace{1cm} t \in [0, T]. \hspace{1cm} (A.4)
\]

Then, under (H1)-(H3), there exists a unique solution \(u \in L^\infty(0, T; L^\infty(\mathbb{R}))\) to (A.4).
For this, we refer to Theorem 1 of [13] (p. 111); the proof uses the classical Picard method:

\footnote{For instance, \(\pi(x) = (1 + x^2)^{-r}\), with \(s > 0\).}

\footnote{i.e. the space of bounded and uniformly continuous functions.}
the sequence \( u_n = G(u_{n-1}) \) converges to the solution (obviously unique) \( u \) of (A.4) as \( f(\cdot) \) is Lipschitz.

Moreover, for any \( \delta > 0 \), \( u(t) \) is in \( C^{1+\frac{\delta}{2}+\alpha} ([0,T] \times \mathbb{R}) \) and satisfies the first equation of (A.3). We refer to Theorem 2 of [13] (p. 120).

Remark. Theorem 3 of [13] (p. 123) gives a comparison result, based on the maximum principle, for "smooth" initial data; but, even when \( u_0 \) is only assumed to satisfy Hypothesis (H5), it is easy to verify that, as \( 0 \leq u_0 \leq 1 \), we also have \( 0 \leq u(t) \leq 1 \) by an approximation argument, as in the proof of Theorem 2 of [13], and taking in account that \( u \equiv 0 \) and \( u \equiv 1 \) are solutions to (A.3).

Moreover, when \( t \to 0 \), then \( u(t,x) \to u_0(x) \) in all continuity points of \( u_0 \); we use \( e^{t}u_0 \to u_0 \) in all continuity points of \( u_0 \) (see Hida [7], Theorem 2.11, e.g.) and one can easily show
\[
\|u(t) - e^{t}u_0\|_{L^\infty(\mathbb{R})} = \mathcal{O}(t).
\]

Finally, if the initial data \( u_{0n}, u_0 \) are in \( C_{b,\alpha}(\mathbb{R}) \) and \( \|u_{0n} - u_0\|_{L^\infty(\mathbb{R})} \to 0 \), then we also have
\[
\sup_{t \in [0,T]} \|u_{0n}(t) - u(t)\|_{L^\infty(\mathbb{R})} \to 0,
\]
where, by \( u_{0n}(t) \) and \( u(t) \), we mean the solutions to (A.3) with initial data respectively \( u_{0n} \) and \( u_0 \).