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Abstract. A Hamiltonian system in potential form \( H(q, p) = p'M^{-1}p/2 + F(q) \) subject to smooth constraints on \( q \) can be viewed as a Hamiltonian system on a manifold, but numerical computations must be performed in \( \mathbb{R}^n \). In this paper, methods which reduce "Hamiltonian differential-algebraic equations" to ODEs in Euclidean space are examined. The authors study the construction of canonical parametrizations or local charts as well as methods based on the construction of ODE systems in the space in which the constraint manifold is embedded which preserve the constraint manifold as an invariant manifold. In each case, a Hamiltonian system of ordinary differential equations is produced. The stability of the constraint-invariants and the behavior of the original Hamiltonian along solutions are investigated both numerically and analytically.

1. Introduction

Consider a Hamiltonian system of the form

\[
\dot{q} = M^{-1}p,
\]
\[
\dot{p} = -\nabla F(q),
\]

where \( q, p \in \mathbb{R}^n \), \( F: \mathbb{R}^n \rightarrow \mathbb{R} \) is \( C^2 \), and \( M \) is a symmetric, positive definite \( n \times n \) mass matrix. With the scaling \( q \mapsto M^{1/2}q, p \mapsto M^{1/2}p \) we can reduce (1)–(2) to an equivalent system with \( M = I \), so we will always assume this simplification in the remainder of the paper. All of the essential results of this paper could be extended to the separable case \( H(q, p) = T(p) + F(q) \). The system (1)–(2) arises in numerous practical applications (e.g., molecular dynamics [12]). The flow of a Hamiltonian system like (1)–(2) is symplectic, meaning that it conserves the two-form \( dq \wedge dp \).\(^1\) A growing body of numerical evidence suggests that the integration of (1)–(2) over long time intervals is best performed by canonical discretization schemes [20] which maintain the symplectic structure of the flow.

A natural question is what happens when (1)–(2) is constrained by algebraic equations in \( q \) and/or \( p \). In this paper, we primarily restrict ourselves to the

\(^1\) \( dq \wedge dp = \sum_i dq_i \wedge dp_i \). The wedge product \( \wedge \) is a bilinear and skew-symmetric form [2].
case when the constraints are holonomic (i.e., essentially dependent on \( q \) only) as in many mechanical systems, in which case, starting from a Lagrangian variational principle, one would arrive at a system of differential-algebraic equations of the form

\[
\begin{align*}
\dot{q} &= p, \\
\dot{p} &= -\nabla F(q) - G(q)^\top \lambda, \\
0 &= g(q),
\end{align*}
\]

where \( g : \mathbb{R}^n \to \mathbb{R}^m \), \( G(q) = g'(q) \in \mathbb{R}^{m \times n} \) has full rank, and we have taken \( M = I \). Furthermore, \( \lambda \in \mathbb{R}^m \) is a vector of Lagrange multipliers. This system generates a flow on the \((2n - 2m)\)-dimensional manifold \( \mathcal{M} = \{ (q, p) : g(q) = 0, \ Gp = 0 \} \). (For notational simplicity, we write \( G \) for \( G(q) \), etc.)

A standard (nonsymplectic) approach to solving the constrained system (3)–(5) is based on direct discretization with backward differentiation formulas (BDF methods) [5]. In Figure 1, we have indicated the typical growth in energy error in the solution of a simple plane pendulum (12)–(14) computed with the second-order BDF method (fixed stepsize \( h = .05 \)). Here, the initial energy was \( E(0) = .5 \), so we have completely lost the conservative character of the problem after only a small number of periods.

Other approaches to solving (3)–(5) are based on the construction of various families of ODEs in Euclidean space: the underlying and state-space form ODEs. An example of an underlying ODE is obtained by first differentiating the constraint \( g(q) = 0 \) and using (3):

\[
Gq = 0 = Gp.
\]

Then differentiating again yields

\[
G\dot{p} + G_q(p, p) = 0.
\]

(We use the notation \( G_q(p, w) \) to denote the derivative of \( G \)—the tensor second derivative of \( g \)—operating on vectors \( p \) and \( w \).) Next we substitute (4) and solve the resulting equations for \( \lambda \) in terms of \( q \) and \( p \):

\[
\lambda = \Lambda(q, p) = (GG')^{-1}(-\nabla F(q) + G_q(p, p)),
\]
Which, upon reintroduction in (4), gives
\begin{equation}
\dot{p} = -(I - H)\nabla F(q) - G'(GG')^{-1}G_q(p, p),
\end{equation}
where $H = G'(GG')^{-1}G$ is the orthogonal projector onto the orthogonal complement of the null space of $G$. We term the ODE system comprising $\dot{q} = p$ together with (6) the standard underlying ODE; it has the feature that the flow it generates reduces to the flow of (3)–(5) along the constraint manifold $\mathcal{M}$. On the other hand, without enforcing the constraint, (3), (6) actually define a flow in $\mathbb{R}^{2n}$. Numerical methods applied directly to this underlying ODE typically drift from the constraint manifold into $\mathbb{R}^{2n}$ during the course of integration, but a popular approach to short-time-interval computations incorporates numerical discretization of (3), (6) and frequent projection onto the constraints [9, 3].

While (3), (6) define a particular underlying ODE, there is an entire family of ODEs whose dynamics reduce to those of the constrained system along $\mathcal{M}$. While (3), (6) is not a Hamiltonian system away from $\mathcal{M}$, Hamiltonian ODE systems can be found in the family of underlying ODEs; such systems are developed in §3, using the Poisson bracket formalism of Dirac [8] for constrained Hamiltonian systems.

The second family of ODEs associated with the DAE (3)–(5) is constructed via a parametrization of the constraint (5). Suppose there is a function $\phi: \mathbb{R}^{n-m} \rightarrow \mathbb{R}^n$ with a full rank Jacobian satisfying, for all $S \in \mathbb{R}^{n-m}$,
\begin{equation}
g(\phi(S)) = 0;\end{equation}
then, with $\delta, \theta \in \mathbb{R}^{n-m}$, the equations
\begin{align*}
q &= \phi(\delta), \\
p &= \phi'(\delta)\theta
\end{align*}
define an invertible map from $\mathcal{M}$ to $\mathbb{R}^{2n-2m}$. This results in equations in the new variables of the form
\begin{align*}
\phi'(\delta)\dot{\delta} &= \phi'(\delta)\theta, \\
\phi'(\delta)\dot{\theta} + \frac{\partial \phi'(\delta)\theta}{\partial \delta} \dot{\delta} &= -\nabla F(\phi(\delta)) + G'\lambda.
\end{align*}
Now multiplying both equations on the left by $(\phi''\phi')^{-1}\phi''$ results in
\begin{align*}
\dot{\delta} &= \theta, \\
\dot{\theta} &= -(\phi''\phi')^{-1}\phi''(\nabla F(\phi(\delta)) - \phi''(\theta, \theta)).
\end{align*}
A state space form constructed along these lines will rarely be Hamiltonian. On the other hand, by searching among all parametrizations of $\mathcal{M}$ (which do not necessarily maintain the relation $\dot{\delta} = \theta$), one can find a family of canonical state space forms for the constrained problem. This is the approach taken in §2.

An alternative approach would be based on direct canonical discretization of the constrained system (see Leimkuhler and Skeel [12], Reich [18], and Jay [10]).

### 2. Hamiltonian state space forms

The following theorem shows that there is a family of canonical state space forms based on parametrizations of the constraints. Throughout this section, we are concerned with a Hamiltonian of the form $H = F(q) + p^tp/2$. 


Proposition 2.1. If $\phi$ is a local parametrization of $g(q) = 0$, then the equations
\[ q = \phi(\delta), \quad \phi''p = \theta, \quad Gp = 0 \]
define a canonical map between $\mathcal{M}$ and an open subset of $\mathbb{R}^{2n-2m}$. The Hamiltonian in the new coordinates is
\[ \tilde{H}(\delta, \theta) = \frac{1}{2} \theta^t (\phi'' \phi')^{-1} \theta + (F \circ \phi)(\delta). \]

Proof. To see that the mapping is canonical, note that
\[ dq \wedge dp = (\phi'(\delta) d\delta) \wedge dp = d\delta \wedge (\phi'(\delta)^t dp); \]
now $d\theta = \phi'(\delta)^t dp + \sum_{i=1}^n p_i \phi''_i d\delta$, where $\phi''$ represents the Hessian of the $i$th component of $g$, so
\[ d\delta \wedge (\phi'(\delta)^t dp) = d\delta \wedge \left( d\theta - \sum_{i=1}^n p_i \phi''_i d\delta \right) = d\delta \wedge d\theta - \sum_{i=1}^n p_i d\delta \wedge \phi''_i d\delta. \]
Using the properties of the wedge product, we can show in a straightforward way that $du \wedge B du$ vanishes when $B$ is a symmetric matrix; thus we conclude
\[ dq \wedge dp = d\delta \wedge d\theta. \]

It is easy to see that the potential energy in the new coordinates becomes $(F \circ \phi)(\delta)$; to derive an expression for the kinetic energy in the new coordinates, observe that
\[ p = \begin{bmatrix} \phi'' \cr g'(q) \end{bmatrix}^{-1} \begin{bmatrix} \theta \\ 0 \end{bmatrix}, \]
and hence
\[ \frac{1}{2} p^t p = \frac{1}{2} \begin{bmatrix} \theta^t & 0 \end{bmatrix} \begin{bmatrix} \phi'' \cr g' \end{bmatrix}^{-1} \begin{bmatrix} \phi'' \cr g' \end{bmatrix}^{-1} \begin{bmatrix} \theta \\ 0 \end{bmatrix} = \frac{1}{2} \begin{bmatrix} \theta^t & 0 \end{bmatrix} \begin{bmatrix} \phi'' \phi'' & \phi'' g'' \\ g'' \phi'' & g'' g'' \end{bmatrix}^{-1} \begin{bmatrix} \theta \\ 0 \end{bmatrix}. \]
But we know that $g' \phi' = 0$ since $\phi$ is a parametrization of $g$; hence we have
\[ \frac{1}{2} p^t p = \frac{1}{2} \theta^t (\phi'' \phi'')^{-1} \theta, \]
and the result follows. \( \square \)

In general, such a state space form is computationally impractical because of the need to automatically obtain, and then twice differentiate, the function $\phi$ defining the parametrization. In certain cases, for example a many-body system whose constraints have a tree structure, one can derive a global parametrization of the Hamiltonian directly from physical principles. For the general case, we show how a careful choice of parametrization can lead to a more general formulation without explicit knowledge of $\tilde{H}$.

Following Potra and Rheinboldt [17], we define $q = \phi(\delta)$ as the solution of the nonlinear system
\[ Aq = \delta, \quad g(q) = 0, \]
where the constant matrix \( A \in \mathbb{R}^{(n-m)\times n} \) is chosen so that \( R = [A]_G \) is a nonsingular matrix. Typically, \( A \) is treated as a piecewise constant function of time. Previous authors have used the induced state space form obtained by setting \( \delta' = \theta \) to solve multibody dynamics problems, but instead, we here choose \( \theta \) according to Proposition 2.1 to insure a canonical map.

If the mapping \( \phi = \phi(\delta) \) in Proposition 2.1 is defined by (7)-(8), then \( \phi' \) can be written explicitly as
\[
\phi' = R^{-1}\begin{bmatrix} I \\ 0 \end{bmatrix}.
\]
Hence, the equations determining \( \theta \) boil down to
\[
[I \ 0]R^{-1}P = \theta, \quad Gp = 0.
\]
Thus, we must have
\[
R^{-1}P = \begin{bmatrix} \theta \\ \Theta \end{bmatrix} =: b
\]
for some \( \Theta \); hence \( P = R'b = A'theta + G'theta \). Now by virtue of \( Gp = 0 \), we obtain
\[
(9) \quad P = (I - H)A'theta
\]
with \( H = G'(GG')^{-1}G \).

**Theorem 2.2.** Suppose a parametrization of \( g(q) = 0 \) is defined via (7)-(8). Then the corresponding Hamiltonian state space form is characterized by
\[
(10) \quad \delta' = A(I - H)A'theta,
\]
\[
(11) \quad A(I - H)A'theta = -A(I - H)\nabla F(q) + A(I - H)H_q(p, A'theta),
\]
since \( A(I - H)A'theta \) is nonsingular.

**Proof.** Differentiating (7) with respect to time and using (9) yields
\[
\delta' = Aq = Ap = A(I - H)A'theta.
\]
Next differentiate (9) with respect to time, replace \( p \) by (6), and premultiply by \( A(I - H) \) to obtain equation (11). \( \square \)

It must be pointed out that although we began this section treating a problem with a separable Hamiltonian (i.e., \( H(q, p) = T(p) + V(q) \)), the Hamiltonian of the canonical state space form ODE is not separable. Since no explicit symplectic discretizations are available for a general Hamiltonian, it would be necessary to employ an implicit scheme. In [11], it is shown that the mixed set of equations (7)-(11) in \( q, p, \delta, \) and \( \theta \) can be solved effectively with Gauss-Legendre Runge-Kutta discretization by an algorithm based on functional iteration. However, there is a more serious and perhaps insurmountable problem with using the discretized state space form for symplectic integration.

Recent results (see, e.g., Sanz-Serna [20]) indicate that an integrator for a Hamiltonian system should consist of the iteration of one and the same symplectic map. In this case, it can be shown that there is a nearby Hamiltonian for which the numerical solution is nearly the exact flow. In terms of our state space form this means that the matrix \( A \) must be held constant; in other words, \( A \) must define a parametrization valid along the entire trajectory.
To illustrate the difficulty when the parametrization changes along a trajectory (i.e., when we switch from one local chart of the manifold to another), we consider the plane pendulum with unit length and mass, where for \( q, p \in \mathbb{R}^2 \), we have

\[
H(q, p) = \frac{1}{2}p^tp + gq_2,
\]

\[
\dot{q} = p,
\]

\[
\dot{p} = \begin{bmatrix} 0 \\ -g \end{bmatrix} - \lambda q,
\]

\[
0 = \frac{1}{2}(q^tp - 1).
\]

We parametrized the unit circle in four charts, \( \Omega_i, i = 1, \ldots, 4 \), using alternately \( x \) and \( y \) as parameter, and following the program of Theorem 2.2. The chart was changed when \( y \) crossed the threshold values \( \pm \sqrt{2}/2 \).

For our experiment, we took \( g = 0 \) and set \((q_1(0), q_2(0), p_1(0), p_2(0)) = (1, 0, 0, -2)\). In each chart, we applied the implicit midpoint method. This resulted in correct dynamics on bounded intervals as \( h \to 0 \).

As illustrated in Figure 2 (with \( h = .01 \)), we observed an undesirable drift in the energy of the numerical solution. Such behavior would not be anticipated from fixed stepsize symplectic integration of a single Hamiltonian vector field. Nevertheless, the numerical results for the Hamiltonian state space form were a vast improvement over the results with BDF-2.

3. Hamiltonian underlying ODEs

We now examine the possibility of obtaining Hamiltonian underlying ODEs as an alternative to the computation of the state space form. In case the constraint is linear, \( Gq = 0 \), with \( G \) constant, the standard underlying ODE (1)–(2) reduces to

\[
\dot{q} = p, \quad \dot{p} = -(I - \mathcal{H})\nabla F(q).
\]

This ODE system is not Hamiltonian because the projection of \( \nabla F \) is not necessarily the gradient of any function; however, it is easy to construct an
underlying ODE which is Hamiltonian: we simply note that if \( q \) lies on \( Gq = 0 \), then \( (I - \mathcal{H})q = q \), so that

\[
\dot{q} = p, \quad \dot{p} = -(I - \mathcal{H})\nabla F((I - \mathcal{H})q)
\]

is also an underlying ODE—and this one is a Hamiltonian system.

For the nonlinearly constrained case, we make use of Dirac's theory of constrained Hamiltonian systems [8].

3.1. Nonlinearly Constrained Hamiltonians. In this subsection, we will derive a modified, unconstrained Hamiltonian with the property that on \( \mathcal{M} \) the modified and the original Hamiltonian are identical and that \( \mathcal{M} \) is an invariant manifold of the flow corresponding to the modified Hamiltonian. As a result, we will obtain a Hamiltonian ODE whose flow on \( \mathcal{M} \) reduces to the flow of (3)-(5). The main idea in the construction of the modified Hamiltonian is the following: for a Hamiltonian function \( H = H(q, p) \) and a scalar-valued function \( \phi = \phi(q, p) \), the condition for \( \phi \) to be an invariant under the flow of the Hamiltonian system derived from \( H \) is just that the Poisson bracket [17] of \( \phi \) with \( H \) vanishes, i.e.,

\[
\sum_{i=1}^{n} \frac{\partial \phi}{\partial q_i} \frac{\partial H}{\partial p_i} - \frac{\partial \phi}{\partial p_i} \frac{\partial H}{\partial q_i} = \{\phi, H\} = 0.
\]

Following Dirac [8], we make a distinction between two types of invariants. \( \phi(q, p) = 0 \) is said to be a strong invariant of the flow derived from \( H \) in case \( \{\phi, H\} \) vanishes identically. A weak invariant is one that satisfies \( \{\phi, H\} = 0 \) only when \( \phi(q, p) = 0 \). In the latter case we will often write \( \{\phi, H\} \approx 0 \).

We make use of the following elementary properties of Poisson brackets for functions \( \phi, \psi, \omega: \mathbb{R}^{2n} \to \mathbb{R} \) and real constants \( \alpha_1, \alpha_2 \):  

(i) \( \{\phi, \psi\} = -\{\psi, \phi\} \),  
(ii) \( \{\phi, \phi\} = 0 \),  
(iii) \( \{\alpha_1 \phi_1 + \alpha_2 \phi_2, \psi\} = \alpha_1 \{\phi_1, \psi\} + \alpha_2 \{\phi_2, \psi\} \);  
\( \{\psi, \alpha_1 \phi_1 + \alpha_2 \phi_2\} = \alpha_1 \{\psi, \phi_1\} + \alpha_2 \{\psi, \phi_2\} \),  
(iv) \( \{\phi, \psi \omega\} = \{\phi, \psi\} \omega + \{\phi, \omega\} \psi \).

If \( \phi \) is not an invariant of the Hamiltonian \( H \), as in the case of constrained Hamiltonian systems with \( H = p^2/p + F(q) \) and \( \phi = g \), consider the adjusted (constrained) Hamiltonian function

\[
H_T^{(1)} = H + \mu \phi.
\]

Here the function \( \mu = \mu(q, p) \) plays much the same role as the Lagrange multiplier in (3)-(5). The function \( \mu \) is chosen to insure \( \phi = 0 \) along solutions, which certainly holds if \( \phi \) is a weak invariant of the flow of \( H_T^{(1)} \). For this to happen, we need that

\[
0 \approx \{\phi, H_T^{(1)}\} = \{\phi, H\} + \{\phi, \mu \phi\} = \{\phi, H\} + \{\phi, \phi\} \mu + \{\phi, \mu\} \phi.
\]

Taking \( \phi = 0 \) in the above, and noting that \( \{\phi, \phi\} = 0 \), we must have \( \{\phi, H\} \approx 0 \). Since we assumed \( \{\phi, H\} \neq 0 \), we have to treat the equation \( \psi \equiv \{\phi, H\} = 0 \) as a new constraint and consider the revised Hamiltonian

\[
H_T^{(2)} = H + \mu_1 \phi + \mu_2 \psi.
\]
If we now seek $\mu_1 = \mu_1(q, p)$ and $\mu_2 = \mu_2(q, p)$ to insure that both $\{\phi, H_T^{(2)}\} \approx 0$ and $\{\psi, H_T^{(2)}\} \approx 0$, we find that the key issue concerns the invertibility of the matrix of Poisson brackets,

$$R = \begin{bmatrix}
\{\phi, \phi\} & \{\phi, \psi\} \\
\{\psi, \phi\} & \{\psi, \psi\}
\end{bmatrix} = \begin{bmatrix}
0 & \{\phi, \psi\} \\
\{\psi, \phi\} & 0
\end{bmatrix}.$$ 

When $\{\phi, \psi\} \neq 0$, then $R$ is nonsingular, and we can solve for the functions $(\mu_1, \mu_2)$ so that both $\phi = 0$ and $\psi = 0$ are invariant for $H_T^{(2)}$. Furthermore, on $\phi = \psi = 0$ we have $H_T^{(2)} = H$.

We now turn to the case of a vector-valued constraint function. The main thing to bear in mind here is that, in the end, the constraints must be treated all at once, not one at a time. Given a vector of constraints $\phi = 0$, one must first augment these constraints by all of the "hidden" constraints which arise by taking Poisson brackets with the augmented Hamiltonians, i.e., through the recursive differentiation of the constraints and substitution of the differential equations derived from the Hamiltonian. This approach is taken in [13] in deriving control laws for constrained systems, where it is shown that two steps of the reduction process are sufficient if the constraints are independent and holonomic, i.e., essentially only dependent on $q$.

As an example, if we follow the reduction for $H = p^t p/2 + F(q)$ and independent constraints of the form $g(q) = 0$, we obtain the hidden constraints $G(q)p = 0$. The next step is the construction of the modified Hamiltonian $H_T$ from $H$ and the constraints; thus we set

$$H_T(q, p) := H(q, p) + \mu^t g(q) + \eta^t G(q)p.$$ 

Equations for $\mu$ and $\eta$ can be derived directly by insuring that $g(q) = 0$ and $G(q)p = 0$ are either weak or strong invariants of the flow derived from $H_T$. A slight generalization of the Poisson bracket notation to handle multiple constraints makes this straightforward.

Definition 3.1. Given vector-valued functions $\phi: \mathbb{R}^{2n} \to \mathbb{R}^l$ and $\psi: \mathbb{R}^{2n} \to \mathbb{R}^m$, the Poisson bracket of $\phi$ and $\psi$ is the $l \times m$ matrix whose $(i, j)$-component is defined by

$$\{(\phi, \psi)\}_{i,j} = \{\phi_i, \psi_j\}.$$ 

The following proposition shows how the generalized Poisson bracket can be evaluated in terms of the Jacobians of the vector functions.

Proposition 3.1. Given vector-valued functions $\phi: \mathbb{R}^{2n} \to \mathbb{R}^l$ and $\psi: \mathbb{R}^{2n} \to \mathbb{R}^m$, let $\phi_q, \phi_p \in \mathbb{R}^{l \times n}$, $\psi_q, \psi_p \in \mathbb{R}^{m \times n}$, and denote the Jacobian matrices of the indicated function with respect to the indicated variables. Then

$$\{\phi, \psi\} = \phi_q \psi_p^t - \phi_p \psi_q^t.$$ 

Using Proposition 3.1, we can easily see that $\{\phi, \psi\} = -\{\psi, \phi\}^t$. Proposition 3.2 is also useful in calculations:

Proposition 3.2. If $\phi$ and $\psi$ are as in Proposition 3.1, and $\lambda: \mathbb{R}^{2n} \to \mathbb{R}^m$, then

$$\{\phi, \lambda^t \psi\} = \{\phi, \psi\} \lambda + \{\phi, \lambda\} \psi.$$
Proof. We have
\[
\{\phi, \lambda^t \psi\} = \phi_q (\lambda^t \psi)_p^t - \phi_p (\lambda^t \psi)_q^t
\]
\[
= \phi_q (\psi_p^t \lambda + \psi^t \lambda_p) - \phi_p (\psi_q^t \lambda + \psi^t \lambda_q)
\]
\[
= \{\phi, \psi\} \lambda + \{\phi, \lambda\} \psi. \quad \Box
\]

The generalized Poisson bracket described here is purely a computational device and not technically a Poisson bracket in the classical sense (see, e.g., [17]). In particular, the Poisson bracket of a vector function with itself is a skew-symmetric matrix.

To get an invariant, we require
\[
\{g, H_T\} = \{g, H\} + \{g, \mu^t g\} + \{g, \eta^t Gp\} = 0,
\]
\[
\{Gp, H_T\} = \{Gp, H\} + \{Gp, \mu^t g\} + \{Gp, \eta^t Gp\} = 0.
\]

Working out the Poisson brackets in the first equation, we get
\[
(15) \quad -\{g, H\} = \{g, g\} \mu + \{g, \mu\} g + \{g, Gp\} \eta + \{g, \eta\} Gp.
\]

If we do not take the constraints to be satisfied and seek \( \mu \) and \( \eta \) so that, e.g., \( \{g, H_T\} \equiv 0 \), then we need to solve a system of partial differential equations which actually becomes singular along the constraints; thus it seems to be too much to ask for strong invariance of the constraints.

On the other hand, for a weak invariant, we may assume that \( g = Gp = 0 \). Next, note that \( \{g, g\} \) vanishes because \( g \) is a function of \( q \) only. Moreover, \( \{g, Gp\} = GG' \), and thus
\[
-\{g, H\} = GG' \eta.
\]

This can be solved for \( \eta \) provided \( G \) has full rank.

The second equation can be reduced to
\[
(16) \quad \dot{q} = p + \mu_p^t g + \eta_p^t Gp + G'\eta,
\]
\[
(17) \quad \dot{p} = -\nabla F - \mu^t g - G'\mu - \eta^t Gp - (Gp)^t \eta.
\]

From a computational point of view, it may be quite involved to formulate the system in this manner. In particular, we now need to compute third derivatives of \( g \) and second derivatives of \( F \). Below we will consider some simplifications in the hope of improving the computational efficacy of Hamiltonian formulation.

In Figure 3 (next page), a numerical experiment with the Hamiltonian underlying ODE for the nonlinear pendulum (12)−(14) in Cartesian coordinates is summarized. We computed \( \mu \) and \( \eta \) as described above. Starting from the initial configuration \( (q_1, q_2, p_1, p_2) = (1, 0, 0, -2) \), we solved the resulting Hamiltonian underlying ODE (16)−(17), using the implicit midpoint method and \( h = .1 \). The upper graph in Figure 3 demonstrates that the Hamiltonian
Figure 3. The Dirac underlying ODE for the pendulum; constraint residuals and Hamiltonian function

is approximately conserved over a relatively long time interval; the lower figure shows the extent to which the position and velocity constraint residuals are maintained during integration.

Figure 3 appears to contradict a result in Cooper [6] that says that quadratic invariants are exactly maintained by one-step methods (like the implicit midpoint method) which are “marginally algebraically stable”. However, the invariants in [6] are always taken to be strong invariants (first integrals), which implies that the invariant manifold is in a certain sense locally stable; as we see below, this is not the case for a weak invariant.

3.2. A simplification. The process outlined above for obtaining a weak invariant is not completely well defined. For example, the determination of $\mu$ from

$$-\{g, H\} = GG^t\eta$$

can be done in any number of ways if we are allowed to freely use the relation $g = 0$ or $Gp = 0$. For example, taking

$$-\{g, H\} + \alpha g = GG^t\eta$$

does not cause $g = 0$ to cease to be an invariant of the flow ultimately obtained, but it may change characteristics of that flow for points near $\mathcal{M}$ where $g \neq 0$. We may also note that if $H(q, p) = F(q) + \frac{\partial F}{\partial \dot{q}}$ and $g = g(q)$, then $\{g, H\} = Gp$, which is weakly zero when we are constraining with respect to both $g(q) = 0$ and $Gp = 0$. This means that we have the obvious choice of taking $\{g, H\} = 0$, which leads to $\eta = 0$, or to follow the derivation as outlined above, which would lead to $\eta \neq 0$ away from $\mathcal{M}$. There is no obvious, a priori reason to favor one of these formulations over the other.
If we take \( n = 0 \), we get
\[
H_T = H + \mu^i g,
\]
so that, after insuring that \( \mathcal{M} \) is invariant, we arrive at
\[
\begin{align*}
\dot{q} &= p + \mu^i_p g, \\
\dot{p} &= -\nabla F - \mu^i_p g - G^i \mu,
\end{align*}
\]
where \( \mu = (GG^i)^{-1}(G\nabla F - G_p(p, p)) \). This system requires the computation of third derivatives of \( g \) and second derivatives of \( H \) as before.

Besides providing a simplified Hamiltonian formulation, (18)–(19) has the immediate and natural consequence of showing that along the constraint \( (g = 0) \), the standard underlying ODE generates a Hamiltonian flow. However, as shown in the next section, the formulation (18)–(19) can possess a somewhat surprising instability, which can be observed in computations whenever numerical discretization induces a perturbation of the constraint. In Figure 4, the implicit midpoint method (a canonical discretization scheme) has been applied to solve (18)–(19) for the Cartesian pendulum discussed above with fixed stepsize \( h = .01 \) from \( t = 0 \) to \( t = 1 \) with the same initial conditions as for Figure 3. Although the wedge product is maintained in this case, the constraint residuals and the Hamiltonian function are very rapidly growing in time.

### 3.3. Stability of the constraint-invariants

Let us begin with the case of a linearly constrained quadratic Hamiltonian with constraint \( \phi = Gq \) and \( G \)
constant. Here we find that the simplified Hamiltonian system based on $\tilde{H}_T = H + \mu' G q$ is
\[ \dot{q} = p, \quad \dot{p} = -(I - \mathcal{H})\nabla F + D^2 F \mathcal{H} q, \]
where $D^2 F$ is the Hessian matrix of $F$. Multiplying both equations by the (here constant) projector $\mathcal{H}$, we obtain
\[ \mathcal{H} \dot{q} = \mathcal{H} p, \quad \mathcal{H} \dot{p} = \mathcal{H} D^2 F \mathcal{H} q. \]
Since $\mathcal{H} = \mathcal{H}^2$, we can change to variables $r = \mathcal{H} q$, $s = \mathcal{H} p$ and write
\begin{align*}
(20) & \quad \dot{r} = s, \\
(21) & \quad \dot{s} = Br,
\end{align*}
where $B = \mathcal{H} D^2 F \mathcal{H}$. Invariance of the constraints translates to $r = s = 0$. If the Hessian is constant and positive definite, as is the case near a stable equilibrium, $B$ is positive semidefinite, and the equilibrium position in (20)--(21) will be a saddle point. In this situation, one can expect an instability under perturbation of the constraint-invariants introduced via discretization.

If we perform a similar analysis starting from the Hamiltonian $H_T = \phi' + F(q) + p' G q + n' G p$ of Dirac, we arrive at equations
\[ \dot{q} = (I - 2\mathcal{H}) \dot{p}, \quad \dot{p} = -(I - \mathcal{H}) \nabla F + D^2 F \mathcal{H} q. \]
Multiplying the equations by $\mathcal{H}$, we get
\[ \mathcal{H} \dot{q} = \mathcal{H} (I - 2\mathcal{H}) \dot{p} = -\mathcal{H} \dot{p}, \quad \mathcal{H} \dot{p} = \mathcal{H} D^2 F \mathcal{H} q. \]
Hence, the corresponding system of differential equations for the constraint residuals is
\begin{align*}
(22) & \quad \dot{r} = -s, \\
(23) & \quad \dot{s} = Br.
\end{align*}
Now the equilibrium position $r = s = 0$ has become a stable center under the assumption that $D^2 F$ is positive definite.

3.4. **Nonlinear constraints.** We begin the discussion by writing the equations of motion for both formulations in the case of a single position constraint $\phi$. We derive a constraint of the form $\psi = \{\phi, H\}$. Assuming $\{\phi, \psi\} \neq 0$, we arrive at the Hamiltonian $H_T = H + \mu' \phi + \eta' \psi$. The conditions on $\mu$ and $\eta$ reduce to
\[
\{\phi, H_T\} \approx 0 \Rightarrow \{\phi, H\} + \{\phi, \psi\} \eta = 0, \\
\{\psi, H_T\} \approx 0 \Rightarrow \{\psi, H\} + \{\psi, \phi\} \mu + \{\psi, \psi\} \eta = 0.
\]
Since $\{\psi, \phi\}$ is an invertible matrix, and using $\{\phi, H\} = \psi$, we have
\[
\eta = -\{\phi, \psi\}^{-1} \psi, \\
\mu = -\{\psi, \phi\}^{-1} [\{\psi, H\} - \{\psi, \psi\} \{\phi, \psi\}^{-1} \psi].
\]
Now \( \{\phi, \phi\} = 0 \). Also, because the constraint is scalar, \( \{\psi, \psi\} = 0 \). Next, we write differential equations for the constraint residuals; thus

\[
\dot{\phi} = \{\phi, \dot{H}_t\} = \psi + \{\phi, -\{\psi, \phi\}^{-1}\{\psi, H\} - \{\psi, \phi\}^{-1}\psi\}\phi
\]

\[
\dot{\psi} = \{\psi, \dot{H}_T\} = \psi + \{\psi, -\{\psi, \phi\}^{-1}\{\psi, H\} - \{\psi, \phi\}^{-1}\psi\}\phi
\]

This simplifies to the system

(24) \[
\dot{\phi} = -\{\phi, \{\psi, \phi\}^{-1}\{\psi, H\}\} \phi - \{\phi, \{\psi, \phi\}^{-1}\psi\} \psi,
\]

(25) \[
\dot{\psi} = -\{\psi, \{\phi, \phi\}^{-1}\{\psi, H\}\} \phi - \{\psi, \{\phi, \phi\}^{-1}\psi\} \psi.
\]

Now by employing the product rule for Poisson brackets (Proposition 3.2), we get

\[
\{\phi, \{\phi, \psi\}^{-1}\psi\} \psi = \{\phi, \{\phi, \psi\}^{-1}\} \psi^2 + \{\phi, \psi\} \{\phi, \psi\}^{-1} \psi = \psi + O(\psi^2).
\]

Similarly, we have

\[
\{\psi, \{\phi, \psi\}^{-1}\psi\} \psi = \{\psi, \{\phi, \psi\}^{-1}\} \psi^2 + \{\psi, \psi\} \{\phi, \psi\}^{-1} \psi = 0(\psi^2).
\]

Thus, in the neighborhood of the constraint manifold, we have the following driving differential equations for the residuals:

(26) \[
\dot{\phi} = -\psi - \{\phi, \{\psi, \phi\}^{-1}\{\psi, H\}\} \phi,
\]

(27) \[
\dot{\psi} = -\{\psi, \{\phi, \phi\}^{-1}\{\psi, H\}\} \phi.
\]

On the other hand, if we start with \( \dot{H}_T = H + \mu^t \phi \), then we obtain via the same sort of calculations

(28) \[
\dot{\phi} = \psi - \{\phi, \{\psi, \phi\}^{-1}\{\psi, H\}\} \phi,
\]

(29) \[
\dot{\psi} = -\{\psi, \{\phi, \phi\}^{-1}\{\psi, H\}\} \phi.
\]

Note that the only difference between (26)-(27) and (28)-(29) is the sign that appears with \( \psi \) in the first equation of each system.

Let us turn to an example. For the Cartesian pendulum with zero gravity, \( \phi = (q^t q - l)/2 \) and \( \psi = q^t p \). The Dirac Hamiltonian becomes

\[
H_T(q, p) = \frac{p^t p}{2} + \frac{1}{2} \frac{p^t p}{q^t q} (q^t q - 1) - \frac{(q^t p)^2}{q^t q}
\]

and the corresponding ODE system is

\[
\dot{q} = \left(\frac{2q^t q - 1}{q^t q} - \frac{2}{q^t q} q q^t\right) p,
\]

\[
\dot{p} = -\frac{p^t p}{(q^t q)^2} q + \frac{2q^t p}{q^t q} p - 2 \left(\frac{q^t p}{q^t q}\right)^2 q.
\]
Equations for $\dot{\phi}$ and $\dot{\psi}$ follow immediately:

$$\dot{\phi} = q'\dot{q} = q'p - 2q'p + \frac{q'q - 1}{q'q}q'p = -\psi + \frac{\psi \phi}{\phi + 1/2},$$

$$\dot{\psi} = q'\dot{p} + p'\dot{q} = -\frac{p'p}{q'q} + p'p - 2\frac{(q'p)^2}{q'q} + \frac{p'q'q - 1}{q'q} \frac{\phi}{\phi + 1/2}.$$  

The term $p'p$ is a nuisance. If we treat it as a time-dependent coefficient, linearizing at $\phi = \psi = 0$, we get

$$\dot{\phi} = -\psi, \quad \dot{\psi} = 4p'p\phi,$$

which makes the origin a center; this agrees with the numerical experiment shown in Figure 3.

By contrast, if we had only made use of constraints on $q$ in formulating the system, we would have had, after following the above analysis and linearizing,

$$\dot{\phi} = \psi, \quad \dot{\psi} = 4p'p\phi,$$

meaning that the origin has become a saddle point; this is exactly the situation we would expect from viewing Figure 4.

Although the general nonlinear case can be quite complicated, some generalization of the comparative analysis for linear systems of the first part of this section is possible via linearization of nonlinear constraints if we bear in mind that a potential energy function always has a positive definite Hessian at least in the neighborhood of a stable equilibrium [7]. On the other hand, all we can conclude from the stability of the linearized system is the absence of an exponential instability in the nonlinear system [2].

3.5. **Weakly Hamiltonian underlying ODE.** Dirac's process requires the differentiation of the constraint multipliers $\mu$ and $\eta$; since $\mu$ and $\eta$ depend on second derivatives of $g$ and first derivatives of $H$, construction of a Hamiltonian underlying ODE along the lines of Dirac's theory in general requires third derivatives of $g$ and second derivatives of $H$. However, along the constraint manifold $\mathcal{M}$, which is an invariant under the flow of (16)–(17), the terms multiplying the partial derivatives of $\mu$ and $\eta$ vanish, and we are left with a simplified system:

$$\dot{q} = \nabla_p H + G^i\eta,$$

$$\dot{p} = -\nabla_q H - G^i\mu - (Gp)_q^i\eta.$$  

This system (referred to as the “Weakly Hamiltonian Dirac formulation”) behaves like a Hamiltonian system for initial values chosen on the constraint manifold; in fact, any underlying ODE is a Hamiltonian system along the constraint manifold. But under numerical discretization we cannot in general expect the constraints to be maintained exactly, so that a canonical ODE discretization scheme applied to (30)–(31) would not result in a canonical step-to-step map. On the other hand, (30)–(31) requires only the computation of second derivatives of $g$ and first derivatives of $H$; hence it may be much more easily computed for certain problems. This formulation has been treated in the literature.
in connection with Lagrangian formulations of the equations of motion (see, e.g., [9]). The stability of the constraints is well understood for the weakly Hamiltonian formulations (30)-(31) and the standard underlying ODE (see, e.g., [14]). For linear constraints, (30)-(31) leads to

\[ \dot{q} = (I - \mathcal{H})p, \quad \dot{p} = -(I - \mathcal{H})\nabla F, \]

and hence, in the previously used notation,

\[ \dot{r} = 0, \quad \dot{s} = 0 \]

for the projections \( r = \mathcal{H}q, \ s = \mathcal{H}p \). For the standard underlying ODE, one obtains

\[ \dot{r} = s, \quad \dot{s} = 0. \]

In other words, the constraints are weakly unstable. From this analysis, if one is not concerned with maintaining the symplectic structure, the formulation (30)-(31) would seem to be the more desirable formulation. Since this formulation (as well as the standard underlying ODE) corresponds to the restriction of a Hamiltonian system to the constraint manifold, it is natural to ask whether we could not get away with solving one of these two simplified systems using a canonical integration method without too much damage to the energy. Numerical experiments with, respectively, the standard underlying ODE and (30)-(31) formulations are summarized in Figures 5 and 6. We used a stepsize of \( h = .1 \) and solved the equations to tolerance \( 10^{-6} \).

![Figure 5](image-url)

**Figure 5. Standard underlying ODE formulation of the pendulum: energy and constraint residuals**
These experiments seem to indicate that direct integration of the weakly Hamiltonian formulations with a canonical integrator may offer a practical, although nonsymplectic, alternative to the true Hamiltonian formulation, even on relatively long intervals. Note that the energy conservation observed in Figure 6 is far better than that observed in Figure 3, and somewhat better than that of Figure 5. It turns out that this is exceptionally good behavior owing to the combination of having a single quadratic constraint and using the implicit midpoint method, since the original Hamiltonian $H$ is a first integral of the reformulation in this case. This topic will be addressed in a future article.
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