NUMERICAL SCHEMES FOR CONSERVATION LAWS VIA HAMILTON-JACOBI EQUATIONS

L. CORRIAS, M. FALCONE, AND R. NATALINI

Abstract. We present some difference approximation schemes which converge to the entropy solution of a scalar conservation law having a convex flux. The numerical methods described here take their origin from approximation schemes for Hamilton-Jacobi-Bellman equations related to optimal control problems and exhibit several interesting features: the convergence result still holds for quite arbitrary time steps, the main assumption for convergence can be interpreted as a discrete analogue of Oleinik's entropy condition, numerical diffusion around the shocks is very limited. Some tests are included in order to compare the performances of these methods with other classical methods (Godunov, TVD).

1. Introduction

We are interested in the approximation of the entropy weak solutions in the sense of Kružkov [15] of the following scalar conservation law:

\[
\begin{cases}
    u_t + f(u)_x = 0 & \text{in } \mathbb{R} \times (0, \infty), \\
    u(x, 0) = u_0(x) & \text{in } \mathbb{R}.
\end{cases}
\]  

(CL)

The connections between this problem and the theory of generalized solutions (see, e.g., [7, 6, 8, 16]) to the first-order Hamilton-Jacobi equation

\[
\begin{cases}
    v_t + f(v)_x = 0 & \text{in } \mathbb{R} \times (0, \infty), \\
    v(x, 0) = v_0(x) & \text{in } \mathbb{R}.
\end{cases}
\]  

(HJ)

are known. Roughly speaking, if \( v \) is a viscosity solution of (HJ), then \( u := v_x \) is an entropy solution of (CL) (for the precise results see §2). This relation has been used also for numerical purposes in order to derive schemes for (HJ) from the large collection of methods for (CL). In fact, it has been shown that integrating a scheme converging to the entropy solution of (CL) (called CL-scheme in the sequel), one can obtain a scheme converging to the viscosity solution of (HJ) (HJ-scheme in the sequel). This technique has been applied by several authors; e.g., Kružkov in [17] and Crandall and Lions in [9] have studied numerical methods derived from first-order schemes for (CL), Osher
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and Sethian in [25] have obtained schemes for (HJ) starting from ENO schemes (see also the recent paper of Lions and Souganidis [22] on the convergence of MUSCL schemes). We also use this relation for numerical purposes but in the opposite direction. The numerical approximation of (HJ) has the advantage that we deal with more regular solutions (typically they are locally Lipschitz continuous) and we take a discrete derivative in $x$ on the numerical solution of (HJ) to go back to $u$. Another advantage is that the expressions of the schemes for (HJ) are relatively simple in comparison with their analogs for (CL) (see §5). Our main result is the following. Assume we have a numerical scheme approximating the (unique) viscosity solution $v$ of (HJ), where the Hamiltonian $f$ is a $\mathcal{C}^1$ convex real function on $\mathbb{R}$ and $v_0 \in W^{1, \infty}(\mathbb{R})$ (we will comment on the nonconvex case in Remark 5.1). Let $\Delta x$ and $\Delta t$ be respectively the space and time steps and set, for some fixed $N \in \mathbb{N}$, $T := N \Delta t$. Let $v^n_j$ be a numerical approximation of $v$ at $(j \Delta x, n \Delta t)$, for $j \in \mathbb{Z}$ and $n \in \{0, \ldots, N\}$, and let us define, for example,

$$u^n_j := \frac{v^{n+1}_j - v^n_j}{\Delta x}.$$ 

We define on $\mathbb{R} \times (0, T)$ the piecewise constant function $u_\Delta$ as follows:

$$u_\Delta(x, t) := u^n_j \quad \text{if} \quad (x, t) \in \left((j - \frac{1}{2}) \Delta x, \left(j + \frac{1}{2}\right) \Delta x\right) \times [n \Delta t, (n+1) \Delta t),$$

and we do the same for $v_\Delta$.

**Theorem 1.1.** Assume that for any $t \in (0, T)$, the sequence $v_\Delta$ converges in $L^{\infty}(\mathbb{R})$ to the viscosity solution of (HJ) as $\Delta x$ and $\Delta t$ go to zero, and the following properties hold:

(i) there exists a constant $C_1$ such that for any $j \in \mathbb{Z}$ and for any integer $n \in \{0, \ldots, N\}$

$$|v_{j+1}^n - v_j^n| \leq C_1;$$

(ii) there exists a constant $C_2$ such that for any $j \in \mathbb{Z}$ and for any integer $n \in \{0, \ldots, N\}$

$$\frac{v_{j+1}^n - 2v_j^n + v_{j-1}^n}{\Delta x^2} \leq C_2.$$ 

Then for any $t \in (0, T)$ the sequence $u_\Delta$ converges in $L^1_{\text{loc}}(\mathbb{R})$ to the entropy solution $u$ of (CL).

Notice that the assumption (i) only implies the weak convergence of $u_\Delta$ to $u$. Since assumption (ii) is a discrete equivalent of the celebrated Oleinik’s entropy condition, this result can be stated saying that from an “entropic” scheme for viscosity solutions satisfying a bound on the discrete $x$-derivatives one can obtain, by (1.1), a scheme which converges strongly to the entropy solution of (CL). Notice that the forward difference in (1.1) is taken just for simplicity but that the result is still valid when using centered or backward differences. For initial data with compact support for (CL) the condition (1.2) can be dropped since it is implied by (1.3) (see Proposition 4.2).
An example of methods satisfying assumptions (i), (ii) is given by a class of schemes studied by Falcone and Giorgi [11] (see also [10] and references therein). These schemes have been developed for the Hamilton-Jacobi-Bellman equation related to a finite horizon optimal control problem but can be adapted to (HJ). Since they can be written in the form

$$v^n_j = \min_{\alpha \in \mathbb{R}} \{v^{n-1}(j\Delta x - \alpha \Delta t) + \Delta t f^*(\alpha)\},$$

where $f^*$ is the Legendre transform of $f$, one can interpret them as a discrete version of the Lax-Oleinik-Hopf representation formulas (see [19, 23, 14], and [21]) for the viscosity solutions of (HJ), see also [24]. An interesting feature of these schemes is that they do not work on a fixed number of nodes, since the stencil depends on the ratio $\Delta t/\Delta x$ which may be nonconstant. Choosing a large time step will only increase the width of the stencil in such a way that the domain of dependence of the conservation law will always be contained in the numerical domain of dependence. Naturally, this will require a larger number of operations at each time step but, as we will show in the sequel, the global CPU time necessary to obtain accurate results is even lower than that needed by some classical schemes (see §6). The HJ-schemes produce accurate approximate solutions both for smooth and for discontinuous solutions. We refer to [12] and [20] for a study and numerical experiments related to other difference schemes with large time step.

The outline of the paper is as follows. In §2 we review the relations between (CL) and (HJ), establishing some results about the precise correspondence between entropy solutions and viscosity solutions. In §3 we consider general classes of approximation schemes for both problems and prove the relations between them. Section 4 is devoted to the proof of our main convergence result, Theorem 1.1. In §5 we study the schemes derived from optimal control problems and prove that they satisfy the assumptions of the general convergence theorem. Some remarks on the CFL condition, the local truncation error and other properties of HJ-schemes are also included in this section. Finally, §6 is devoted to numerical results for some typical examples. We compare the accuracy of our methods with other more classical schemes (Godunov, TVD) and we compute the approximate rate of convergence obtained in our tests.

2. Preliminaries: relation between conservation laws and Hamilton-Jacobi equations

In this section we shall present for completeness some simple results about the equivalence of (HJ) and (CL) from an analytical point of view. First we quote a preliminary result from [21, Theorem 16.1, p. 268].

**Proposition 2.1.** Let $f \in C(\mathbb{R})$ and assume $v \in W^{1,\infty}(\mathbb{R} \times (0, T))$ to be a solution of (HJ). Then $u := v_x$ is a weak solution of (CL).

Our first result is the following

**Theorem 2.2.** Let $f \in C^1(\mathbb{R})$, $v_0 \in W^{1,\infty}(\mathbb{R})$. If $v \in W^{1,\infty}(\mathbb{R} \times (0, T))$ is the (unique) viscosity solution of (HJ), then $u := v_x$ is the (unique) entropy solution of (CL).
Proof. As proved in [9], the viscosity solution $v$ is the limit as $\varepsilon \to 0^+$ in $L^\infty(\mathbb{R} \times (0, T))$ of the regular solutions $v^\varepsilon$ of the following problems:

$$
\begin{align*}
\left\{
\begin{array}{ll}
v_x^\varepsilon + f(v^\varepsilon_x) = \varepsilon v_{xx}^\varepsilon & \text{in } \mathbb{R} \times (0, T), \\
v^\varepsilon(x, 0) = v_0(x) & \text{in } \mathbb{R}.
\end{array}
\right.
\end{align*}
$$

(2.1)

Hence, we have for any $\phi \in C_0^\infty(\mathbb{R} \times (0, T))$

$$
\lim_{\varepsilon \to 0^+} \int_0^T \int_\mathbb{R} v_\varepsilon^x \phi \, dx \, dt = -\lim_{\varepsilon \to 0^+} \int_0^T \int_\mathbb{R} v_\varepsilon^x \phi \, dx \, dt
= -\int_0^T \int_\mathbb{R} v_\varepsilon \phi \, dx \, dt = \int_0^T \int_\mathbb{R} v_\varepsilon x \phi \, dx \, dt.
$$

Obviously, the function $u^\varepsilon := v_\varepsilon^x$ solves the derived problem

$$
\begin{align*}
\left\{
\begin{array}{ll}
u_\varepsilon^t + f(u^\varepsilon_x) = \varepsilon u_{xx}^\varepsilon & \text{in } \mathbb{R} \times (0, T), \\
u_\varepsilon^t(x, 0) = v_0^x(x) & \text{in } \mathbb{R}.
\end{array}
\right.
\end{align*}
$$

(2.2)

and, according to [15], the sequence $u^\varepsilon$ converges in $L^1_{\text{loc}}(\mathbb{R} \times (0, T))$, as $\varepsilon \to 0$, to the entropy solution $u$ of (CL).

Then, for any $\phi \in C_0^\infty(\mathbb{R} \times (0, T))$,

$$
\lim_{\varepsilon \to 0^+} \int_0^T \int_\mathbb{R} u_\varepsilon \phi \, dx \, dt = \int_0^T \int_\mathbb{R} u \phi \, dx \, dt.
$$

Consequently,

$$
\int_0^T \int_\mathbb{R} v_\varepsilon \phi \, dx \, dt = \int_0^T \int_\mathbb{R} u \phi \, dx \, dt,
$$

and $v_\varepsilon = u$ a.e. in $\mathbb{R} \times (0, T)$. \hfill \Box

A converse of these results also holds true:

**Proposition 2.3.** Let $f \in C(\mathbb{R})$ and assume $u \in L^\infty_{\text{loc}}(\mathbb{R} \times (0, T))$ to be a weak solution of (CL). Let

$$
v(x, t) := \int_{a}^{x} u(\xi, t) \, d\xi
$$

for a fixed $\alpha \in \mathbb{R}$. Then $v \in W^{1, \infty}(\mathbb{R} \times (0, T))$, and $v$ is a solution of (HJ) almost everywhere.

**Proof.** Since $u \in L^\infty_{\text{loc}}(\mathbb{R} \times (0, T))$, there exists a set $A \subset (0, T)$, with Lebesgue measure $m(A) = 0$, such that for any $t \in (0, T) \setminus A$, $u$ is defined a.e. on $\mathbb{R}$ and $u(\cdot, t) \in L^\infty_{\text{loc}}(\mathbb{R})$. Then for such values of $t$, $v(\cdot, t) \in L^\infty_{\text{loc}}(\mathbb{R})$. Moreover, for any $t \in (0, T) \setminus A$ and any $\phi \in C_0^\infty(\mathbb{R} \times (0, T))$,

$$
\int_\mathbb{R} v(x, t) \phi_x(x, t) \, dx = \int_\mathbb{R} \left[ \int_{a}^{x} u(\xi, t) \, d\xi \right] \phi_x(x, t) \, dx
= -\int_\mathbb{R} u(x, t) \phi(x, t) \, dx.
$$

Thus, integrating on $(0, T)$, one has $u = v_\varepsilon$ in the sense of distribution and almost everywhere. Since $u$ is a weak solution of (CL), we have, for any $\phi \in C_0^\infty(\mathbb{R} \times (0, T))$,

$$
\int_0^T \int_\mathbb{R} f(u) \phi \, dx \, dt = -\int_0^T \int_\mathbb{R} u \phi_x \, dx \, dt
= -\int_0^T \int_\mathbb{R} v_\varepsilon \phi_x \, dx \, dt = +\int_0^T \int_\mathbb{R} v_{\varepsilon x} \phi \, dx \, dt.
$$
So there exists \( v_t \) in the sense of distribution, and \( v_t = -f(u) = -f(v_x) \).
Therefore, \( v \in W^{1,\infty}_{\text{loc}}(\mathbb{R} \times (0, T)) \), and \( v \) is a solution almost everywhere of \((HJ)\). \( \square \)

For any \( u \in C([0, T]; L^1(\mathbb{R})) \), we set
\[
(2.3) \quad v(x, t) := \int_{-\infty}^{x} u(\xi, t) \, d\xi.
\]
Therefore, for any \( t \in (0, T) \), the function \( v(\cdot, t) \), is absolutely continuous and \( v_x = u \) a.e.

**Theorem 2.4.** Let \( f \in C^1(\mathbb{R}) \) and \( u_0 \in L^\infty(\mathbb{R}) \cap L^1(\mathbb{R}) \). Assume that \( u \in L^\infty(\mathbb{R} \times (0, T)) \cap C([0, T]; L^1(\mathbb{R})) \) is the (unique) entropy solution of \((CL)\); then the function \( v \) given by \((2.3)\) is the (unique) viscosity solution of \((HJ)\), for \( v_0(x) := \int_{-\infty}^{x} u_0(\xi) \, d\xi \).

**Proof.** Since \( u \in C([0, T]; L^1(\mathbb{R})) \), we have that \( v \in W^{1,\infty}(\mathbb{R} \times (0, T)) \) and that it is a solution almost everywhere of \((HJ)\). Also,
\[
\lim_{t \to 0} \|v(x, t) - v_0(x)\| \leq \lim_{t \to 0} \int_{-\infty}^{x} |u(\xi, t) - u_0(\xi)| \, d\xi = 0.
\]
Now, suppose \( v \) is not the viscosity solution of \((HJ)\), and denote by \( \overline{v} \) the (unique) actual viscosity solution. So, by Theorem 2.2, \( \overline{v}_x \) is the unique entropy solution of \((CL)\) and therefore, for any \( \varphi \in C^0_0(\mathbb{R} \times (0, T)) \),
\[
\iint (v - \overline{v}) \varphi \, dx \, dt = 0.
\]
Hence, the conclusion follows from the arbitrariness of \( \varphi \). \( \square \)

**Remark 2.1.** It would be interesting to prove this analytical equivalence without using the known results about existence, uniqueness, and convergence of the viscosity approximation. As far as we know, this proof has been obtained by the viscosity approximation only in the convex case and in the case of piecewise regular solutions (see [8]). More recently, Caselles [4] has proved the equivalence in a direct way for the stationary problem. It is probably possible to extend his methods to deal with the time-dependent problem.

### 3. Relations between CL-schemes and HJ-schemes

Here we consider the numerical aspects of the correspondence between entropy solutions of a conservation law and viscosity solutions of a Hamilton-Jacobi equation.

To approximate the solution \( u \) of \((CL)\), we consider the class of finite difference schemes depending on \((2p + 1)\) grid points and written in *conservation form*, i.e.,
\[
(3.1) \quad u_j^{n+1} = u_j^n - \frac{\Delta t}{\Delta x} \left[ f_j^{n+1} - f_j^n \right].
\]
Here, \( \Delta x \) and \( \Delta t \) are the mesh sizes, \( u_j^n \) is the value of the approximation of the solution \( u \) at the grid node \((j\Delta x, n\Delta t)\), for \( j \in \mathbb{Z}, n \in \{0, \ldots, N\} \).
and \( \overline{f}_{j+\frac{1}{4}} = \overline{f}(u^n_{j-p+1}, \ldots, u^n_{j+p}) \) is the numerical flux, where \( \overline{f} : \mathbb{R}^{2p} \to \mathbb{R} \) is a regular function.

For \( \Delta x \) and \( \Delta t \) fixed, the approximate solution is given by

\[
u^n_A(x, t) := u^n_j \quad \text{for} \quad (x, t) \in I_{j,n},
\]

where, for \( j \in \mathbb{Z}, \ n \in \{0, \ldots, N\}, \)

\[I_{j,n} := \left( \left( j - \frac{1}{2} \right) \Delta x, \left( j + \frac{1}{2} \Delta x \right) \right) \times [n\Delta t, (n+1)\Delta t].\]

We assume for simplicity

\[(3.2) \quad \{u^n_j\}_{j \in \mathbb{Z}, \ n \geq 0}, \quad \forall n \geq 0.\]

From (3.1) it is enough to assume (3.2) only for \( n = 0. \)

Now we set, for \( 0 < n < N, \)

\[v^n_j := \sum_{l=-\infty}^{j-1} u^n_l \Delta x. \quad (3.3)\]

So, we can reverse this relation to obtain

\[u^n_j = \frac{v^n_{j+1} - v^n_j}{\Delta x}, \quad (3.4)\]

and therefore, by using again (3.1), we obtain a finite difference \((2p+1)\)-point conservative scheme which approximates (HJ), namely

\[v_{n+1}^j = v^n_j - \Delta t \overline{f} \left( \frac{v^n_{j-p+1} - v^n_{j-p}}{\Delta x}, \ldots, \frac{v^n_{j+p} - v^n_{j+p-1}}{\Delta x} \right). \quad (3.5)\]

The approximate solution for (HJ) is then given by

\[v^n_A(x, t) := v^n_j \quad \text{for} \quad (x, t) \in I_{j,n}. \quad \text{Theorem 3.1. If} \quad \text{for any} \quad t \in (0, T), \quad \text{the sequence} \quad u^n_A(\cdot, t) \quad \text{as} \quad \Delta x \quad \text{and} \quad \Delta t \quad \text{go to zero, converges in} \quad L^1(\mathbb{R}) \quad \text{to the entropy solution} \quad u \quad \text{of} \quad (CL), \quad \text{then, for any} \quad t \in (0, T), \quad \text{the sequence} \quad v^n_A(\cdot, t) \quad \text{converges in} \quad L^\infty(\mathbb{R}) \quad \text{to the viscosity solution} \quad v \quad \text{of} \quad (HJ). \]

\[\text{Proof.} \quad \text{For any} \quad (x, t) \in \mathbb{R} \times (0, T) \quad \text{let} \quad j \in \mathbb{Z}, \ n \in \{0, \ldots, N\} \quad \text{be such that} \quad (x, t) \in I_{j,n}. \quad \text{Since from Theorem 2.4 the function} \quad v \quad \text{given by} \quad (2.3) \quad \text{is the viscosity solution of} \quad (HJ), \quad \text{we have}
\]

\[
|v^n_A(x, t) - v(x, t)| = \left| v^n_j - \int_{-\infty}^x u(\xi, t) \, d\xi \right|
\]

\[
= \left| \sum_{l=-\infty}^{j-1} u^n_l \Delta x - \int_{-\infty}^x u(\xi, t) \, d\xi \right|
\]

\[
= \left| \int_{-\infty}^{(j-1/2)\Delta x} (u^n_A(\xi, t) - u(\xi, t)) \, d\xi - \int_{(j-1/2)\Delta x}^x u(\xi, t) \, d\xi \right|
\]

Hence,

\[
\|v^n_A(\cdot, t) - v(\cdot, t)\|_{L^\infty(\mathbb{R})} \leq \|u^n_A(\cdot, t) - u(\cdot, t)\|_{L^1(\mathbb{R})} + \Delta x \|u\|_{L^\infty(\mathbb{R} \times (0, T))},
\]

and the theorem is proved. \(\Box\)
Remark 3.1. The extension of Theorem 3.1 to the case when (3.2) does not hold is straightforward. Notice that the conservation form (3.1) allows the simple expression (3.5), but in principle Theorem 3.1 holds true for any finite difference scheme.

4. A GENERAL CONVERGENCE RESULT

In order to obtain numerical schemes for conservation laws from those for Hamilton-Jacobi equations, we need to reverse the arguments of the preceding section.

Let \( v^n_j \) be the approximation of the solution \( v \) of (HJ) at the grid point \((j\Delta x, n\Delta t)\), given by a general finite difference scheme
\[
v_{j}^{n+1} = F(v_{j-p}^{n}, \ldots, v_{j+p}^{n}),
\]
and define \( u^n_j \), for example, as in (1.1). As above, \( u_\Delta \) and \( v_\Delta \) will denote the corresponding approximate solutions.

We recall that, if the function \( f \) is strictly convex and \( v \) is the viscosity solution of (HJ), there exists a constant \( K \) such that, for any \( t > 0 \),
\[
v_{xx} \leq K \quad \text{in} \quad \mathcal{D}'(\mathbb{R} \times (0, T))
\]
if the same inequality holds true at \( t = 0 \) (see [21, Theorem 16.1, p. 268] for a proof).

Lemma 4.1. Assume \( v \in W^{1, \infty}(\mathbb{R}) \) and suppose there exists a constant \( K \) such that
\[
v_{xx} \leq K \quad \text{in} \quad \mathcal{D}'(\mathbb{R}).
\]
Then, for any \( h \) and any \( x \in \mathbb{R} \),
\[
\frac{v(x+h) - 2v(x) + v(x-h)}{h^2} \leq K.
\]
The proof is omitted.

Proof of Theorem 1.1. It is clearly sufficient to work with the more convenient convergence in \( L^2_A \). Let \( v \) be the viscosity solution of (HJ). We set
\[
\tilde{u}_A(x, t) := \frac{v((j+1)\Delta x, n\Delta t) - v(j\Delta x, n\Delta t)}{\Delta x} \quad \text{for} \quad (x, t) \in I_{j,n}.
\]
Let \( I \) be any fixed bounded interval of \( \mathbb{R} \). We have
\[
\int_I |u_A(x, t) - u(x, t)|^2 \, dx \leq 2 \int_I |u_A(x, t) - \tilde{u}_A(x, t)|^2 \, dx
\]
\[
+ 2 \int_I |\tilde{u}_A(x, t) - u(x, t)|^2 \, dx =: 2(I_1 + I_2).
\]
First step: the estimate of \( I_1 \). Let \( S = \{j_1, \ldots, j_m\} \subseteq \mathbb{Z} \) be such that
\[
I \cap \left[ \left( j_i - \frac{1}{2} \right) \Delta x, \left( j_i + \frac{1}{2} \right) \Delta x \right] \neq \emptyset
\]
for any $j_i \in S$. Then, if $t \in [n\Delta t, (n+1)\Delta t)$, we have

$$I_1 = \int_t |u_\Delta(x, t) - \tilde{u}_\Delta(x, t)|^2 \, dx$$

$$\leq \sum_{j \in S} \left| \frac{v_{n+1}^j - v_j}{\Delta x} - \frac{v((j+1)\Delta x, n\Delta t) - v(j\Delta x, n\Delta t)}{\Delta x} \right|^2 \Delta x .$$

With the notation $w_j^n := v_j^n - v(j\Delta x, n\Delta t)$, the above inequality becomes

$$I_1 \leq \sum_{j \in S} \left| \frac{\Delta_x^+ w_j^n}{\Delta x} \right|^2 \Delta x ,$$

where $\Delta_x^+$ is the forward first difference operator. Thus, setting $S' = S \setminus \{j_1\}$, we have

$$I_1 \leq \sum_{j \in S'} (w_{j+1}^n - w_j^n) \frac{\Delta_x^+ w_j^n}{\Delta x^2} \Delta x$$

$$= w_{j+1}^n \frac{\Delta_x^+ w_j^n}{\Delta x} - w_j^n \frac{\Delta_x^+ w_j^n}{\Delta x} - \sum_{j \in S'} w_j^n \frac{\Delta_x^+ w_j^n - \Delta_x^- w_j^n}{\Delta x} \Delta x$$

$$\leq \sup_{j, n} |v_j^n - v(j\Delta x, n\Delta t)| \left[ \sum_{j \in S'} \left( \left| \frac{\Delta_x^+ v_j^n}{\Delta x^2} \right| + \left| \frac{\Delta_x^- v_j^n}{\Delta x^2} \right| \right) \Delta x \right. + 2(C_1 + \|v\|_{W^{1, \infty}}) \right] ,$$

where we have used (1.2) and the definition of $w_j^n$. Now, from (1.3) we deduce, for any $j \in Z$ and $n = 1, \ldots, N$,

$$u_j^n - u_{j-1}^n \leq C_2 \Delta x ,$$

and therefore, setting $z_j^n := u_j^n - C_2 j \Delta x$, we obtain

$$z_{j+1}^n \leq z_j^n ,$$

for any $j \in Z$ and $n = 1, \ldots, N$. Then we have the following inequality:

$$\sum_{j \in S'} \left| \frac{\Delta_x^+ v_j^n}{\Delta x^2} \right| \Delta x = \sum_{j \in S'} |u_j^n - u_{j-1}^n| \leq \sum_{j \in S'} |z_{j+1}^n - z_j^n| + C_2(j_m - j_1) \Delta x$$

$$= z_{j_1}^n - z_{j_m}^n + C_2(j_m - j_1) \Delta x$$

$$= u_{j_1}^n - u_{j_m}^n + 2C_2(j_m - j_1) \Delta x$$

$$\leq 2(C_1 + C_2 |I|) .$$

In a similar way we can estimate the term $\sum_{j \in S'} \left| \frac{\Delta_x^+ v(j\Delta x, n\Delta t)}{\Delta x^2} \right| \Delta x$ by using Lemma 4.1.

Finally, setting

$$C_3 := 4(C_1 + \|v\|_{W^{1, \infty}}) + 2(C_2 + K) |I| ,$$

we get

$$I_1 = \int_I |u_\Delta(x, t) - \tilde{u}_\Delta(x, t)|^2 \, dx \leq C_3 \sup_{j, n} |v_j^n - v(j\Delta x, n\Delta t)| .$$
Second step: the estimate of $I_2$. We continue to use the previous notations. Then

$$I_2 = \int_I \left| \tilde{u}_\Delta(x, t) - u(x, t) \right|^2 \, dx$$

$$\leq 2 \sum_{j \in S} \int_{(j-1/2)\Delta x}^{(j+1/2)\Delta x} \left| \frac{v((j+1)\Delta x, n\Delta t) - v(j\Delta x, n\Delta t)}{\Delta x} \right| \frac{v(x + \Delta x, t) - v(x, t)}{\Delta x}^2 \, dx$$

$$+ 2 \int_I \left| \frac{v(x + \Delta x, t) - v(x, t)}{\Delta x} - v_x(x, t) \right|^2 \, dx$$

$$=: 2(J_1 + J_2) .$$

It is easily seen, from the Rademacher theorem, that

(4.5) $J_2 = O(\Delta x)$ .

To estimate the term $J_1$, we shall follow the first step of the proof. Set

$$w(x, t) := v(j\Delta x, n\Delta t) - v(x, t) \quad \text{for} \ (x, t) \in I_{j,n} .$$

Then

$$J_1 = \sum_{j \in S'} \int_{(j-1/2)\Delta x}^{(j+1/2)\Delta x} \left| \frac{w(x + \Delta x, t) - w(x, t)}{\Delta x} \right|^2 \, dx$$

$$= - \sum_{j \in S'} \int_{(j-1/2)\Delta x}^{(j+1/2)\Delta x} w(x, t) \frac{\Delta_x^2 w(x, t)}{\Delta x^2} \, dx$$

$$+ \int_{(j+3/2)\Delta x}^{(j+1/2)\Delta x} w(x, t) \left( \frac{w(x, t) - w(x - \Delta x, t)}{\Delta x^2} \right) \, dx$$

$$- \int_{(j-1/2)\Delta x}^{(j+1/2)\Delta x} w(x, t) \left( \frac{w(x + \Delta x, t) - w(x, t)}{\Delta x^2} \right) \, dx .$$

Since $v \in W^{1,\infty}(\mathbb{R} \times (0, T))$, we have immediately

$$|w(x, t)| \leq \|v\|_{W^{1,\infty}} \sqrt{\Delta x^2 + \Delta t^2} .$$

Therefore, by using again Lemma 4.1, we have the following inequality:

$$J_1 \leq \|v\|_{W^{1,\infty}} \sqrt{\Delta x^2 + \Delta t^2} \left[ \sum_{j \in S'} \left| \frac{\Delta_x^2 v(j\Delta x, n\Delta t)}{\Delta x^2} \right| \, dx \right.$$}

$$+ \sum_{j \in S'} \int_{(j-1/2)\Delta x}^{(j+1/2)\Delta x} \left| \frac{\Delta_x^2 v(x, t)}{\Delta x^2} \right| \, dx + 4\|v\|_{W^{1,\infty}} \right]$$

$$\leq \|v\|_{W^{1,\infty}} \sqrt{\Delta x^2 + \Delta t^2} \left[ \sum_{j \in S'} \underbrace{\int_{(j-1/2)\Delta x}^{(j+1/2)\Delta x} \left| \frac{\Delta_x^2 v(x, t)}{\Delta x^2} \right| \, dx} \right.$$

$$+ 6 \|v\|_{W^{1,\infty}} + 2K|I| .$$
To conclude the proof, we only have to estimate the sum in the last inequality. Define

\[ \tilde{u}_\Delta(x, t) := \frac{v(x + \Delta x, t) - v(x, t)}{\Delta x}. \]

By Lemma 4.1, we have for any \((x, t) \in \mathbb{R} \times (0, T),\)

\[ \tilde{u}_\Delta(x + \Delta x, t) - K(x + \Delta x) \leq \tilde{u}_\Delta(x, t) - Kx. \]

Consequently, we can easily show, using the above arguments, that

\[
\sum_{j \in S'} \int_{(j-1/2)\Delta x}^{(j+1/2)\Delta x} \left| \tilde{u}_\Delta(x, t) - \tilde{u}_\Delta(x - \Delta x, t) \right| \, dx
\]

\[
\leq \frac{1}{\Delta x} \left[ \int_{(j+1/2)\Delta x}^{(j+3/2)\Delta x} (\tilde{u}_\Delta(x - \Delta x, t) - K(x - \Delta x)) \, dx \right. \\
\left. - \int_{(j-1/2)\Delta x}^{(j+1/2)\Delta x} (\tilde{u}_\Delta(x, t) - Kx) \, dx \right] + K|I|
\]

\[
\leq 2\|v\|_{W^{1, \infty}} + 2K|I|.
\]

We conclude that

\[
(4.6) \quad J_1 \leq C_4\|v\|_{W^{1, \infty}} \sqrt{\Delta x^2 + \Delta t^2},
\]

where

\[
C_4 := 8\|v\|_{W^{1, \infty}} + 4K|I|.
\]

The assertion follows from (4.4), (4.5), and (4.6). \(\Box\)

We remark that the inequality (1.3) is a discrete analogue of the celebrated Oleinik entropy condition [23].

**Remark 4.1.** The proof of Theorem 1.1, for simplicity, has been given using a forward finite difference representation for \(u_x\). The same result (and the same proof) holds true for centered or backward differences.

**Remark 4.2.** For compact support initial data for (CL), the condition (1.3) implies (1.2). In fact, we have the following

**Proposition 4.2.** Let \(\{v_j\}\) be a real-valued sequence, \(j \in \mathbb{Z}\), and \(M, R, h_0, K\) some positive constants such that:

(a) for \(|h| \geq R\), for all \(h \in (0, h_0)\) and \(j \in \mathbb{Z}\)

\[ v_{j+1} = v_j; \]

(b) for all \(h \in (0, h_0)\) and \(j \in \mathbb{Z}\)

\[ \frac{v_{j+1} - 2v_j + v_{j-1}}{h^2} \leq K. \]

Then, for all \(h \in (0, h_0), j \in \mathbb{Z}\), we have

\[ \left| \frac{v_{j+1} - v_j}{h} \right| \leq K(2R + h_0). \]

**Proof.** Set, for any \(j \in \mathbb{Z},\)

\[ w_j = v_j - \frac{1}{2}K(hj)^2. \]
Then, by calculation,
\begin{equation}
(4.7) \quad w_{j+1} - w_j \leq w_j - w_{j-1}, \quad \forall j.
\end{equation}
By applying (4.7) iteratively we can determine an upper bound for \( w_{j+1} - w_j \) which is independent from \( M \). In fact, for \( |h_j| \leq R \), we have
\[
\left| \frac{w_{j+1} - w_j}{h} \right| \leq \frac{1}{2} K (2R + h_0),
\]
and therefore
\[
\left| \frac{v_{j+1} - v_j}{h} \right| \leq \left| \frac{w_{j+1} - w_j}{h} \right| + \frac{1}{2} K h (2j + 1) \leq K (2R + h_0). \quad \square
\]

**Remark 4.3.** Let \( I \) be any fixed interval of \( \mathbb{R} \), and \( S = \{j_1, \ldots, j_m\} \subseteq \mathbb{Z} \) be such that
\[
I \cap \left( \left( j_i - \frac{1}{2} \right) \Delta x, \left( j_i + \frac{1}{2} \right) \Delta x \right) \neq \emptyset
\]
for any \( j_i \in S \). From (1.1) and (1.3) we have, for any \( j \in \mathbb{Z} \) and \( n = 1, \ldots, N \),
\[
u^n_j - u^n_{j-1} \leq C_2 \Delta x,
\]
and therefore, setting \( z^n_j := \nu^n_j - C_2 j \Delta x \),
\[
z^n_{j+1} \leq z^n_j.
\]
Consequently, we have the following inequality for the total variation of \( u^n_j \) on the interval \( I \):
\[
TV_I(u^n) \leq \sum_{i=2}^{m} |u^n_{j_i} - u^n_{j_i-1}| \leq \sum_{i=2}^{m} |z^n_{j_i} - z^n_{j_i-1}| + C_2 (j_m - j_1) \Delta x
\]
\[
= z^n_{j_1} - z^n_{j_m} + C_2 (j_m - j_1) \Delta x
\]
\[
= u^n_{j_1} - u^n_{j_m} + 2C_2 (j_m - j_1) \Delta x
\]
\[
\leq 2 (C_1 + C_2 |I|).
\]
Thus, our schemes are locally TVB (i.e., they have bounded total variation). Nevertheless, we cannot use Harten's theorem [13] since, in general, they are not in conservation form (see also Proposition 5.3 and the Remark 5.1).

## 5. CL-schemes derived from HJ-schemes

As we mentioned in the introduction, we can construct schemes satisfying the assumptions of the general convergence theorem, starting from the schemes which have been studied to obtain an approximation of the value function of a finite horizon optimal control problem.

We briefly describe here the origin of these methods referring to [11] and [10] for details.

Consider a system of controlled ordinary differential equations
\begin{equation}
\begin{cases}
y'(s) = b(y(s), s, \alpha(s)), & s \in (t, T), \\
y(t) = x,
\end{cases}
\end{equation}

where $\alpha(\cdot) \in \mathcal{A} := \{\alpha(\cdot) : [0, T] \to A, \text{ measurable}\}$ is the control, $A$ is a given subset of $\mathbb{R}^m$ and $y \in \mathbb{R}^n$ the state. The cost functional related to the finite horizon problem is

$$J(x, t, \alpha(\cdot)) := \int_t^T g(y(s), s, \alpha(s))e^{-\lambda(s-t)} \, ds + \psi(y(T))e^{-\lambda(T-t)},$$

where $\lambda$ is a positive real parameter.

The value function is defined as

$$w(x, t) := \inf_{\alpha(\cdot) \in \mathcal{A}} J(x, t, \alpha(\cdot)).$$

It is well known that, via the Dynamic Programming Principle, one can prove that $w$ satisfies the Hamilton-Jacobi-Bellman equation

$$(HJB) \quad \begin{cases} -\frac{\partial}{\partial t} w + \lambda w + \sup_{a \in A}\{-b(x, t, a) \cdot \nabla w - g(x, t, a)\} = 0 \quad \text{in } \mathbb{R}^n \times (0, T), \\ w(x, T) = \psi(x) \quad \text{in } \mathbb{R}^n. \end{cases}$$

Moreover (see, e.g., [21, §8.4]), $w$ is the unique viscosity solution of $(HJB)$.

The scheme for the approximation of the value function $w$ is based on a discretization in time (step $k := \Delta t$) of the control problem (5.1), (5.2). A Discrete Dynamic Programming Principle leads to a discrete (in time) version of $(HJB)$. Adding a grid in the space variable (step $h := \Delta x$), one can get an approximation scheme ([11]) which, in the one-dimensional case, is

$$(HJB)^h_k \quad \begin{cases} w(jh, nk) = \min_{a \in A}\{e^{-\lambda k} w(jh + k b(jh, nk, a), (n+1)k) + k, g(jh, nk, a)\}, \\ w(jh, Nk) = \psi(jh), \end{cases}$$

where $n = 0, \ldots, N$ and $Nk = T$.

With $w^h_j$ denoting the approximate solution obtained by applying the above scheme, the following estimate holds (see [11]):

$$(5.3) \quad |w(jh, nk) - w^h_j| \leq C_1 k^k + C_2 h + C_3 \frac{h}{k}.$$  

We now show how this scheme can be applied to solve $(HJ)$. We start recalling that whenever $f$ is a convex function, $(HJ)$ can be written as

$$(5.4) \quad \begin{cases} v_t + \sup_{a \in \mathbb{R}}\{av_x - f^*(a)\} = 0 \quad \text{in } \mathbb{R} \times (0, T), \\ v(x, 0) = v_0(x) \quad \text{in } \mathbb{R}, \end{cases}$$

where $f^*$ denotes the Legendre transform of $f$, that is,

$$(5.5) \quad f^*(x) = \sup_{a \in \mathbb{R}}\{ax - f(a)\} \quad \text{for any } x \in \mathbb{R}.$$  

By applying to (5.4) the change of variable

$$v(x, t) = w(x, T-t)e^{\lambda t},$$
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we transform the original Cauchy problem for \( v \) in the following problem with a terminal condition:
\[
\begin{cases}
- w_t + \lambda w + \sup_{a \in \mathbb{R}} \{ aw_x - f^*(a) e^{-\lambda(T-t)} \} = 0 \quad \text{in } \mathbb{R} \times (0, T), \\
w(x, T) = v_0(x) \quad \text{in } \mathbb{R},
\end{cases}
\]
i.e., we get the (HJB) corresponding to the control problem with \( b(x, t, a) = -a \) and
\[
g(x, t, a) = f^*(a) e^{-\lambda(T-t)}. \]
In order to have a scheme for (HJ), we do now the same, but in the opposite way, for the discrete problem. Then, introducing the change of variable
\[
w(jh, nk) := v(jh, T - nk) e^{-\lambda(T-nk)},
\]
we transform \((HJB)^n_k\) into the following scheme for the Cauchy problem:
\[
\begin{cases}
v(jh, nk) = \inf_{a \in \mathbb{R}} \{ v(jh + kb(jh, T - nk, a), (n - 1)k) + kg(jh, T - nk, a) e^{\lambda nk} \}, \\
v(jh, 0) = \psi(jh),
\end{cases}
\]
(5.6)
which, in the special case of problem (5.4), corresponds to
\[
\begin{cases}
v^n = \inf_{a \in \mathbb{R}} \{ v^{n-1}(jh - ka) + kf^*(a) \}, \\
v^0 = v_0(jh),
\end{cases}
\]
(5.7)
where \( v^n(x) := v(x, nk) \). To recover the information on the approximate solution of (CL) we just use (1.1) or any other discrete representation of \( v_x \) (see Remark 4.1).

However, there are two main difficulties for computing the solution by (5.7). The first is related to the evaluation of the infimum, since we have to solve an extremum problem over an unbounded domain (notice that we are looking for the global minimum) and \( f^* \) may be hard to compute. An algorithm for the computation of the Legendre transform has been proposed in [3], and precise error estimates (in \( L^\infty \)) have been established in [5].

The second difficulty is related to the observation that (5.7) is not a standard finite difference scheme, since in the right term appears \( v^{n-1}(jh - ka) \), that is, \( v^{n-1} \) computed on points which in general are not grid points. If this is the case, we replace \( v^{n-1}(jh - ka) \) with the convex combination of \( v^n_q \) and \( v^n_{q+1} \), where \( q \in \mathbb{Z} \) is such that \( (jh - ka) \in [qh, (q + 1)h] \).

Let us look more closely into the problem of computing the minimum in (5.7). Notice that, when \( f \in C^2(\mathbb{R}) \) is strictly convex, we can find an analytic expression for the convex function \( f^* \). In fact, under these assumptions, for any \( x \in \mathbb{R} \) there will be a unique \( a \) such that \( x = f'(a) \). Since the supremum in (5.5) is achieved for \( a = (f')^{-1}(x) \), the Legendre transform can be written as
\[
f^*(x) = x(f')^{-1}(x) - f((f')^{-1}(x)).
\]
Another useful property of the Legendre transform is the following: let \( f \) be such that
\[
\lim_{|v| \to +\infty} \frac{f(v)}{|v|} = +\infty;
\]
then \( f^* \) satisfies (5.8) too. [14].
The following proposition shows that, if (5.8) holds, then the search for the supremum can be done over a bounded set.

**Proposition 5.1.** Assume that \( v \in W^{1, \infty}(\mathbb{R}) \) for any \( t > 0 \). If \( f \) is strictly convex and satisfies (5.8), there exists a bounded interval \( A := [-M, M] \), \( M > 0 \), such that

\[
\sup_{a \in \mathbb{R}}\{av_x - f^*(a)\} = \sup_{a \in A}\{av_x - f^*(a)\}.
\]

**Proof.** Clearly, to get the result, it suffices to prove that there exists a constant \( K \) such that the set

\[
A_K := \{a \in \mathbb{R} : av_x - f^*(a) \geq K\}
\]

is bounded and not empty. For any \( a \in A_K \), we have

\[
\frac{f^*(a) + K}{|a|} \leq |v_x|.
\]

Since (5.8) holds and \( \|v_x\| \leq \overline{V} \), the set \( A_K \) is bounded for any \( K \). To obtain \( A_K \neq \emptyset \), we can choose

\[
K = -|\overline{a}|\overline{V} - f^*(\overline{a})
\]

where \( \overline{a} \) is any fixed value. In particular, (5.9) holds for the set

\[
A := \{a \in \mathbb{R} : -|\overline{a}|\overline{V} - f^*(a) \geq -f^*(0)\}. \quad \Box
\]

Notice also that (5.9) holds only if we assume that \( f \) is Lipschitz continuous. In fact, by definition, in that case, \( f^*(x) = +\infty \) for all \( x \), \( |x| > L_f \). Moreover, when (5.9) holds, if we let \( h(x) := \arg \sup_{a \in A}\{ax - f^*(a)\} \), the argument associated with \( x \in [-\|v_0\|_{W^{1, \infty}}, \|v_0\|_{W^{1, \infty}}] \), then at least formally

\[
\frac{d}{da}\{ax - f^*(a)\}_{a=h(x)} = 0,
\]

i.e.,

\[
(f^*)'(h(x)) = x.
\]

Since

\[
f(x) = h(x)x - f^*(h(x)),
\]

differentiating and using (5.10), we obtain

\[
f'(x) = h(x) + h'(x)x - (f^*)'(h(x))h'(x) = h(x)
\]

and in particular \( f'(v_x) = h(v_x) \). The last implies that \( A \supseteq [-R, R] \), where

\[
R = \sup_{x \in [-\|v_0\|_{W^{1, \infty}}, \|v_0\|_{W^{1, \infty}}]} |f'(x)|.
\]

As an example, consider the case \( f(v) := \frac{1}{2}v^2 \), which corresponds to the Burgers equation. It is straightforward to show that

\[
f^*(v) = \frac{1}{2}v^2,
\]

and the supremum in (5.9) is achieved in the interval \( [-\|v_0\|_{W^{1, \infty}}, \|v_0\|_{W^{1, \infty}}] \).
Remark 5.1: Representation formula for a nonconvex flux and approximation. Let $f$ be locally Lipschitz continuous and $v_0$ be Lipschitz continuous and convex; by $L_{v_0}$ and $L_f$ we will denote respectively their Lipschitz constants. Then the following representation formula for the solution of (HJ) holds (see [14, 1]):

\begin{equation}
\tag{5.11}
v(x, t) = \sup_{y \in \mathbb{R}} \inf_{z \in \mathbb{R}} \{v_0(z) + y \cdot (x - z) - tf(y)\}.
\end{equation}

By the definition of the Legendre transform it is easy to prove that (5.11) can also be written as

\begin{equation*}
v(x, t) = (v_0^* + tf)^*(x).
\end{equation*}

Under the above assumptions the search for max and min can be restricted to two bounded closed intervals ([5]), $A \subseteq \{y : y \in B(0, L)\}$ and $B = \{z : z \in B(x, Lf_t)\}$, so that

\begin{equation}
\tag{5.12}
v(x, t) = \max_{y \in A} \min_{z \in B} \{v_0(z) + y \cdot (x - z) - tf(y)\}.
\end{equation}

Then we can apply twice the algorithm studied in [3, 5]. We remark that the representation formula (5.12) also suggests an approximation scheme which can be interpreted in terms of differential games. Let $x = jh$, $t = nk$, and $z = jh - ka$; substituting in (5.12), we have

\begin{equation}
\tag{5.13}
v^n_j = \max_{y \in A} \min_{|a| \leq L_f} \{v^{n-1}(jh - ka) + yka - kf(y)\}.
\end{equation}

An algorithm for similar problems related to pursuit-evasion games has been studied in [2].

Now we want to prove that the HJ-scheme (5.7) satisfies the assumptions of the general convergence theorem when (5.9) is true. Let $a \in [-M, M]$; the point

\begin{equation*}
(jh - ka) \in \{(j + i)h, (j + i + 1)h) =: I_{ji}
\end{equation*}

if and only if

\begin{equation*}
a \in \left( -(i + 1) \frac{h}{k}, -i \frac{h}{k} \right) \cap [-M, M] =: A_i,
\end{equation*}

where $p := \left[ \frac{k}{h} M \right] + 1$ and $i \in P := \{-p, \ldots, p - 1\}$ . Then the scheme can be written as

\begin{equation}
\tag{5.14}
v^{n+1}_j = \min_{i \in P} \{v^{n+1}_{j,i}\},
\end{equation}

where

\begin{equation}
\tag{5.15}
v^{n+1}_{j,i} := \min_{a \in A_i} \left\{ \left( 1 + i + \frac{k}{h} a \right) v^n_{j+i} - \left( i + \frac{k}{h} a \right) v^n_{j+i+1} + kf^*(a) \right\}.
\end{equation}

Theorem 5.2. Assume that $v_0$ satisfies (1.2), (1.3), and let (5.9) be true. Then the scheme (5.14), (5.15) satisfies assumptions (i) and (ii) of Theorem 1.1.

Proof. We first show that the scheme satisfies (i).

In fact, let

\begin{equation*}
v^{n+1}_{j+1} = v^{n+1}_{j+1,i_1}, \quad \text{where } i_1 \in P,
\end{equation*}
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and
\[ v^n_j = v^n_{j,i^2}, \quad \text{where } i^2 \in P. \]

We have
\[ v^n_{j+1} - v^n_j = v^n_{j+1,i^2} - v^n_{j,i^2} \leq v^n_{j+1,i^2} - v^n_{j,i^2}. \]

Assume \( a_1 \) and \( a_2 \) are the points in \((-i^2 + 1)h, -i^2 k \) \( \cap [-M, M] \), where the minimum in (5.15) is achieved, respectively for \( v^n_{j+1,i^2} \) and \( v^n_{j,i^2} \). Then (5.16) becomes
\[
\begin{align*}
v^n_{j+1} - v^n_j &\leq \left(1 + i^2 + \frac{k}{h} a_1\right) v^{n-1}_{j+1,i^2} - \left(1 + i^2 + \frac{k}{h} a_1\right) v^{n-1}_{j+1,i^2+1} + k f^*(a_1) \\
&\quad - \left(1 + i^2 + \frac{k}{h} a_2\right) v^{n-1}_{j,i^2} + \left(1 + i^2 + \frac{k}{h} a_2\right) v^{n-1}_{j,i^2+1} - k f^*(a_2) \\
&\leq \left(1 + i^2 + \frac{k}{h} a_2\right) (v^{n-1}_{j+1,i^2} - v^{n-1}_{j,i^2}) \\
&\quad - \left(1 + i^2 + \frac{k}{h} a_2\right) (v^{n-1}_{j+1,i^2+1} - v^{n-1}_{j,i^2+1}) \\
&\leq \max\{(v^{n-1}_{j+1,i^2} - v^{n-1}_{j,i^2}), (v^{n-1}_{j+1,i^2+1} - v^{n-1}_{j,i^2+1})\}.
\end{align*}
\]

In the same way we get
\[ v^n_{j+1} - v^n_j \geq \min\{(v^{n-1}_{j+1,i^1} - v^{n-1}_{j+1,i^1}), (v^{n-1}_{j+1,i^1} - v^{n-1}_{j+1,i^1})\}, \]

and (i) is proved by induction on the initial vector \( \{v^0_j\}_{j \in \mathbb{Z}} \).

We now prove (ii). Set
\[
\begin{align*}
v^n_{j+1} &= v^n_{j+1,i^1}, \quad \text{where } i^1 \in P, \\
v^n_j &= v^n_{j,i^2}, \quad \text{where } i^2 \in P, \\
v^n_{j-1} &= v^n_{j-1,i^3}, \quad \text{where } i^3 \in P.
\end{align*}
\]

Then
\[
\begin{align*}
v^n_{j+1} - 2v^n_j + v^n_{j-1} &= v^n_{j+1,i^1} - 2v^n_{j,i^2} + v^n_{j-1,i^3} \\
&\leq v^n_{j+1,i^2} - 2v^n_{j,i^2} + v^n_{j-1,i^3}.
\end{align*}
\]

With \( a_1, a_2, \) and \( a_3 \) chosen as before, the above inequality becomes
\[
\begin{align*}
v^n_{j+1} - 2v^n_j + v^n_{j-1} &\leq \left(1 + i^2 + \frac{k}{h} a_2\right) v^{n-1}_{j+1,i^2} - \left(1 + i^2 + \frac{k}{h} a_2\right) v^{n-1}_{j+1,i^2+1} \\
&\quad - 2 \left(1 + i^2 + \frac{k}{h} a_2\right) v^{n-1}_{j,i^2} + 2 \left(1 + i^2 + \frac{k}{h} a_2\right) v^{n-1}_{j,i^2+1} \\
&\quad + \left(1 + i^2 + \frac{k}{h} a_2\right) v^{n-1}_{j-1,i^3} - \left(1 + i^2 + \frac{k}{h} a_2\right) v^{n-1}_{j+1,i^3} \\
&\leq \left(1 + i^2 + \frac{k}{h} a_2\right) (v^{n-1}_{j+1,i^2} - 2v^n_{j,i^2} + v^{n-1}_{j,i^2+1}) \\
&\quad - \left(1 + i^2 + \frac{k}{h} a_2\right) (v^{n-1}_{j+1,i^2+1} - 2v^n_{j,i^2+1} + v^{n-1}_{j,i^2+2}) \\
&\leq \max\{(v^{n-1}_{j+1,i^2} - 2v^n_{j,i^2} + v^{n-1}_{j,i^2+1}), (v^{n-1}_{j+1,i^2+1} - 2v^n_{j,i^2+1} + v^{n-1}_{j,i^2+2})\}.
\end{align*}
\]
Again, (ii) is proved by induction on the initial vector \( \{v_j^0\}_{j \in \mathbb{Z}} \).

Theorem 5.2, by Theorem 1.1, gives a convergence result when the HJ-schemes converge, in particular, using (5.3), when \( h = o(k) \).

We consider now the particular case when \( \frac{k}{h} M < 1 \).

**Proposition 5.3.** Let \( \frac{k}{h} M < 1 \), (5.9) be true and \( A = [-M, M] \). Then the CL-scheme derived from the HJ-scheme (5.7) is a TVB, conservative and consistent three-point scheme, it is also consistent with the entropy inequality. Furthermore, if the CFL-number \( \lambda := \frac{k}{h} \) is small, the scheme is monotone.

**Proof.** Since \( \frac{k}{h} M < 1 \) the CL-scheme is given by

\[
v_j^n = \min\{\bar{v}^n_j, v_j^n\},
\]

where

\[
\bar{v}^n_j := \min_{a \in [0, M]} \left\{ \left( 1 - \frac{k}{h} a \right) v_{j-1}^{n-1} + \frac{k}{h} a v_j^{n-1} + k f^*(a) \right\}
\]

and

\[
v^n_j := \min_{a \in [-M, 0]} \left\{ \left( 1 + \frac{k}{h} a \right) v_j^{n-1} - \frac{k}{h} a v_{j+1}^{n-1} + k f^*(a) \right\}.
\]

If \( v_j^n = \bar{v}^n_j \), then, by using (1.1), we have

\[
v_j^n := v_{j-1}^{n-1} + \min_{a \in [0, M]} \left\{ -k a u_{j-1}^{n-1} + k f^*(a) \right\}.
\]

So,

\[
(5.17) \quad \frac{v_j^n - v_j^{n-1}}{k} = \min_{a \in [0, M]} \left\{ -a u_{j-1}^{n-1} + f^*(a) \right\}.
\]

In the same way, if \( v_j^n = v^n_j \), we have

\[
(5.18) \quad \frac{v_j^n - v_j^{n-1}}{k} = \min_{a \in [-M, 0]} \left\{ -a u_j^{n-1} + f^*(a) \right\}.
\]

Since

\[
u_j^n = u_j^{n-1} + \frac{v_{j+1}^n - v_j^n}{h} - \frac{v_{j+1}^{n-1} - v_{j+1}^{n-1}}{h} = u_{j+1}^{n-1} + \frac{v_{j+1}^n - v_{j+1}^{n-1}}{h} - \frac{v_j^n - v_j^{n-1}}{h},
\]

from (5.17) and (5.18) we have the conservation form (3.1) if we define the numerical flux function to be

\[
\tilde{f}_{j+\frac{1}{2}}^n := \max \left\{ \max_{a \in [0, M]} \left[ a u_j^n - f^*(a) \right], \max_{a \in [-M, 0]} \left[ a u_{j+1}^n - f^*(a) \right] \right\}.
\]

The consistency of the scheme, i.e., \( f(u) = \tilde{f}(u, \ldots, u) \) for any \( u \in \mathbb{R} \), can be obtained simply using the definition of the Legendre transform. Moreover, the scheme is TVB from Remark 4.3 and the consistency with the entropy condition follows directly by (1.3). Finally, using the above definitions, we can easily prove that the function

\[
H(u_{j+1}^n, u_j^n, u_{j-1}^n) := u_j^n - \lambda [\tilde{f}_{j+\frac{1}{2}}^n - \tilde{f}_{j-\frac{1}{2}}^n]
\]
is monotone nondecreasing with respect to all its arguments, if \( \lambda \) is small enough. \( \square \)

**Remark 5.2:** Conservation form and CFL condition for the HJ-schemes. Two different situations must be considered. The first is when \( \frac{k}{h} \) is constant. Then the scheme is in conservation form and consistent but, in general, not monotone. Its convergence is guaranteed by Remark 4.3.

When \( \frac{k}{h} \) is not constant, the CL-scheme obtained from the scheme (5.7) is not in conservation form, according to the classical Lax-Wendroff definition. In fact, the number of points involved in the scheme varies according to the ratio \( \frac{k}{h} \). However, it is interesting to notice that the CFL condition is not violated by the scheme, since the domain of dependence of the finite difference method includes the domain of dependence of the differential operator. More precisely, if (5.9) holds, then for a fixed time step \( k \) the domain of dependence at the grid point \( x_j \) is given by the interval \([x_j-kM, x_j+kM]\) for any \( h \). Now, by using (5.3), it is possible to increase the number of space grid points, without loss of stability. A numerical discussion of this point will be made in the following section (see, in particular, Tables 9 and 10).

**Remark 5.3:** Monotonicity for general HJ-schemes. In general, the monotonicity property will not hold for HJ-schemes. Consider the scheme (5.14), (5.15), so that the corresponding scheme for (CL) can be written as

\[ u_j^{n+1} = \frac{v_j^{n+1} - v_j^n}{h} = \frac{1}{h} \left( \min_{i \in A_{i_1}} v_{j+1, i}^{n+1} - \min_{i \in P} v_{j, i}^{n+1} \right). \]

Assume that the first minimum is obtained for \( i = i_1 \) and the second for \( i = i_2 \); by (5.15) we get the following explicit scheme:

\[
(5.19) \quad u_j^{n+1} = \frac{v_{j+1, i_1}^{n+1} - v_{j, i_2}^{n}}{h} + \min_{a \in A_{i_1}} \left\{ - \left( i_1 + \frac{k}{h} a \right) u_{j+1, i_1}^{n} + \frac{k}{h} f^*(a) \right\} \\
- \min_{a \in A_{i_2}} \left\{ - \left( i_2 + \frac{k}{h} a \right) u_{j+1, i_2}^{n} + \frac{k}{h} f^*(a) \right\}.
\]

If \( i_1 < i_2 \), we will have

\[
(5.20) \quad \frac{v_{j+1, i_1}^{n} - v_{j, i_2}^{n}}{h} = - \sum_{s=0}^{i_2-i_1-2} u_{j+1, i_1+s}^{n}.
\]

Since all the terms \( u_{j+1, i_1+s}^{n} \), \( s = 1, \ldots, j + i_2 - 1 \), appear only in that sum, the scheme is not monotone with respect to these arguments.

**Remark 5.4:** Discretization of the Lax-Oleinik-Hopf representation formula. It is known ([19, 23, 14, 21]) that, when \( f \) is convex and \( x \in \mathbb{R}^n \), the solution of (HJ) can be written as

\[
(5.21) \quad v(x, t) = \inf_{z \in \mathbb{R}^n} \left\{ v_0(z) + tf^* \left( \frac{x - z}{t} \right) \right\}.
\]

As we have already noticed,

\[ z := jh - ka \in I_{ji} \quad \text{if and only if} \quad a \in A_i. \]
We also have
\[ z = \left(1 + i + \frac{k}{h} a\right) (j + i)h - \left(i + \frac{k}{h} a\right) (j + i + 1)h. \]

Moreover, we can always extend \( v^n \) by linear interpolation on any interval \([jh, (j + 1)h)\), \( j \in \mathbb{Z} \), i.e.,
\[ v^n(z) := \left(1 + i + \frac{k}{h} a\right) v^n_{j+i} - \left(i + \frac{k}{h} a\right) v^n_{j+i+1}. \]

Then, substituting in (5.15), we have
\[ v^{n+1}_{j,i} = \min_{a \in A_i} \{ v^n(z) + kf^*(a) \}. \]

Recalling that \( \bigcup_{i \in \mathbb{P}} A_i = [-M, M] \) and that, under appropriate assumptions, the minimum for \( a \in \mathbb{R} \) is achieved in a bounded interval \([-M, M]\), we can interprete the scheme (5.14), (5.15) as a discrete version of (5.21).

**Remark 5.5:** Local truncation error for the scheme related to the viscosity solution. Even if it seems difficult to derive a local truncation error for the general HJ-scheme for (CL), owing to its rather involved formulation (see Remark 5.3), we can derive it for the viscosity solution.

Let \( v \) be a sufficiently smooth solution of (HJ) and \( f \) be smooth. We set \( x = jh \), \( t = nk \), and we define the local truncation error for the scheme (5.7) (remember that in Proposition 5.1 we have already shown that the infimum is achieved on a compact set \( A \)) by
\[ L_k(x, t) = \frac{1}{k} \left[ v(x, t) - \min_{a \in A} \{ v(x - ka, t - k) + kf^*(a) \} \right]. \]

Denoting the difference in the square brackets by \( D_k(x, t) \) and developing by Taylor expansion, we get
\[ D_k(x, t) = v(x, t) - \min_{a \in A} \{ v(x, t - k) + v_x(x, t - k)(-ka) + v_{xx}(x, t - k)(ka)^2 + \cdots + kf^*(a) \} \]
\[ = v(x, t) - v(x, t - k) \]
\[ + k \max_{a \in A} \{ v_x(x, t - k)a - v_{xx}(x, t - k)ka^2 + \cdots + f^*(a) \} \]
\[ = v_t(x, t)k + \frac{1}{2} v_{tt}(x, t) k^2 + O(k^2) + kf(v_x(x, t - k)) \]
\[ = v_t(x, t)k + \frac{1}{2} v_{tt}(x, t) k^2 + O(k^2) \]
\[ + k[f(v_x(x, t) + f'(v_x(x, t))(v_x(x, t - k) - v_x(x, t))] + \cdots. \]

Since \( v \) is a solution of (HJ), we can conclude that
\[ L_k(x, t) = \frac{1}{k} \left[ \frac{1}{2} v_{tt}(x, t) k^2 + O(k^2) + f'(v_x(x, t)) v_{xt}(x, t) k^2 + \cdots \right] = O(k). \]

### 6. Tests, examples and numerical efficiency

The numerical results in this section deal with the solution of the Burgers equation \( u_t + \left(\frac{1}{2} u^2\right)_x = 0 \). In this example, (5.7) is
where \( M \) is the Lipschitz constant of the initial data for the corresponding problem (HJ).

As one can observe, the number of space nodes necessary to compute \( v^n_j \) at each time step depends strictly on \( h \) and \( k \). If, for example,

\[
\frac{k}{h} |a| \leq 1 \quad \forall a \in [-M, M],
\]

the scheme is a three-point scheme and

\[
v^n_j = \min\{\bar{v}^n_j; v^n_j\},
\]

where

\[
\bar{v}^n_j := \min_{a \in [0, M]} \left\{ \left( 1 - \frac{k}{h} a \right) v^n_{j-1} + \frac{k}{h} av^n_{j-1} + \frac{k}{2} a^2 \right\}
\]

and

\[
v^n_j := \min_{a \in [-M, 0]} \left\{ \left( 1 + \frac{k}{h} a \right) v^n_{j-1} - \frac{k}{h} av^n_{j+1} + \frac{k}{2} a^2 \right\}.
\]

A simple case study leads to the following explicit formulas:

\[
\bar{v}^n_j = \begin{cases} 
    v^n_{j-1} & \text{if } v^n_{j-1} \leq v^n_{j-1}, \\
    v^n_{j-1} - \frac{k}{h^2} \left[ \frac{1}{2} (v^n_{j-1})^2 + \frac{1}{2} (v^n_{j-1})^2 - v^n_{j-1}v^n_{j-1} \right] & \text{if } v^n_{j-1} < v^n_{j-1} \leq v^n_{j-1} + Mh, \\
    v^n_{j-1} - \frac{k}{h} M[v^n_{j-1} - v^n_{j-1}] + \frac{k}{2} M^2 & \text{if } v^n_{j-1} + Mh < v^n_{j-1},
\end{cases}
\]

\[
v^n_j = \begin{cases} 
    v^n_{j+1} & \text{if } v^n_{j+1} \leq v^n_{j+1}, \\
    v^n_{j+1} - \frac{k}{h^2} \left[ \frac{1}{2} (v^n_{j+1})^2 + \frac{1}{2} (v^n_{j+1})^2 - v^n_{j+1}v^n_{j+1} \right] & \text{if } v^n_{j+1} < v^n_{j+1} \leq v^n_{j+1} + Mh, \\
    v^n_{j+1} - \frac{k}{h} M[v^n_{j+1} - v^n_{j+1}] + \frac{k}{2} M^2 & \text{if } v^n_{j+1} + Mh < v^n_{j+1}.
\end{cases}
\]

In contrast, if we choose \( h = k^{3/2} \) to respect (5.3) and get the estimate

\[
\|w - w^n_j\|_{L^\infty} \leq Ck^{1/2},
\]

the number of points increases, the accuracy of the method increases too, and for the computation of the minimum we repeat the same arguments as before with more cases to be considered. For a general convex flux \( f \), one should use (5.7) and an approximation of \( f^* \) (e.g., by the algorithm described in [3, 6]).

For the numerical experiments, we have chosen for (CL) three initial data \( u_0 \) such that the corresponding \( v_0 \) has Lipschitz constant \( M = 1 \). In all figures the exact solution is represented by a continuous line, whereas the approximate solution is represented by small circles. All the tests have run on a VAX 6500/510, and the CPU time reported in the tables (see Supplement) is in the
form min:sec.dec. or sec.dec. As we have already remarked, one can use any discretization of $v_x$; the numerical results in all the tables refer to a centered difference scheme. In all the tests we have set the viscosity coefficient for the Harten scheme equal to 0.25.

**Test 1.** The initial data is

$$u_0(x) = \begin{cases} 
1 & \text{for } x \in [-1, 1], \\
0 & \text{elsewhere}, 
\end{cases}$$

and we have looked for the solution at time $T = 2$. Using characteristics, one can easily prove that the exact solution has a shock at that time.

![Graphs](image)

**Figure 1.** Test 1: exact versus approximate solutions at time $T = 2$

(a) Godunov: space nodes = 270, time nodes = 405
(b) Harten: space nodes = 270, time nodes = 405
(c) H-J scheme $k \leq h$: space nodes = 270, time nodes = 405
(d) H-J scheme $h = k^{3/2}$: space nodes = 233, time nodes = 30
Figures 1c,d show the numerical results for the three-point scheme, and for the general scheme where \( h = k^{3/2} \). They are compared with the results obtained by applying the Godunov scheme and the Harten scheme \([13]\) to the same problem (Figures 1a,b). The same number of nodes in space and time has been used for the three-point HJ-scheme, Godunov and Harten methods, since for these methods a condition of type (6.2) is needed. It is rather interesting to compare the results; in particular, notice that 1c is almost equal to 1a and that the general HJ-scheme converges even better where the solution has a jump with roughly the same number of nodes in space and less steps in time (30 instead of 405). In Figure 1d one can see a strange oscillation around the exact solution but the corners of the entropy solution are picked up very well, and the diffusion around the shock is almost negligible (1 node).

Table 1 contains the errors (in the \( L^1 \)-norm) of our methods for different mesh sizes and time steps. This table confirms that, in this test, the general HJ-scheme is more accurate and requires less CPU time.

In Table 2 we compare the orders of convergence in \( L^1 \) for all the above schemes. Notice that the general HJ scheme has a higher order of convergence (0.9 instead of 0.8) and it is not very far from the order of convergence of Harten’s scheme.

We have computed the approximate order of convergence \( \gamma \) in terms of the space step \( h \). Assuming for the error in the \( L^1 \)-norm the estimate

\[ \text{Err}(h) = O(h^\gamma), \]

we have computed the error for \( h_1 \) and \( h_2 \) to obtain

\[ \frac{\text{Err}(h_1)}{\text{Err}(h_2)} = O \left( \frac{h_1}{h_2} \right)^\gamma. \]

Typically for the methods satisfying (6.2), we have chosen \( h_2 = h_1/2 \). The order for the HJ-schemes where \( h = k^{1/2} \) has been computed always in terms of the space step \( h \), choosing \( k_2 = k_1/4 \), so that \( h_2 = h_1/8 \).

Test 2. The initial data is

\[ u_0(x) = \begin{cases} 1 - x & \text{for } x \in [0, 1], \\ 0 & \text{elsewhere}, \end{cases} \]

and we have computed the solution up to time \( T = 0.7 \).

Again, we compare our methods with Godunov and Harten schemes in Figure 2. The general HJ-scheme behaves very well also in this test (see 2d), staying close to the sharp cusp, while the other methods smooth it out. Notice that the result of Figure 2d has been obtained using only 20 nodes in time.

For this example we have computed the errors in \( L^1 \) and \( L^\infty \); they are shown in Table 3. The difference between the errors in \( L^\infty \) of Tables 3a and 3b is very large but also the difference in terms of the \( L^1 \) error is substantial if we compare the errors which correspond to similar CPU times.

Finally, Table 4 shows the order of convergence in \( L^1 \) and \( L^\infty \). In this test the general HJ-scheme has the best order of convergence (even better than the order of Harten’s scheme).
Figure 2. Test 2: exact versus approximate solutions at time $T = 0.7$

(a) Godunov: space nodes = 270, time nodes = 405
(b) Harten: space nodes = 270, time nodes = 405
(c) H-J scheme $k \leq h$: space nodes = 270, time nodes = 405
(d) H-J scheme $h = k^{3/2}$: space nodes = 306, time nodes = 20

Test 3. This test shows the behavior of HJ-schemes when the solution is smooth. The initial data is $u_0(x) = 0.5 + \sin(\pi x)$ with periodic boundary conditions, and the solution is computed up to time $T = 0.2$.

We have taken advantage of the periodic boundary conditions in the implementation of Godunov and Harten schemes. Notice that this cannot be done for the HJ-schemes since the corresponding initial condition for (HJ) is not periodic.
In Figure 3 we show the drawings corresponding to the above methods. The approximate solution corresponding to the general HJ-scheme stays close to the solution also near the local maximum and minimum points (where the solutions obtained by the other methods differ from the exact solution). Notice that the result of Figure 3d has been obtained using only 2 nodes in time (i.e., $k = 0.1$).

Table 5 contains the errors in $L^1$ and $L^\infty$ and the CPU times corresponding to a number of different time steps and mesh sizes. In 02.28 seconds the general HJ-scheme produces a solution with an $L^\infty$ error of 0.0154. The Harten scheme
uses 3.01 seconds to obtain a similar $L^\infty$ error and the other methods never reach that accuracy. In Table 6 we show the orders of convergence in $L^1$ and $L^\infty$. Table 9 contains the results for a HJ-scheme where the choice of $h$ is independent from $k$. In fact, even if the a priori estimate (5.3) suggests that the choice $h = k^{3/2}$ is optimal, a different choice is still possible. The best result is obtained with only two steps in time and the smallest mesh size ($h = 0.001$). The orders of convergence are always close to, or above, 1.

**Test 4.** This test shows the behavior of HJ-schemes in smooth regions after a shock appears. We have considered the same initial data (with periodic boundary conditions) of Test 3 but the solution is computed up to $T = 1$. As one can easily prove, the entropy solution has a jump. In Tables 7 and 8 we compare the methods in term of the errors, CPU time and order of convergence. In this example we have computed also the $L^\infty$ error related to the region where the solution is smooth (in particular, this error refers to the set $I \setminus I_0$, where $I_0 = (\bar{x} - 0.1, \bar{x} + 0.1)$ and $\bar{x}$ is the point of discontinuity). Notice that HJ-schemes fit well the exact solution in the regularity region.

Tables 11 and 12 contain the results for an HJ-scheme where the choice of $h$ is independent of $k$. Also in this test, the best result is obtained with only two steps in time and the smallest mesh size. The approximate solution stays very close to the exact solution in the region of regularity (the corresponding $L^\infty$ error is about $10^{-2}$ or less). The orders of convergence are close to 1.

**Conclusion.** The numerical results show that the HJ-schemes that we propose are very accurate and faster than our implementation of the methods of Godunov and Harten. We observe that the general HJ-scheme stays very close to the solution wherever it is continuous (in particular, look at the results for Test 2): in fact the main contribution to its $L^1$ error is given by the jump around the shocks (see Test 4). Even better results can be obtained for large time steps and small mesh sizes (see Tables 9 and 11).

Finally, we observe that, for the same $L^1$ error, the CPU times of the general HJ-scheme are drastically lower than those of the other methods.

**Acknowledgments**

We wish to thank P. Marcati for many helpful and enlightening discussions.

**Bibliography**


Supplement to
NUMERICAL SCHEMES FOR CONSERVATION LAWS VIA HAMILTON-JACOBI EQUATIONS
L. CORRIAS, M. FALCONE, AND R. NATALINI

Table 1. Test 1: maximum $L^1$ errors and CPU times.
(a) (H) = Harten scheme, (G) = Godunov scheme, (HJ) = H-J scheme with $k \leq h$
(b) H-J scheme $h = k^{2/3}$

<table>
<thead>
<tr>
<th>Time Step</th>
<th>Mesh Size</th>
<th>$L^1$ Error</th>
<th>CPU</th>
</tr>
</thead>
<tbody>
<tr>
<td>$k = 0.066666$</td>
<td>$h = 0.300000$</td>
<td>(H) 0.466665 (G) 0.474192 (HJ) 0.526606</td>
<td>(H) 0.75 (G) 0.68 (HJ) 0.63</td>
</tr>
<tr>
<td>$k = 0.033333$</td>
<td>$h = 0.150000$</td>
<td>(H) 0.226174 (G) 0.266013 (HJ) 0.313992</td>
<td>(H) 1.07 (G) 0.69 (HJ) 0.68</td>
</tr>
<tr>
<td>$k = 0.016666$</td>
<td>$h = 0.075000$</td>
<td>(H) 0.116579 (G) 0.173682 (HJ) 0.177846</td>
<td>(H) 2.38 (G) 0.83 (HJ) 0.78</td>
</tr>
<tr>
<td>$k = 0.008333$</td>
<td>$h = 0.037500$</td>
<td>(H) 0.055856 (G) 0.091962 (HJ) 0.103086</td>
<td>(H) 6.40 (G) 1.22 (HJ) 1.13</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Time Step</th>
<th>Mesh Size</th>
<th>$L^1$ Error</th>
<th>CPU</th>
</tr>
</thead>
<tbody>
<tr>
<td>$k = 0.200$</td>
<td>$h = 0.089442$</td>
<td>0.154003</td>
<td>00.75</td>
</tr>
<tr>
<td>$k = 0.100$</td>
<td>$h = 0.031622$</td>
<td>0.055008</td>
<td>01.33</td>
</tr>
<tr>
<td>$k = 0.080$</td>
<td>$h = 0.022627$</td>
<td>0.040224</td>
<td>01.55</td>
</tr>
<tr>
<td>$k = 0.050$</td>
<td>$h = 0.011180$</td>
<td>0.021983</td>
<td>04.56</td>
</tr>
<tr>
<td>$k = 0.040$</td>
<td>$h = 0.008000$</td>
<td>0.014811</td>
<td>05.63</td>
</tr>
<tr>
<td>$k = 0.025$</td>
<td>$h = 0.003952$</td>
<td>0.008301</td>
<td>29.91</td>
</tr>
<tr>
<td>$k = 0.020$</td>
<td>$h = 0.002828$</td>
<td>0.006038</td>
<td>57.19</td>
</tr>
</tbody>
</table>
Table 2. Test 1: order of convergence in $L^1$.

(a) $H$= Harten scheme, $G$= Godunov scheme, $(HJ)$= H-J scheme with $k \leq h$
(b) H-J scheme $h = k^{1/3}$

<table>
<thead>
<tr>
<th>Time Step</th>
<th>Mesh Size</th>
<th>$L^1$ Order</th>
</tr>
</thead>
<tbody>
<tr>
<td>$k = 0.06666$</td>
<td>$h = 0.30000$</td>
<td>$(H)$ 0.961702</td>
</tr>
<tr>
<td>$k = 0.03333$</td>
<td>$h = 0.15000$</td>
<td>$(G)$ 0.933685</td>
</tr>
<tr>
<td>$k = 0.01666$</td>
<td>$h = 0.07500$</td>
<td>$(HJ)$ 0.745096</td>
</tr>
<tr>
<td>$k = 0.00833$</td>
<td>$h = 0.03750$</td>
<td>$(HJ)$ 0.786777</td>
</tr>
</tbody>
</table>

(a)

<table>
<thead>
<tr>
<th>Time Step</th>
<th>Mesh Size</th>
<th>$L^1$ Order</th>
</tr>
</thead>
<tbody>
<tr>
<td>$k = 0.40000$</td>
<td>$h = 0.55286$</td>
<td>0.944003</td>
</tr>
<tr>
<td>$k = 0.10000$</td>
<td>$h = 0.031622$</td>
<td>0.909393</td>
</tr>
<tr>
<td>$k = 0.05000$</td>
<td>$h = 0.031622$</td>
<td>0.909393</td>
</tr>
<tr>
<td>$k = 0.02500$</td>
<td>$h = 0.06325$</td>
<td>0.909393</td>
</tr>
<tr>
<td>$k = 0.20000$</td>
<td>$h = 0.068442$</td>
<td>0.936154</td>
</tr>
<tr>
<td>$k = 0.05000$</td>
<td>$h = 0.011180$</td>
<td>0.936154</td>
</tr>
<tr>
<td>$k = 0.13333$</td>
<td>$h = 0.048686$</td>
<td>0.936154</td>
</tr>
<tr>
<td>$k = 0.00000$</td>
<td>$h = 0.00000$</td>
<td>0.927148</td>
</tr>
</tbody>
</table>

(b)

Table 3. Test 2: maximum $L^1$ and $L^\infty$ errors, CPU times.

(a) $H$= Harten scheme, $G$= Godunov scheme, $(HJ)$= H-J scheme with $k \leq h$
(b) H-J scheme $h = k^{1/3}$

<table>
<thead>
<tr>
<th>Time Step</th>
<th>Mesh Size</th>
<th>$L^1$ Error</th>
<th>$L^\infty$ Error</th>
<th>CPU</th>
</tr>
</thead>
<tbody>
<tr>
<td>$k = 0.01555$</td>
<td>$h = 0.06666$</td>
<td>$(H)$ 0.074602</td>
<td>$(H)$ 0.333935</td>
<td>$(H)$ 0.0105</td>
</tr>
<tr>
<td>$k = 0.00777$</td>
<td>$h = 0.03333$</td>
<td>$(G)$ 0.145124</td>
<td>$(G)$ 0.883329</td>
<td>$(G)$ 0.0866</td>
</tr>
<tr>
<td>$k = 0.05158$</td>
<td>$h = 0.02222$</td>
<td>$(HJ)$ 0.063475</td>
<td>$(HJ)$ 0.435257</td>
<td>$(HJ)$ 0.0721</td>
</tr>
<tr>
<td>$k = 0.00259$</td>
<td>$h = 0.01111$</td>
<td>$(H)$ 0.094184</td>
<td>$(H)$ 0.800735</td>
<td>$(H)$ 0.1018</td>
</tr>
<tr>
<td>$k = 0.00172$</td>
<td>$h = 0.00707$</td>
<td>$(G)$ 0.065008</td>
<td>$(G)$ 0.722054</td>
<td>$(G)$ 0.0280</td>
</tr>
<tr>
<td>$k = 0.00086$</td>
<td>$h = 0.00370$</td>
<td>$(HJ)$ 0.021666</td>
<td>$(HJ)$ 0.358344</td>
<td>$(HJ)$ 0.0514</td>
</tr>
<tr>
<td>$k = 0.00077$</td>
<td>$h = 0.00333$</td>
<td>$(H)$ 0.021849</td>
<td>$(H)$ 0.800735</td>
<td>$(H)$ 0.0866</td>
</tr>
<tr>
<td>$k = 0.00022$</td>
<td>$h = 0.00111$</td>
<td>$(G)$ 0.034907</td>
<td>$(G)$ 0.883329</td>
<td>$(G)$ 0.0010</td>
</tr>
<tr>
<td>$k = 0.00018$</td>
<td>$h = 0.00056$</td>
<td>$(HJ)$ 0.012128</td>
<td>$(HJ)$ 0.449908</td>
<td>$(HJ)$ 0.0074</td>
</tr>
</tbody>
</table>

(a)

<table>
<thead>
<tr>
<th>Time Step</th>
<th>Mesh Size</th>
<th>$L^1$ Error</th>
<th>$L^\infty$ Error</th>
<th>CPU</th>
</tr>
</thead>
<tbody>
<tr>
<td>$k = 0.14000$</td>
<td>$h = 0.052383$</td>
<td>0.035730</td>
<td>0.217985</td>
<td>0.0550</td>
</tr>
<tr>
<td>$k = 0.07000$</td>
<td>$h = 0.018520$</td>
<td>0.013746</td>
<td>0.113872</td>
<td>0.0780</td>
</tr>
<tr>
<td>$k = 0.03500$</td>
<td>$h = 0.020547$</td>
<td>0.008583</td>
<td>0.076641</td>
<td>0.0201</td>
</tr>
<tr>
<td>$k = 0.027099$</td>
<td>$h = 0.024685$</td>
<td>0.009809</td>
<td>0.099924</td>
<td>0.0325</td>
</tr>
<tr>
<td>$k = 0.017500$</td>
<td>$h = 0.032135$</td>
<td>0.020662</td>
<td>0.083129</td>
<td>0.0136</td>
</tr>
<tr>
<td>$k = 0.013909$</td>
<td>$h = 0.016556$</td>
<td>0.020014</td>
<td>0.068289</td>
<td>0.0200</td>
</tr>
</tbody>
</table>

(b)
Table 4. Test 2: orders of convergence in $L^1$ and $L^\infty$.
(a) (H)= Harten scheme, (G)= Godunov scheme, (HJ)= H-J scheme with $k \leq h$
(b) H-J scheme $h=k^{3/2}$

<table>
<thead>
<tr>
<th>Time Step</th>
<th>Mesh Size</th>
<th>$L^1$ Order</th>
<th>$L^\infty$ Order</th>
</tr>
</thead>
<tbody>
<tr>
<td>$k=0.01555$</td>
<td>$h=0.06566$</td>
<td>(H) $-0.695108$</td>
<td>(H) $-1.277470$</td>
</tr>
<tr>
<td>$k=0.00777$</td>
<td>$h=0.03333$</td>
<td>(HJ) $0.791115$</td>
<td>(HJ) $-0.199083$</td>
</tr>
<tr>
<td>$k=0.005185$</td>
<td>$h=0.02222$</td>
<td>(H) $0.919066$</td>
<td>(H) $-0.110566$</td>
</tr>
<tr>
<td>$k=0.002592$</td>
<td>$h=0.01111$</td>
<td>(G) $0.841877$</td>
<td>(G) $-0.298775$</td>
</tr>
<tr>
<td>$k=0.001728$</td>
<td>$h=0.007407$</td>
<td>(HJ) $0.820283$</td>
<td>(HJ) $-0.270994$</td>
</tr>
<tr>
<td>$k=0.000864$</td>
<td>$h=0.003703$</td>
<td>(HJ) $0.837056$</td>
<td>(HJ) $-0.295109$</td>
</tr>
</tbody>
</table>

Table 5. Test 3: $L^1$ and $L^\infty$ errors, CPU times.
(a) (H)= Harten scheme, (G)= Godunov scheme, (HJ)= H-J scheme with $k \leq h$
(b) H-J scheme $h=k^{3/2}$

<table>
<thead>
<tr>
<th>Time Step</th>
<th>Mesh Size</th>
<th>$L^1$ Error</th>
<th>$L^\infty$ Error</th>
<th>CPU</th>
</tr>
</thead>
<tbody>
<tr>
<td>$k=0.019999$</td>
<td>$h=0.125000$</td>
<td>(H) $0.097782$</td>
<td>(H) $0.118038$</td>
<td>(H) $0.0239$</td>
</tr>
<tr>
<td>$k=0.009999$</td>
<td>$h=0.062500$</td>
<td>(G) $0.124811$</td>
<td>(G) $0.208365$</td>
<td>(G) $0.0232$</td>
</tr>
<tr>
<td>$k=0.006666$</td>
<td>$h=0.100000$</td>
<td>(HJ) $0.145058$</td>
<td>(HJ) $0.179004$</td>
<td>(HJ) $0.0217$</td>
</tr>
<tr>
<td>$k=0.003333$</td>
<td>$h=0.050000$</td>
<td>(H) $0.132006$</td>
<td>(H) $0.150769$</td>
<td>(H) $0.0255$</td>
</tr>
<tr>
<td>$k=0.004999$</td>
<td>$h=0.031250$</td>
<td>(G) $0.095854$</td>
<td>(G) $0.145768$</td>
<td>(G) $0.0254$</td>
</tr>
<tr>
<td>$k=0.002222$</td>
<td>$h=0.03333$</td>
<td>(HJ) $0.121180$</td>
<td>(HJ) $0.178164$</td>
<td>(HJ) $0.0266$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Time Step</th>
<th>Mesh Size</th>
<th>$L^1$ Error</th>
<th>$L^\infty$ Error</th>
<th>CPU</th>
</tr>
</thead>
<tbody>
<tr>
<td>$k=0.10000$</td>
<td>$h=0.051622$</td>
<td>(HJ) $0.010208$</td>
<td>(HJ) $0.015478$</td>
<td>(HJ) $0.0228$</td>
</tr>
<tr>
<td>$k=0.05000$</td>
<td>$h=0.011180$</td>
<td>(HJ) $0.003303$</td>
<td>(HJ) $0.005853$</td>
<td>(HJ) $0.0248$</td>
</tr>
<tr>
<td>$k=0.02500$</td>
<td>$h=0.003852$</td>
<td>(HJ) $0.001555$</td>
<td>(HJ) $0.006298$</td>
<td>(HJ) $0.0329$</td>
</tr>
<tr>
<td>$k=0.01250$</td>
<td>$h=0.001397$</td>
<td>(HJ) $0.000646$</td>
<td>(HJ) $0.003858$</td>
<td>(HJ) $0.0587$</td>
</tr>
<tr>
<td>$k=0.01000$</td>
<td>$h=0.001000$</td>
<td>(HJ) $0.000496$</td>
<td>(HJ) $0.002740$</td>
<td>(HJ) $0.1927$</td>
</tr>
</tbody>
</table>
Table 6. Test 3: Orders of convergence in $L^1$ and $L^\infty$.

(a) (H): Harten scheme. (G): Godunov scheme. (HJ): H-J scheme with $k \leq h$
(b) H-J scheme $h = k^{2/3}$

<table>
<thead>
<tr>
<th>Time Step</th>
<th>Mesh Size</th>
<th>$L^1$ Order</th>
<th>$L^\infty$ Order</th>
</tr>
</thead>
<tbody>
<tr>
<td>$k = 0.020000$</td>
<td>$h = 0.125000$</td>
<td>(H) 1.815059</td>
<td>(H) 1.578137</td>
</tr>
<tr>
<td>$k = 0.010000$</td>
<td>$h = 0.062500$</td>
<td>(G) 0.966656</td>
<td>(G) 0.370989</td>
</tr>
<tr>
<td>$k = 0.006666$</td>
<td>$h = 0.100000$</td>
<td>(H) 1.655520</td>
<td>(H) 0.409244</td>
</tr>
<tr>
<td>$k = 0.003333$</td>
<td>$h = 0.050000$</td>
<td>(G) 0.989651</td>
<td>(G) -0.11374</td>
</tr>
<tr>
<td>$k = 0.002222$</td>
<td>$h = 0.033333$</td>
<td>(H) 1.779225</td>
<td>(H) 1.286056</td>
</tr>
<tr>
<td>$k = 0.001111$</td>
<td>$h = 0.016666$</td>
<td>(G) 0.910292</td>
<td>(G) 0.880473</td>
</tr>
<tr>
<td>$k = 0.000500$</td>
<td>$h = 0.008333$</td>
<td>(G) 0.931517</td>
<td>(H) 0.871742</td>
</tr>
</tbody>
</table>

Table 7. Test 4: $L^1$ and $L^\infty$ errors. CPU times.

(a) (H): Harten scheme. (G): Godunov scheme. (HJ): H-J scheme with $k \leq h$
(b) H-J scheme $h = k^{2/3}$

<table>
<thead>
<tr>
<th>Time Step</th>
<th>Mesh Size</th>
<th>$L^1$ Error</th>
<th>$L^\infty$ Global</th>
<th>$L^\infty$ Smooth</th>
<th>CPU</th>
</tr>
</thead>
<tbody>
<tr>
<td>$k = 0.025000$</td>
<td>$h = 0.200000$</td>
<td>(B) 0.301617</td>
<td>(H) 0.494689</td>
<td>(H) 0.494689</td>
<td>(H) 02.66</td>
</tr>
<tr>
<td>$k = 0.012500$</td>
<td>$h = 0.100000$</td>
<td>(G) 0.211190</td>
<td>(G) 0.442561</td>
<td>(G) 0.097371</td>
<td>(G) 02.51</td>
</tr>
<tr>
<td>$k = 0.006250$</td>
<td>$h = 0.050000$</td>
<td>(H) 0.255444</td>
<td>(H) 0.551811</td>
<td>(H) 0.090651</td>
<td>(H) 02.33</td>
</tr>
<tr>
<td>$k = 0.003125$</td>
<td>$h = 0.025000$</td>
<td>(G) 0.172086</td>
<td>(H) 0.728112</td>
<td>(H) 0.253454</td>
<td>(H) 02.78</td>
</tr>
<tr>
<td>$k = 0.001562$</td>
<td>$h = 0.012500$</td>
<td>(G) 0.206521</td>
<td>(G) 0.430861</td>
<td>(G) 0.051592</td>
<td>(G) 02.37</td>
</tr>
<tr>
<td>$k = 0.000781$</td>
<td>$h = 0.006250$</td>
<td>(G) 0.251130</td>
<td>(H) 0.543591</td>
<td>(H) 0.084929</td>
<td>(H) 02.32</td>
</tr>
<tr>
<td>$k = 0.000390$</td>
<td>$h = 0.003125$</td>
<td>(G) 0.277796</td>
<td>(H) 0.448403</td>
<td>(H) 0.048776</td>
<td>(H) 02.45</td>
</tr>
<tr>
<td>$k = 0.000195$</td>
<td>$h = 0.001562$</td>
<td>(G) 0.289222</td>
<td>(G) 0.503099</td>
<td>(G) 0.049416</td>
<td>(G) 02.42</td>
</tr>
<tr>
<td>$k = 0.000098$</td>
<td>$h = 0.000781$</td>
<td>(H) 0.136838</td>
<td>(H) 0.724085</td>
<td>(H) 0.182314</td>
<td>(H) 02.57</td>
</tr>
<tr>
<td>$k = 0.000049$</td>
<td>$h = 0.000390$</td>
<td>(G) 0.066908</td>
<td>(G) 0.663009</td>
<td>(G) 0.049416</td>
<td>(G) 02.43</td>
</tr>
<tr>
<td>$k = 0.000025$</td>
<td>$h = 0.000195$</td>
<td>(G) 0.074330</td>
<td>(G) 0.558373</td>
<td>(G) 0.047813</td>
<td>(G) 02.31</td>
</tr>
<tr>
<td>$k = 0.000013$</td>
<td>$h = 0.000098$</td>
<td>(G) 0.120323</td>
<td>(G) 0.577735</td>
<td>(H) 0.021229</td>
<td>(H) 03.18</td>
</tr>
<tr>
<td>$k = 0.000007$</td>
<td>$h = 0.000049$</td>
<td>(G) 0.096905</td>
<td>(G) 0.673909</td>
<td>(G) 0.027491</td>
<td>(G) 02.55</td>
</tr>
<tr>
<td>$k = 0.000004$</td>
<td>$h = 0.000025$</td>
<td>(G) 0.090500</td>
<td>(G) 0.591190</td>
<td>(H) 0.020190</td>
<td>(H) 02.42</td>
</tr>
<tr>
<td>$k = 0.000002$</td>
<td>$h = 0.000013$</td>
<td>(H) 0.085525</td>
<td>(G) 0.729861</td>
<td>(H) 0.008050</td>
<td>(H) 02.63</td>
</tr>
<tr>
<td>$k = 0.000001$</td>
<td>$h = 0.000007$</td>
<td>(G) 0.095873</td>
<td>(G) 0.673909</td>
<td>(G) 0.012541</td>
<td>(G) 02.55</td>
</tr>
<tr>
<td>$k = 0.000000$</td>
<td>$h = 0.000004$</td>
<td>(G) 0.090500</td>
<td>(G) 0.591190</td>
<td>(H) 0.033270</td>
<td>(H) 02.42</td>
</tr>
</tbody>
</table>
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Table 8. Test 4 orders of convergence in $L^1$ and $L^\infty$

(a) (H) = Harten scheme, (G) = Godunov scheme, (HJ) = H-J scheme with $k \leq h$
(b) H-J scheme $h = k^{2/3}$

<table>
<thead>
<tr>
<th>Time Step</th>
<th>Mesh Size</th>
<th>$L^1$ Global</th>
<th>$L^\infty$ Smooth</th>
</tr>
</thead>
<tbody>
<tr>
<td>$k = 0.025000$</td>
<td>$h = 0.200000$</td>
<td>(H) 0.879432</td>
<td>(H) 1.060500</td>
</tr>
<tr>
<td>$k = 0.012500$</td>
<td>$h = 0.100000$</td>
<td>(G) 0.662554</td>
<td>(G) 0.656099</td>
</tr>
<tr>
<td>$k = 0.033333$</td>
<td>$h = 0.100000$</td>
<td>(HJ) 0.856854</td>
<td>(HJ) 0.893022</td>
</tr>
<tr>
<td>$k = 0.016666$</td>
<td>$h = 0.000000$</td>
<td>(H) 0.194998</td>
<td>(H) 1.298657</td>
</tr>
<tr>
<td>$k = 0.008333$</td>
<td>$h = 0.050000$</td>
<td>(G) 0.681342</td>
<td>(G) 0.954803</td>
</tr>
<tr>
<td>$k = 0.004166$</td>
<td>$h = 0.025000$</td>
<td>(HJ) 0.856085</td>
<td>(HJ) 0.892784</td>
</tr>
<tr>
<td>$k = 0.010000$</td>
<td>$h = 0.066666$</td>
<td>(H) 0.193980</td>
<td>(H) 1.244534</td>
</tr>
<tr>
<td>$k = 0.005000$</td>
<td>$h = 0.033333$</td>
<td>(G) 0.972890</td>
<td>(G) 0.983127</td>
</tr>
<tr>
<td>$k = 0.100000$</td>
<td>$h = 0.000000$</td>
<td>(HJ) 0.953084</td>
<td>(HJ) 0.999432</td>
</tr>
<tr>
<td>$k = 0.095000$</td>
<td>$h = 0.000000$</td>
<td>(H) 0.887080</td>
<td>(H) 2.559758</td>
</tr>
<tr>
<td>$k = 0.100000$</td>
<td>$h = 0.000000$</td>
<td>(G) 0.898340</td>
<td>(G) 0.977807</td>
</tr>
<tr>
<td>$k = 0.100000$</td>
<td>$h = 0.000000$</td>
<td>(HJ) 0.975654</td>
<td>(HJ) 0.995446</td>
</tr>
</tbody>
</table>

Table 9. Test 3: large time-step algorithm.

(a) $L^1$ error
(b) $L^\infty$ error
(c) CPU times

(a)

<table>
<thead>
<tr>
<th>$h = 0.100$</th>
<th>$h = 0.050$</th>
<th>$h = 0.009$</th>
<th>$h = 0.001$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$k = 0.100$</td>
<td>0.060177</td>
<td>0.019714</td>
<td>0.001897</td>
</tr>
<tr>
<td>$k = 0.050$</td>
<td>0.088318</td>
<td>0.027463</td>
<td>0.008524</td>
</tr>
<tr>
<td>$k = 0.025$</td>
<td>0.116049</td>
<td>0.041447</td>
<td>0.003718</td>
</tr>
<tr>
<td>$k = 0.012$</td>
<td>0.120457</td>
<td>0.040680</td>
<td>0.004787</td>
</tr>
</tbody>
</table>

(b)

<table>
<thead>
<tr>
<th>$h = 0.100$</th>
<th>$h = 0.050$</th>
<th>$h = 0.009$</th>
<th>$h = 0.001$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$k = 0.100$</td>
<td>0.015600</td>
<td>0.024451</td>
<td>0.007267</td>
</tr>
<tr>
<td>$k = 0.050$</td>
<td>0.050000</td>
<td>0.049999</td>
<td>0.005860</td>
</tr>
<tr>
<td>$k = 0.025$</td>
<td>0.154433</td>
<td>0.050333</td>
<td>0.014327</td>
</tr>
<tr>
<td>$k = 0.012$</td>
<td>0.172254</td>
<td>0.103820</td>
<td>0.019805</td>
</tr>
</tbody>
</table>

(c)
Table 10. Test 3: Order in $L^1$ and $L^\infty$ for large time-step.

<table>
<thead>
<tr>
<th>Time Step</th>
<th>Mesh Size</th>
<th>$L^1$ Error</th>
<th>$L^\infty$ Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>$k=0.10000$</td>
<td>$h = 0.10000$</td>
<td>1.609143</td>
<td>2.050467</td>
</tr>
<tr>
<td></td>
<td>$h = 0.050000$</td>
<td>0.994566</td>
<td>0.903300</td>
</tr>
<tr>
<td>$k=0.050000$</td>
<td>$h = 0.10000$</td>
<td>1.685221</td>
<td>1.436511</td>
</tr>
<tr>
<td></td>
<td>$h = 0.050000$</td>
<td>0.987923</td>
<td>1.005329</td>
</tr>
<tr>
<td>$k=0.025000$</td>
<td>$h = 0.10000$</td>
<td>1.408796</td>
<td>0.958764</td>
</tr>
<tr>
<td></td>
<td>$h = 0.050000$</td>
<td>1.026617</td>
<td>1.020206</td>
</tr>
<tr>
<td>$k=0.012500$</td>
<td>$h = 0.10000$</td>
<td>1.193668</td>
<td>0.730452</td>
</tr>
<tr>
<td></td>
<td>$h = 0.050000$</td>
<td>1.043673</td>
<td>0.925793</td>
</tr>
</tbody>
</table>

Table 11. Test 4: large time-step algorithm.

(a) $L^1$ error
(b) $L^\infty$ error
(c) $L^\infty$ error in "smooth" regions
(d) CPU times

<table>
<thead>
<tr>
<th>Time Step</th>
<th>Mesh Size</th>
<th>$L^1$ Error</th>
<th>$L^\infty$ Smooth</th>
</tr>
</thead>
<tbody>
<tr>
<td>$k=0.050000$</td>
<td>$h = 0.10000$</td>
<td>0.997372</td>
<td>1.015510</td>
</tr>
<tr>
<td></td>
<td>$h = 0.050000$</td>
<td>0.998164</td>
<td>0.921106</td>
</tr>
<tr>
<td>$k=0.025000$</td>
<td>$h = 0.10000$</td>
<td>1.027447</td>
<td>1.022729</td>
</tr>
<tr>
<td></td>
<td>$h = 0.050000$</td>
<td>0.991838</td>
<td>0.925554</td>
</tr>
<tr>
<td>$k=0.012500$</td>
<td>$h = 0.10000$</td>
<td>0.955906</td>
<td>1.027628</td>
</tr>
<tr>
<td></td>
<td>$h = 0.050000$</td>
<td>0.803395</td>
<td>0.830340</td>
</tr>
</tbody>
</table>

Table 12. Test 4: Order in $L^1$ and $L^\infty$ for large time-step.

<table>
<thead>
<tr>
<th>Time Step</th>
<th>Mesh Size</th>
<th>$L^1$ Error</th>
<th>$L^\infty$ Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>$k=0.050000$</td>
<td>$h = 0.10000$</td>
<td>0.020309</td>
<td>0.01842</td>
</tr>
<tr>
<td></td>
<td>$h = 0.050000$</td>
<td>0.032663</td>
<td>0.02076</td>
</tr>
<tr>
<td>$k=0.025000$</td>
<td>$h = 0.10000$</td>
<td>0.041184</td>
<td>0.02023</td>
</tr>
<tr>
<td></td>
<td>$h = 0.050000$</td>
<td>0.062463</td>
<td>0.02187</td>
</tr>
<tr>
<td>$k=0.012500$</td>
<td>$h = 0.10000$</td>
<td>0.12727</td>
<td>0.0316</td>
</tr>
<tr>
<td></td>
<td>$h = 0.050000$</td>
<td>0.18614</td>
<td>0.0365</td>
</tr>
</tbody>
</table>