ACCURATE RECONSTRUCTIONS
OF FUNCTIONS OF FINITE REGULARITY
FROM TRUNCATED FOURIER SERIES EXPANSIONS

KNUT S. ECKHOFF

Abstract. Knowledge of a truncated Fourier series expansion for a \(2\pi\)-periodic function of finite regularity, which is assumed to be piecewise smooth in each period, is used to accurately reconstruct the corresponding function. An algebraic equation of degree \(M\) is constructed for the \(M\) singularity locations in each period for the function in question. The \(M\) coefficients in this algebraic equation are obtained by solving an algebraic system of \(M\) equations determined by the coefficients in the known truncated expansion. If discontinuities in the derivatives of the function are considered, in addition to discontinuities in the function itself, that algebraic system will be nonlinear with respect to the \(M\) unknown coefficients. The degree of the algebraic system will depend on the desired order of accuracy for the reconstruction, i.e., a higher degree will normally lead to a more accurate determination of the singularity locations. By solving an additional linear algebraic system for the jumps of the function and its derivatives up to the arbitrarily specified order at the calculated singularity locations, we are able to reconstruct the \(2\pi\)-periodic function of finite regularity as the sum of a piecewise polynomial function and a function which is continuously differentiable up to the specified order.

1. Introduction

With a Riemann integrable complex-valued \(2\pi\)-periodic function \(u(x)\) we may associate, for any given even integer \(N > 0\), the \(N\)th-order truncated Fourier series

\[
P_N u(x) = \sum_{k=-N/2+1}^{N/2-1} \hat{u}_ke^{ikx},
\]
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As is well known [1, 8, 16], the error involved, when we approximate \( u(x) \) by the truncated Fourier series expansion (1), is strongly dependent on the smoothness of the function \( u(x) \). We shall in this paper limit our discussion to functions \( u(x) \) which are piecewise smooth on \([-\pi, \pi]\). If in addition we assume that \( u(x) \) is everywhere continuous and has continuous derivatives of order \( p = 1, 2, \ldots, m - 1 \), it can be shown [1, 8, 16] that

\[
\hat{u}_k = O(k^{-m-1}) \quad \text{as} \quad k \to \pm \infty.
\]

For a discontinuous function \( u(x) \), the relation (3) holds with \( m = 0 \), and consequently convergence of the associated Fourier series is very slow. The resulting oscillatory behavior of the truncated Fourier series expansion (1) near a discontinuity, known as the Gibbs phenomenon, is usually regarded as the major cause of the problems connected with the application of Fourier methods (as well as other types of spectral methods) to the calculation of shock waves. As formulated recently by Gottlieb [6], for instance, one fundamental problem in this connection is to design a method which makes it possible to recover, with high accuracy, pointwise values of a piecewise smooth function from its first \( N \) Fourier coefficients. A solution to that problem is the purpose of the present paper.

The oscillatory behavior obtained by a high-order method like a spectral method should according to Lax [10] contain enough information for us to be able to reconstruct the proper nonoscillatory discontinuous function by a postprocessing filter. The idea of introducing step functions for that purpose, initiated by Gottlieb et al. [7] and further elaborated on in [3], will in this paper be extended to \( 2\pi \)-periodic functions of finite regularity that involve discontinuities in the derivatives up to an arbitrarily specified order, in addition to discontinuities in the function itself. The resulting reconstruction algorithms will be of a similar nature as those described in [3], but will lead to more accurate reconstructions at the expense of more involved calculations. We note that ideas similar to some in this paper have been exploited earlier for various other problems related to Fourier analysis [11, 12].

2. The extended problem of reconstruction

In the reconstruction of discontinuous \( 2\pi \)-periodic functions described in [3] we utilized a one-parameter family of \( 2\pi \)-periodic step functions (or rather sawtooth functions), which on the interval \((-\pi, \pi]\) may be given by

\[
V_0(x; \beta) = \begin{cases} 
\frac{1}{2\pi} (\beta - \pi - x) & \text{if } -\pi < x < \beta, \\
\frac{1}{2\pi} (\beta + \pi - x) & \text{if } \beta < x \leq \pi,
\end{cases}
\]

where

\[
\hat{u}_k = \frac{1}{2\pi} \int_{-\pi}^{\pi} u(x)e^{-ikx}dx, \quad k = 0, \pm 1, \pm 2, \ldots
\]
where $\beta$ is a parameter at our disposal, with $-\pi \leq \beta < \pi$. The function (4) has a jump discontinuity of magnitude +1 at $x = \beta$.\footnote{In this paper we apply the convention that function values are disregarded at points where a piecewise smooth function is discontinuous.} Hence $V_0(x; \beta)$ is a piecewise linear $2\pi$-periodic function with exactly one discontinuity in each period and no jump in the derivatives at the points of discontinuity. Starting with this function, we may successively define a sequence of functions $V_n(x; \beta)$ by

$$V_n(x; \beta) = \int V_{n-1}(x; \beta) \, dx, \quad n = 1, 2, \ldots,$$

where the constants of integration are determined by

$$\int_{-\pi}^{\pi} V_n(x; \beta) \, dx = 0, \quad n = 1, 2, \ldots.$$

From this definition it follows that for each $n = 1, 2, \ldots$, $V_n(x; \beta)$ is a $2\pi$-periodic function of finite regularity with $V_n^{(p)}(x; \beta)$ continuous everywhere for $p = 0, \ldots, n - 1$, but with $V_n^{(n)}(x; \beta) = V_0(x; \beta)$ only piecewise continuous with jump discontinuities of magnitude +1 at $x = \beta + 2m\pi$, $m = 0, \pm 1, \pm 2, \ldots$. For the higher-order derivatives $V_n^{(p)}(x; \beta)$, $p \geq n + 1$, there are no jumps at these singularity locations.

More specifically, it follows from (4), (5), and (6) that $V_n(x; \beta) = U_n(x - \beta)$, where $U_n(\xi)$ for $n = 0, 1, 2, \ldots$ is the $2\pi$-periodic extension of the following function:

$$U_n(\xi) = \frac{(2\pi)^n}{(n + 1)!} B_{n+1} \left( \frac{\xi}{2\pi} \right) \quad \text{when} \quad 0 < \xi < 2\pi,$$

where $B_j(x)$, $j = 1, 2, \ldots$, are the Bernoulli polynomials [4]. We note that $U_n(\xi)$ is an odd function when $n$ is even, and an even function when $n$ is odd.

From (4), (5), and (6) it is not difficult to see that the Fourier coefficients (2) for the functions $V_n(x; \beta)$, $n = 0, 1, 2, \ldots$, are given by

$$\hat{V}_n(0; \beta) = 0, \quad \hat{V}_n(k; \beta) = \frac{e^{-ik\beta}}{2\pi (ik)^{n+1}}, \quad k = \pm 1, \pm 2, \ldots.$$

If we now consider a $2\pi$-periodic function $u(x)$ which is known to be piecewise smooth on $[-\pi, \pi]$, the interval $[-\pi, \pi]$ can be divided into a finite number of subintervals on which $u(x)$ is smooth. At the endpoints of these subintervals, however, the function $u(x)$ and/or some (or all) of its derivatives may have jump discontinuities. Thus, the assumption that the $2\pi$-periodic function of finite regularity $u(x)$ is piecewise smooth on $[-\pi, \pi]$ is clearly equivalent to the assumption that $u(x)$, for an arbitrarily given nonnegative integer $Q$, can be written in the following way for some finite integer $M \geq 1$:

$$u(x) = v(x) + \sum_{n=0}^{Q} \sum_{j=1}^{M} A^n_j V_n(x; \gamma_j),$$

where $v(x)$ is some $Q$ times continuously differentiable $2\pi$-periodic function which is piecewise smooth on $[-\pi, \pi]$, the functions $V_n(x; \gamma_j)$ are given by...
with $\beta = \gamma_j$, and $A_j^n$, $\gamma_j$ are some constants for $j = 1, \ldots, M$, $n = 0, 1, \ldots, Q$. From the properties of the functions $V_n(x; \beta)$ discussed above, it is clear that the points $x = \gamma_j$, $j = 1, \ldots, M$, are the locations for the singularities of the function $u(x)$ given by (9), and $A_j^n$ are the associated jumps for the function $u(x)$ itself, $A_j^1$ those for $u'(x)$, $A_j^2$ those for $u''(x)$, and so on, until finally $A_j^Q$ are the associated jumps for $u^{(Q)}(x)$ at the singularity locations.

Clearly, there will be no loss of generality by assuming that $-\pi \leq \gamma_1 < \gamma_2 < \ldots < \gamma_M < \pi$. The sum on the right-hand side in (9) is seen to constitute a $2\pi$-periodic piecewise polynomial function of degree at most $Q + 1$, i.e., it is a polynomial of degree at most $Q + 1$ on each of the intervals $(\gamma_M - 2\pi, \gamma_1)$, $(\gamma_1, \gamma_2)$, $(\gamma_2, \gamma_3)$, $\ldots$, $(\gamma_{M-1}, \gamma_M)$, $(\gamma_M, \gamma_1 + 2\pi)$, and so on. The problem we study in this paper is that of determining good approximations for the function $v(x)$ and the constants $A_j^n$, $\gamma_j$ in (9) solely from knowledge of a finite number of Fourier coefficients associated with the function $u(x)$. For the case where $Q = 0$, this is exactly the problem considered in [3]. In the following we shall therefore assume that $Q \geq 1$, and we furthermore assume that the integer $M$ is known. As we shall briefly discuss in §6, it is also possible (by essentially the same method) to handle cases where the integer $M$ is not known a priori, and in fact to determine the integer $M$ as part of the reconstruction.

The Fourier coefficients (2) associated with the function $u(x)$ given by (9) are found from (8) to be

$$\hat{u}_k = \hat{v}_k + \sum_{n=0}^{Q} \frac{1}{2\pi (ik)^{n+1}} \sum_{j=1}^{M} A_j^n e^{-ik\gamma_j}, \quad k = \pm 1, \pm 2, \ldots,$$

and $\hat{u}_0 = \hat{v}_0$. With the notation

$$C_k = 2\pi ik(\hat{u}_k - \hat{v}_k), \quad k = \pm 1, \pm 2, \ldots,$$

the relations (10) can be written

$$\sum_{n=0}^{Q} \frac{1}{(ik)^n} \sum_{j=1}^{M} A_j^n e^{-ik\gamma_j} = C_k, \quad k = \pm 1, \pm 2, \ldots.$$

Since the function $v(x)$ in (9) is assumed to be $Q$ times continuously differentiable everywhere and piecewise smooth on $[-\pi, \pi]$, we have by (3)

$$\hat{v}_k = O(|k|^{-Q-2}) \quad \text{as} \quad k \to \pm \infty.$$

On the other hand, if we restrict our study to cases where $u(x)$ is a discontinuous function, we get by (3)

$$\hat{u}_k = O(|k|^{-1}) \quad \text{as} \quad k \to \pm \infty,$$

where the order relation in (14) is best possible [16]. As for the case $Q = 0$ discussed in [3], it is this difference in behavior of the Fourier coefficients, (14) vs. (13), which forms the basis for our reconstruction procedure.

For $|k|$ sufficiently large, in view of (11), (13), (14) we can expect that

$$C_k \approx 2\pi ik \hat{u}_k \overset{\text{def}}{=} \hat{C}_k = O(1) \quad \text{as} \quad k \to \pm \infty,$$
since the difference between the two sides in (15) is asymptotically of the order $O(|k|^{-Q-1})$ as $k \to \pm \infty$. Introduced into (12), the approximation (15) gives us approximate equations for the quantities $A^n_j$ and $\gamma_j$. The hardest part of the reconstruction is the determination of the singularity locations $\gamma_j$, $j = 1, \ldots, M$, with sufficient accuracy from these equations. We shall therefore postpone that problem and for the moment assume that the singularity locations $\gamma_j$, $j = 1, \ldots, M$, are known to an accuracy of the order $O(|N|^{-Q-2})$ as $N \to \infty$. From (12) and (15) we then get the following linear system of approximate algebraic equations for the amplitudes $A^n_j$, $j = 1, \ldots, M$, $n = 0, 1, \ldots, Q$:

$$
\sum_{n=0}^{Q} \frac{1}{(ik)^n} \sum_{j=1}^{M} A^n_j e^{-ik\gamma_j} = \tilde{C}_k,
$$

for $k = N/2 - M(Q + 1), N/2 - M(Q + 1) + 1, \ldots, N/2 - 1$. As partially discussed in [3], we have here chosen $M(Q + 1)$ consecutive values of $k$ in order to ensure that the equations in (16) are linearly independent. Clearly, this implies that we normally must have $N$ larger than $2M(Q + 1)$, and with the assumptions made we can expect that for each $j = 1, \ldots, M$ the error in the approximately determined quantity $A^n_j$ is of the order $O(|N|^{-Q-1+n})$ as $N \to \infty$ for $n = 0, 1, \ldots, Q$.

When the amplitudes $A^n_j$ have been determined by (16), an approximate function $v(x)$ in (9) can be determined by an $N$th-order truncated Fourier series (1) with Fourier coefficients $\hat{u}_k$ given by

$$
\hat{u}_k = \check{u}_k - \sum_{n=0}^{Q} \frac{1}{2\pi ik(n+1)} \sum_{j=1}^{M} A^n_j e^{-ik\gamma_j},
$$

for $k = \pm 1, \pm 2, \ldots, \pm (N/2 - 1)$, and $\hat{u}_0 = \check{u}_0$.

It remains to determine the singularity locations $\gamma_j$, $j = 1, \ldots, M$, with sufficient accuracy. As we shall see in the following sections, this is possible to do from (12), (15) if these equations are considered for a sufficient number of sufficiently large values of $|k|$. As in [3], the key to the solution of that problem is to construct a sufficiently accurate approximation to the algebraic equation of degree $M$,

$$
z^M + X_1 z^{M-1} + X_2 z^{M-2} + \cdots + X_{M-1} z + X_M = 0,
$$

with roots $z_j = e^{-i\gamma_j}$, $j = 1, \ldots, M$. In order to facilitate the bookkeeping, we introduce for $n = 0, 1, 2, \ldots, Q$, the notation

$$
B^n_k \triangleq \sum_{j=1}^{M} A^n_j e^{-ik\gamma_j}, \quad k = \pm 1, \pm 2, \ldots, n = 0, 1, 2, \ldots, Q.
$$

In essentially the same way as discussed in [3], we then find as a consequence of Prony’s method [15] (as presented in [9]) that the coefficients $X_j$, $j = 1, \ldots, M$, in (18) must satisfy the identities

$$
B^n_k + B^n_{k-1} X_1 + B^n_{k-2} X_2 + \cdots + B^n_{k-M} X_M = 0,
$$

for each $n = 0, 1, 2, \ldots, Q$, and for every $k \neq 0, 1, 2, \ldots, M$.
Unfortunately, however, none of the quantities \( B^n_j \) are a priori known from the Fourier coefficients \( \hat{u}_k \), \( k = 0, \pm 1, \pm 2, \ldots, \pm (N/2 - 1) \), with sufficient accuracy when \( Q \geq 1 \). From (12) and (19) we do know, however, that the combinations

\[
\sum_{n=0}^{Q} \frac{1}{(ik)^n} B^n_k = C_k, \quad k = \pm 1, \pm 2, \ldots,
\]

are approximately given by (15). In the following sections we shall describe how this can be utilized in an economical way to determine approximations for the coefficients \( X_j \) in (18) such that the \( M \) singularity locations \( \gamma_j, j = 1, \ldots, M \), can be determined with sufficient accuracy.

3. The location of the singularities

3.1. The case \( Q = 1 \). In the present case, the relations (21) can be written

\[
i k B^0_k + B^1_k = i k C_k, \quad k = \pm 1, \pm 2, \ldots .
\]

From the identities (20) and (22) we get for every \( k \neq 0, 1, 2, \ldots, M \)

\[
D_k \equiv k C_k + (k - 1) C_{k-1} X_1 + (k - 2) C_{k-2} X_2 + \cdots + (k - M) C_{k-M} X_M
\]

\[
= k B^0_k + (k - 1) B^0_{k-1} X_1 + (k - 2) B^0_{k-2} X_2 + \cdots + (k - M) B^0_{k-M} X_M
\]

\[
- i \{B^1_k + B^1_{k-1} X_1 + B^1_{k-2} X_2 + \cdots + B^1_{k-M} X_M\}
\]

\[
= - B^0_{k-1} X_1 - 2 B^0_{k-2} X_2 - \cdots - MB^0_{k-M} X_M.
\]

Furthermore, it follows from (20) and (23) that for every \( k \neq 0, 1, 2, \ldots, 2M \)

\[
D_k + D_{k-1} X_1 + D_{k-2} X_2 + \cdots + D_{k-M} X_M
\]

\[
= - X_1 \{B^0_{k-1} + B^0_{k-2} X_1 + B^0_{k-3} X_2 + \cdots + B^0_{k-M-1} X_M\}
\]

\[
- 2 X_2 \{B^0_{k-2} + B^0_{k-3} X_1 + B^0_{k-4} X_2 + \cdots + B^0_{k-M-2} X_M\}
\]

\[
- \cdots - M X_M \{B^0_{k-M} + B^0_{k-M-1} X_1 + B^0_{k-M-2} X_2 + \cdots + B^0_{k-M} X_M\} = 0.
\]

From (15) and (23) it is clear that the quantities \( D_k \) are approximately known from the Fourier coefficients associated with \( u(x) \) in the following way:

\[
D_k \approx \tilde{D}_k \equiv k \tilde{C}_k + (k - 1) \tilde{C}_{k-1} X_1 + (k - 2) \tilde{C}_{k-2} X_2
\]

\[
+ \cdots + (k - M) \tilde{C}_{k-M} X_M = O(k) \text{ as } k \to \pm \infty.
\]

The difference between the two sides in (25) is of the order \( O(|k|^{-1}) \) as \( k \to \pm \infty \). An approximate system of equations for the coefficients \( X_j, j = 1, \ldots, M \), in (18), and hence for the singularity locations for the function \( u(x) \), results from (24) and (25):

\[
\tilde{D}_k + \tilde{D}_{k-1} X_1 + \tilde{D}_{k-2} X_2 + \cdots + \tilde{D}_{k-M} X_M = 0,
\]

where we normally take \( k = N/2 - M, \ldots, N/2 - 1 \), assuming that \( N > 6M \). This choice is made in order to ensure that the equations in (26) are
independent. From (25) it is clear that (26) is an algebraic equation of degree 2 for the coefficients $X_j$, $j = 1, \ldots, M$. We shall in later sections discuss how the equations (26) can be solved. At this stage we only observe that from the estimates we have given above, we can expect that the error in the solution of (26) for $X_j$ will be of the order $O(|N|^{-2})$ as $N \to \infty$. As we shall discuss in more detail in §4, this is one order better than the error we can expect in general for the method described in [3] when $Q = 0$.

3.2. The case $Q = 2$. In this case, the relations (21) can be written

$$\tag{27} (ik)^2 B_k^0 + i k B_k^1 + B_k^2 = (ik)^2 C_k, \quad k = \pm 1, \pm 2, \ldots.$$  

From the identities (20) and (27) we get for every $k \neq 0, 1, 2, \ldots, M$

$$\tag{28} E_k \overset{\text{def}}{=} k^2 C_k + (k - 1)^2 C_{k-1} X_1 + (k - 2)^2 C_{k-2} X_2 + \cdots + (k - M)^2 C_{k-M} X_M = k^2 B_k^0 + (k - 1)^2 B_{k-1}^0 X_1 + (k - 2)^2 B_{k-2}^0 X_2 + \cdots + (k - M)^2 B_{k-M}^0 X_M - i k B_k^1 - i (k - 1) B_{k-1}^1 X_1 - i (k - 2) B_{k-2}^1 X_2 - \cdots - i (k - M) B_{k-M}^1 X_M - B_k^2 - B_{k-1}^2 X_1 - B_{k-2}^2 X_2 - \cdots - B_{k-M}^2 X_M = -2 k^2 B_{k-1}^0 X_1 - 4 k^3 B_{k-2}^0 X_2 - \cdots - 2 M k B_{k-M}^0 X_M + B_{k-1}^0 X_1 + 4 B_{k-2}^0 X_2 + \cdots + M^2 B_{k-M}^0 X_M + i B_{k-1}^1 X_1 + 2 i B_{k-2}^1 X_2 + \cdots + M i B_{k-M}^1 X_M. $$

From (28) it follows that for every $k \neq 0, 1, 2, \ldots, 2M$

$$\tag{29} F_k \overset{\text{def}}{=} E_k + E_{k-1} X_1 + E_{k-2} X_2 + \cdots + E_{k-M} X_M = -2 X_1 \{ k B_{k-1}^0 X_1 + (k - 1) B_{k-2}^0 X_1 + \cdots + (k - M) B_{k-M-1}^0 X_M \} - 4 X_2 \{ k B_{k-2}^0 X_1 + (k - 1) B_{k-3}^0 X_1 + \cdots + (k - M) B_{k-M-2}^0 X_M \} - \cdots - 2 M X_M \{ k B_{k-M-1}^0 X_1 + (k - 1) B_{k-M}^0 X_M \} + X_1 \{ B_{k-1}^0 X_1 + B_{k-2}^0 X_1 + B_{k-3}^0 X_2 + \cdots + B_{k-M-1}^0 X_M \} + 4 X_2 \{ B_{k-2}^0 X_1 + B_{k-3}^0 X_1 + B_{k-4}^0 X_2 + \cdots + B_{k-M-2}^0 X_M \} + \cdots + M^2 X_M \{ B_{k-M-1}^0 X_1 + B_{k-M-2}^0 X_2 + \cdots + B_{k-2M}^0 X_M \} + i X_1 \{ B_{k-1}^1 X_1 + B_{k-2}^1 X_1 + B_{k-3}^1 X_2 + \cdots + B_{k-M-1}^1 X_M \} + 2 i X_2 \{ B_{k-2}^1 X_1 + B_{k-3}^1 X_1 + B_{k-4}^1 X_2 + \cdots + B_{k-M-2}^1 X_M \} + \cdots + M i X_M \{ B_{k-M-1}^1 X_1 + B_{k-M-2}^1 X_2 + \cdots + B_{k-2M}^1 X_M \}. $$

Again, by (20), it follows from (29) that

$$\tag{30} F_k = 2 X_1 \{ B_{k-2}^0 X_1 + 2 B_{k-3}^0 X_2 + \cdots + M B_{k-M-1}^0 X_M \} + 4 X_2 \{ B_{k-3}^0 X_1 + 2 B_{k-4}^0 X_2 + \cdots + M B_{k-M-2}^0 X_M \} + \cdots + 2 M X_M \{ B_{k-M-1}^0 X_1 + 2 B_{k-M-2}^0 X_2 + \cdots + M B_{k-2M}^0 X_M \}. $$
Finally, from (20) and (30) it follows that for every \( k \neq 0, 1, 2, \ldots, 3M \)
\[
(31) \quad F_k + F_{k-1}X_1 + F_{k-2}X_2 + \cdots + F_{k-M}X_M

= 2X_1X_1\{B_{k-2}^0 + B_{k-3}^0X_1 + \cdots + B_{k-M-2}^0X_M\}
+ 4X_1X_2\{B_{k-3}^0 + B_{k-4}^0X_1 + \cdots + B_{k-M-3}^0X_M\}
+ \cdots + 2M^2X_1M\{B_{k-2M}^0 + B_{k-2M-1}^0X_1 + \cdots + B_{k-3M}^0X_M\}
+ 2M^2X_1M\{B_{k-2M}^0 + B_{k-2M-1}^0X_1 + \cdots + B_{k-3M}^0X_M\}
= 0.
\]

From (15) and (28) it is clear that the quantities \( E_k \) are approximately expressible in terms of the Fourier coefficients of \( u(x) \):
\[
E_k \approx \hat{E}_k = k^2\hat{C}_k + (k - 1)^2\hat{C}_{k-1}X_1 + (k - 2)^2\hat{C}_{k-2}X_2
+ \cdots + (k - M)^2\hat{C}_{k-M}X_M = O(k^2) \quad \text{as} \quad k \to \pm\infty.
\]

The difference between the two sides in (32) is seen to be of the order \( O(|k|^{-1}) \) as \( k \to \pm\infty \). With the same accuracy, we obtain from (29) and (32) the following approximations:
\[
(33) \quad F_k \approx \hat{F}_k \overset{\text{def}}{=} \hat{E}_k + \hat{E}_{k-1}X_1 + \hat{E}_{k-2}X_2 + \cdots + \hat{E}_{k-M}X_M
= O(k^2) \quad \text{as} \quad k \to \pm\infty.
\]

An approximate system of equations for the coefficients \( X_j, j = 1, \ldots, M \), in (18), and hence for the singularity locations for the function \( u(x) \), results from (31), (32), and (33):
\[
(34) \quad \hat{F}_k + \hat{F}_{k-1}X_1 + \hat{F}_{k-2}X_2 + \cdots + \hat{F}_{k-M}X_M = 0,
\]
where the requirement that the equations shall be independent normally means that we take \( k = N/2 - M, \ldots, N/2 - 1 \), assuming that \( N > 8M \). From (32) and (33) it is clear that (34) is an algebraic equation of degree 3 for the coefficients \( X_j, j = 1, \ldots, M \). From the estimates we have given above, we expect that the error in the solution of (34) for \( X_j \) will be of the order \( O(|N|^{-3}) \) as \( N \to \infty \). This is one order better than the expected error in the solutions of (26) for the case where \( Q = 1 \) considered in §3.1.

3.3. The general case. For arbitrary \( Q \), the relations (21) can be written
\[
(35) \quad \sum_{n=0}^{Q} (ik)^{Q-n}B_k^n = (ik)^Q C_k, \quad k = \pm 1, \pm 2, \ldots.
\]
We introduce the following notation for $k = 0, 1, 2, \ldots, M$:

\begin{equation}
G_k^Q(1) \overset{\text{def}}{=} k^Q C_k + (k - 1)^Q C_{k-1} X_1 + (k - 2)^Q C_{k-2} X_2 \\
+ \cdots + (k - M)^Q C_{k-M} X_M,
\end{equation}

and then successively for $n = 2, 3, \ldots, Q + 1$ and $k \neq 0, 1, 2, \ldots, nM$, define the quantities

\begin{equation}
G_k^Q(n) \overset{\text{def}}{=} G_k^Q(n-1) + G_{k-1}^Q(n-1) X_1 + G_{k-2}^Q(n-1) X_2 \\
+ \cdots + G_{k-M}^Q(n-1) X_M.
\end{equation}

Utilizing (20), we find from (35), (36), and (37) in the same way as (24) and (31) were established for the cases $Q = 1$ and $Q = 2$, respectively, that the following equations hold:

\begin{equation}
G_k^Q(Q + 1) = 0, \quad k \neq 0, 1, 2, \ldots, (Q + 1)M.
\end{equation}

From (36) and (37) it is clear that (38) for each $k$ is an algebraic equation of degree $Q + 1$ with respect to the coefficients $X_j$, $j = 1, \ldots, M$, in (18), and hence for the singularity locations for the function $u(x)$. From (15), (36), and (37) it is furthermore clear that the quantities $G_k^Q(n)$ are approximately known from the Fourier coefficients $u(x)$. In fact, for $k \neq 0, 1, 2, \ldots, M$, we have

\begin{equation}
G_k^Q(1) \approx G_k^Q(1) \overset{\text{def}}{=} k^Q C_k + (k - 1)^Q C_{k-1} X_1 + (k - 2)^Q C_{k-2} X_2 \\
+ \cdots + (k - M)^Q C_{k-M} X_M = O(|k|) \quad \text{as} \quad k \to \pm \infty.
\end{equation}

For $n = 2, 3, \ldots, Q + 1$ and for $k \neq 0, 1, 2, \ldots, nM$, we successively have

\begin{equation}
G_k^Q(n) \approx G_k^Q(n) \overset{\text{def}}{=} G_k^Q(n-1) + G_{k-1}^Q(n-1) X_1 + G_{k-2}^Q(n-1) X_2 \\
+ \cdots + G_{k-M}^Q(n-1) X_M = O(|k|) \quad \text{as} \quad k \to \pm \infty.
\end{equation}

The difference between the two sides in both (39) and (40) is seen to be of the order $O(|k|^{-1})$ as $k \to \pm \infty$. An approximate system of equations for the coefficients $X_j$, $j = 1, \ldots, M$, in (18) therefore results from (38), (39), and (40):

\begin{equation}
G_k^Q(Q + 1) = 0,
\end{equation}

where again the requirement that the equations shall be independent normally means that we take $k = N/2 - M, \ldots, N/2 - 1$, assuming that $N > 2(Q + 2)M$. From (39) and (40) it is clear that (41) is an algebraic equation of degree $Q + 1$ for the coefficients $X_j$, $j = 1, \ldots, M$. From the estimates we have given above, we expect that the error in the solution of (41) for $X_j$ will be of the order $O(|N|^{-Q-1})$ as $N \to \infty$.

Since (41) constitutes a system of algebraic equations of degree $Q + 1$, we cannot expect it to have a uniquely determined solution in general, and numerically we would have to apply a nonlinear solver, which normally implies some iterative strategy. Depending on the actual application, there may be a number
of different strategies for obtaining the relevant solution of (41). One possible strategy clearly is to use the solution obtained by the method described in [3] for the case $Q = 0$ as a first approximation for the iterations, an approach which will be considered further in §5. Having solved (41) for the $(Q + 1)$st-order accurate approximations of the coefficients $X_j$, $j = 1, \ldots, M$, we then solve the associated approximate equation (18). As in [3], we may finally from the $M$ roots $z_j$, $j = 1, \ldots, M$, of (18) calculate approximations for the $M$ discontinuity locations $y_j$, $j = 1, \ldots, M$, on the interval $[-\pi, \pi)$ by the equations

\begin{equation}
    e^{-iy_j} = \frac{z_j}{|z_j|}, \quad j = 1, \ldots, M.
\end{equation}

It seems reasonable to expect that the singularity locations calculated in this way are at least $(Q + 1)$st-order accurate also.

In the above approximate calculation of the singularity locations, the representation (9) is only used in order to obtain an error estimate and not in the actual calculation itself. If necessary, we are therefore free to use the equation (41) with $Q = Q + 1$ in order to guarantee that the obtained approximate singularity locations are at least $(Q + 2)$st-order accurate. By solving the associated system (16), the reconstruction described in §2 will then lead to a $(Q + 1)$st-order accurate representation of the function $u(x)$ in the form (9). As we shall see in the following sections, however, we are in most cases in the fortunate situation that numerical experiments indicate that the accuracy obtained by the above calculation of the singularity locations is much better than the pessimistic estimates we have given. A lower value of $Q$ than that used in the representation (9), may therefore often suffice in the calculation of the singularity locations by (18), (41), (42).

4. AN EXAMPLE

We shall in this section consider a $2\pi$-periodic function $u(x)$ which is known to be piecewise smooth on $[-\pi, \pi]$ and discontinuous with one (and only one) discontinuity in each period. From the discussion in §2, we then know that the Fourier coefficients associated with the function $u(x)$ will asymptotically as $k \to \pm \infty$ satisfy

\begin{equation}
    \hat{u}_k = \frac{1}{2\pi i k} A e^{-ik\gamma} + O(|k|^{-2}),
\end{equation}

where the constant $\gamma$ denotes the actual location of the discontinuity in $[-\pi, \pi]$ and the constant $A$ the associated jump of $u(x)$ at that point.

We would first like to consider in detail the method of reconstruction described in [3] for this function $u(x)$, and thereby pinpoint some of the limitations involved in the approach. Thus $M = 1$, and consequently $z = e^{-i\gamma}$ is known from (18) to approximately satisfy

\begin{equation}
    z + X_1 = 0,
\end{equation}

where the coefficient $X_1$ is calculated by the procedure described in [3], which here actually means solving the linear algebraic equation obtained from (41) by
putting $Q = 0$ and $M = 1$. Thus we have

$$C_{N/2 - 1} + C_{N/2 - 2}X_1 = 0,$$

(45)

where $C_k$ is given by (15). As a result of the equations (15), (44), and (45) we get

$$z = -X_1 = \frac{C_{N/2 - 1}}{C_{N/2 - 2}} = \frac{(N/2 - 1)\hat{u}_{N/2 - 1}}{(N/2 - 2)\hat{u}_{N/2 - 2}},$$

(46)

which can be easily calculated if the truncated Fourier series expansion (1) is known.

On the other hand, we see from (15) and (43) that

$$C_k = 2\pi ik \hat{u}_k = Ae^{-ik\gamma} + H_k,$$

(47)

where $H_k = O(|k|^{-1})$ as $k \to \pm\infty$. Thus (46) also gives

$$z = \frac{Ae^{-i(N/2 - 1)\gamma} + H_{N/2 - 1}}{Ae^{-i(N/2 - 2)\gamma} + H_{N/2 - 2}} = e^{-i\gamma} + \frac{1}{C_{N/2 - 2}}(H_{N/2 - 1} - e^{-i\gamma}H_{N/2 - 2}).$$

(48)

Since $A \neq 0$ by assumption, it follows from (47) that $\hat{C}_k = O(1)$ as $k \to \pm\infty$. Consequently, (48) shows that in general we may expect that

$$z = e^{-i\gamma} + O(N^{-1}) \quad \text{as} \quad N \to \infty,$$

(49)

and therefore

$$\gamma = -\arg(z) + O(N^{-1}) \quad \text{as} \quad N \to \infty.$$

(50)

It thus appears that the approximate discontinuity location determined by the method described in [3] is only first-order accurate in general. Since better accuracy than this was observed for the calculations reported in [3], the structure of the function $u(x)$ considered must be of importance for the accuracy of the calculations. In order to get more insight into that problem, we consider the special case of (43) where for $k \neq 0$

$$\hat{u}_k = \frac{1}{2\pi ik}Ae^{-ik\gamma} + \frac{1}{2\pi(ik)^2}Be^{-ik\mu} + \hat{v}_k,$$

(51)

where $A$, $B$, $\gamma$, $\mu$ are given constants with $A \neq 0$, $-\pi \leq \gamma < \pi$, $-\pi \leq \mu < \pi$, and $\hat{v}_k = O(|k|^{-3})$ as $k \to \pm\infty$. With (51), we know from the discussion in §2 that the function $u(x)$ is discontinuous with jump $A$ at the points $x = \gamma + 2m\pi$, $m = 0, \pm 1, \pm 2, \ldots$, while $u'(x)$ is discontinuous with jump $B$ at the points $x = \mu + 2m\pi$, $m = 0, \pm 1, \pm 2, \ldots$. From (47), (51) it is easily seen that as $k \to \pm\infty$, we have

$$H_k - e^{-i\gamma}H_{k-1} = \frac{(e^{-im} - e^{-i\gamma})k - e^{-im}}{ik(k-1)}Be^{-i(k-1)\mu} + O(|k|^{-2}).$$

(52)

When $B \neq 0$ we may therefore conclude from (48) that unless $\mu = \gamma$, the approximate discontinuity location $-\arg(z)$ determined by (46) will in fact only be first-order accurate. When $B = 0$ or $\mu = \gamma$, however, (48) and (52) show
that the approximate discontinuity location $-\arg(z)$ will be at least second-order accurate. For a function $u(x)$ with only one discontinuity in each period, we have thus actually proved that a sufficient condition for second-order accuracy is that $u(x)$ is continuously differentiable at every point where $u(x)$ is continuous.

Based on this result and a large number of numerical experiments, we conjecture that a sufficient condition for the method of reconstruction of a discontinuous function $u(x)$ described in [3] to be accurate (i.e. the discontinuity locations determined with second-order accuracy, and the associated jumps with first-order accuracy) is that $u(x)$ is continuously differentiable everywhere except at the points where $u(x)$ is discontinuous. When the function $u(x)$ has more than one discontinuity in each period, the formal proof of this conjecture is open, but the numerical evidence is very convincing. We shall later formulate an extension of this conjecture to the more general reconstruction which we have described earlier in this paper.

If $A = 0, B \neq 0$ in (51), it follows from the discussion in §2 that the underlying function $u(x)$ is continuous everywhere, but $u'(x)$ is discontinuous with jump $B$ at the points $x = \mu + 2mn, m = 0, \pm 1, \pm 2, \ldots$. The method described in [3] is not designed for such functions, but it is easy to see that the formula (46) in this case gives

$$z = \frac{N-4}{N-2} e^{-i\mu} + O(N^{-p}) \quad \text{as} \quad N \to \infty,$$

where $p \geq 1$. Thus, the singularity location is also in this case satisfying $\mu = -\arg(z) + O(N^{-1})$ as $N \to \infty$. We note that if we assume that the function $u(x)$ is such that $u'(x)$ is continuously differentiable everywhere except at the single point in each period where $u'(x)$ is discontinuous, it can be shown by a calculation similar to that given above for (47)-(52), that $p \geq 2$ in (53).

In the case where $A \neq 0, B \neq 0$, and $\gamma \neq \mu$ in (51), we have seen above that with $M = 1$ the method described in [3] for the determination of the discontinuity locations is only first-order accurate. Numerical experiments do show, however, that if in this case we apply the method described in [3] with $M = 2$, we obtain improved accuracy. Although so far we have no theory supporting our conclusion, the two roots $z_1, z_2$ of equation (18) then seem to determine both singularity locations in each period by (42), where normally the point $x = \gamma$ is more accurately determined than the point $x = \mu$. In this connection it is interesting also to note that the asymptotic behavior we observe for $|z_1|$ and $|z_2|$ are different. In fact, for the root corresponding to the discontinuity in the function $u(x)$ itself we normally get $|z| = 1 + O(N^{-2})$ as $N \to \infty$, while for the root corresponding to the discontinuity in $u'(x)$ we normally get an asymptotic behavior corresponding to that seen in (53). In addition to determining approximate singularity locations, it therefore seems that the method described in [3] can also provide valuable information about the nature of these singularities. We hope to be able to follow up these observations in more detail elsewhere.

Further improvements in the determination of the singularity locations for the case where $A \neq 0, B \neq 0$ in (51) can be obtained by the method described in §3.1. If $\gamma \neq \mu$, it is then consistent to take $M = 2$. If we restrict ourselves to
the case where $\gamma = \mu$, however, it is consistent to take $M = 1$, and $z = e^{-i\gamma}$ is still approximately determined by (44). Now, however, $X_1$ has to be calculated by the quadratic algebraic equation (26) which here reduces to

(54) \((N/2 - 1)\hat{C}_{N/2-1} + 2(N/2 - 2)\hat{C}_{N/2-2}X_1 + (N/2 - 3)\hat{C}_{N/2-3}X_1^2 = 0.\)

From (15) and (51) we have that

(55) \(k\hat{C}_k = 2\pi i k^2 \hat{u}_k = (kA - iB)e^{-ik\gamma} + W_k,\)

where $W_k = 2\pi i k^2 \hat{\theta}_k = O(|k|^{-1})$ as $k \to \pm\infty$. When $A \neq 0$, the two solutions $X_1^{(1)}, X_1^{(2)}$ of (54) must clearly satisfy

\[
\begin{align*}
X_1^{(1)}X_1^{(2)} &= \frac{(N/2 - 1)\hat{C}_{N/2-1}}{(N/2 - 3)\hat{C}_{N/2-3}} = \frac{[(N/2 - 1)A - iB]e^{-i(N/2-1)\gamma} + W_{N/2-1}}{[(N/2 - 3)A - iB]e^{-i(N/2-3)\gamma} + W_{N/2-3}} \\
&= \frac{N - 2}{N - 6} e^{-2i\gamma} + O(N^{-2}) \quad \text{as} \quad N \to \infty,
\end{align*}
\]

(56)

\[
\begin{align*}
X_1^{(1)} + X_1^{(2)} &= -2\frac{(N/2 - 2)\hat{C}_{N/2-2}}{(N/2 - 3)\hat{C}_{N/2-3}} \\
&= -2\frac{[(N/2 - 2)A - iB]e^{-i(N/2-2)\gamma} + W_{N/2-2}}{[(N/2 - 3)A - iB]e^{-i(N/2-3)\gamma} + W_{N/2-3}} \\
&= -2\frac{N - 4}{N - 6} e^{-i\gamma} + O(N^{-2}) \quad \text{as} \quad N \to \infty.
\end{align*}
\]

Thus, when $A \neq 0$, we may conclude that the two solutions of equation (54) will asymptotically be such that as $N \to \infty$

(57) \(X_1^{(1)} = -e^{-i\gamma} + O(N^{-2}), \quad X_1^{(2)} = \frac{N - 2}{N - 6} e^{-i\gamma} + O(N^{-2}).\)

The solution which is at least second-order accurate is therefore $X_1^{(1)}$. If we assume that the function $u(x)$ is piecewise smooth on $[-\pi, \pi]$ and has one (and only one) singularity in each period, $u(x), u'(x), u''(x)$ etc. are all necessarily continuously differentiable everywhere except at that singularity. By a calculation similar to the one given above for (47)-(52), it is not difficult to show that $X_1^{(1)}$ in this case actually has to be at least third-order accurate.

We observe from (58) that the other solution $X_1^{(2)}$ is a first-order accurate approximation for the exact value of $X_1$, and that the argument for the two solutions are equal to at least second-order. Thus, equation (42) would in this particular case have led to an approximate solution for the singularity location which is at least second-order accurate, even if we had picked the less accurate solution of (54).

When $A = 0$, it is easily seen that the difference between the two roots of (54) will be of the order $O(|N|^{-2})$ as $N \to \infty$. In that case there will therefore be no clear preference for either of the two roots of (54). However, this case corresponds to a case where the underlying function $u(x)$ is continuous everywhere, but with $u'(x)$ discontinuous. Since the method we have described
in this paper is not optimal for such functions, we shall restrict ourselves to giving some brief remarks in §6 on such cases.

5. Numerical considerations

Since the method described in [3] already provides us with an accurate approximation for the required solution of (41), a strategy for improving that approximation is to apply the well-known Newton-Raphson method [14]. For that purpose we need to calculate the Jacobi matrix associated with the system of equations (41). We shall therefore consider the structure of these equations in more detail. By introducing the notation

\[ H_k^Q(1) = (k-1)^Q \hat{C}_{k-1}X_1 + (k-2)^Q \hat{C}_{k-2}X_2 + \cdots + (k-M)^Q \hat{C}_{k-M}X_M, \]

and then successively for \( n = 2, 3, \ldots, Q + 1 \),

\[ H_k^Q(n) = H_k^Q(n-1)X_1 + H_k^Q(n-2)X_2 + \cdots + H_k^Q(n-M)X_M, \]

we see that as long as \( k \neq 0, 1, 2, \ldots, (Q + 1)M \), the quantity \( H_k^Q(n) \) will for each \( n = 1, 2, 3, \ldots, Q + 1 \) be an algebraic expression, homogeneous of degree \( n \) with respect to the coefficients \( X_1, X_2, \ldots, X_M \), and from (39) it readily follows that

\[ \hat{G}_k^Q(1) = k^Q \hat{C}_k + H_k^Q(1). \]

By induction it is not difficult to see that for \( n = 2, 3, \ldots, Q + 1 \) we have the following relations:

\[ \hat{G}_k^Q(n) = k^Q \hat{C}_k + \binom{n}{1} H_k^Q(1) + \binom{n}{2} H_k^Q(2) + \cdots + \binom{n}{n-1} H_k^Q(n-1) + H_k^Q(n), \]

where \( \binom{n}{m} \) denote the usual binomial coefficients.

As long as \( k \neq 0, 1, 2, \ldots, (Q + 1)M \), it is furthermore easy from the above relations to show by induction that for each \( j = 1, 2, \ldots, M \) and for each \( n = 2, 3, \ldots, Q + 1 \), we have

\[ \frac{\partial}{\partial X_j} H_k^Q(n) = n H_k^Q(n-1), \]

\[ \frac{\partial}{\partial X_j} \hat{G}_k^Q(n) = n \hat{G}_k^Q(n-1). \]

Thus the elements of the Jacobian matrix for the system of equations (41) are obtainable by straightforward algebraic calculations, making the Newton-Raphson method look even more attractive.

The implementation of the algorithms described in this paper have not encountered any difficulties. For the implementation of the Newton-Raphson method we have essentially followed the scheme given in [14]. Since we here are concerned with systems involving complex variables, however, we have utilized LINPACK subroutines [2] in order to solve the respective linear systems.
of algebraic equations. For the determination of the discontinuity locations, the roots of the relevant polynomial (18) have been calculated by the Laguerre method, where, as in [3], we have been able to use the subroutines provided in [14].

To illustrate the approach described, we consider three examples. The first is one of the examples studied in [3], namely the $2\pi$-periodic extension of the following piecewise polynomial function of degree 2 with five discontinuities in each period:

$$f(x) = \begin{cases} 
2 + x - 4x^2 & \text{if } 1.0 < x < 1.5, \\
-5 + x + x^2 & \text{if } 1.5 < x < 2.5, \\
2 - 3x + 2x^2 & \text{if } 2.5 < x < 3.5, \\
1 - 2x + x^2 & \text{if } 3.5 < x < 5.0, \\
40 + x - x^2 & \text{if } 5.0 < x < 2\pi + 1.0.
\end{cases}$$

(65)

The absolute value of the largest error in the calculated discontinuity locations for the function (65) for different values of $N$ and $Q$ were found to be

<table>
<thead>
<tr>
<th>$N$</th>
<th>64</th>
<th>128</th>
<th>256</th>
<th>512</th>
</tr>
</thead>
<tbody>
<tr>
<td>$Q=0$</td>
<td>$0.58 \times 10^{-2}$</td>
<td>$0.12 \times 10^{-2}$</td>
<td>$0.32 \times 10^{-3}$</td>
<td>$0.68 \times 10^{-4}$</td>
</tr>
<tr>
<td>$Q=1$</td>
<td>$0.80 \times 10^{-3}$</td>
<td>$0.11 \times 10^{-4}$</td>
<td>$0.10 \times 10^{-5}$</td>
<td>$0.48 \times 10^{-7}$</td>
</tr>
<tr>
<td>$Q=2$</td>
<td>$0.25 \times 10^{-10}$</td>
<td>$0.19 \times 10^{-9}$</td>
<td>$0.59 \times 10^{-8}$</td>
<td>$0.37 \times 10^{-7}$</td>
</tr>
<tr>
<td>$Q=3$</td>
<td>$0.34 \times 10^{-9}$</td>
<td>$0.21 \times 10^{-7}$</td>
<td>$0.12 \times 10^{-5}$</td>
<td>$0.58 \times 10^{-2}$</td>
</tr>
<tr>
<td>$2\pi/N$</td>
<td>0.0982</td>
<td>0.0491</td>
<td>0.0245</td>
<td>0.0123</td>
</tr>
</tbody>
</table>

Secondly, we consider the $2\pi$-periodic extension of the following piecewise polynomial function of degree 3 with four discontinuities in each period:

$$f(x) = \begin{cases} 
0 & \text{if } 0 < x < 1.0, \\
3 + x + 2x^2 - 3x^3 & \text{if } 1.0 < x < 2.0, \\
2 + 4x - 5x^2 + x^3 & \text{if } 2.0 < x < 3.0, \\
1 - 3x + 4x^2 - x^3 & \text{if } 3.0 < x < 4.0, \\
0 & \text{if } 4.0 < x < 2\pi.
\end{cases}$$

(66)

The absolute value of the largest error in the calculated discontinuity locations for the function (66) for different values of $N$ and $Q$ were found to be

<table>
<thead>
<tr>
<th>$N$</th>
<th>64</th>
<th>128</th>
<th>256</th>
<th>512</th>
</tr>
</thead>
<tbody>
<tr>
<td>$Q=0$</td>
<td>$0.42 \times 10^{-2}$</td>
<td>$0.76 \times 10^{-3}$</td>
<td>$0.16 \times 10^{-3}$</td>
<td>$0.40 \times 10^{-4}$</td>
</tr>
<tr>
<td>$Q=1$</td>
<td>$0.83 \times 10^{-4}$</td>
<td>$0.55 \times 10^{-5}$</td>
<td>$0.14 \times 10^{-6}$</td>
<td>$0.12 \times 10^{-7}$</td>
</tr>
<tr>
<td>$Q=2$</td>
<td>$0.16 \times 10^{-4}$</td>
<td>$0.59 \times 10^{-6}$</td>
<td>$0.29 \times 10^{-7}$</td>
<td>$0.31 \times 10^{-8}$</td>
</tr>
<tr>
<td>$Q=3$</td>
<td>$0.98 \times 10^{-9}$</td>
<td>$0.37 \times 10^{-8}$</td>
<td>$0.92 \times 10^{-7}$</td>
<td>$0.13 \times 10^{-2}$</td>
</tr>
<tr>
<td>$Q=4$</td>
<td>$0.20 \times 10^{-7}$</td>
<td>$0.48 \times 10^{-6}$</td>
<td>$2.14$</td>
<td>$0.77$</td>
</tr>
</tbody>
</table>
As a final example, we consider the $2\pi$-periodic extension of the following piecewise smooth function with three discontinuities in each period:

$$f(x) = \begin{cases} 
0 & \text{if } 0 < x < 1.0, \\
e^x & \text{if } 1.0 < x < 2.0, \\
\cos \frac{x}{2} & \text{if } 2.0 < x < 5.0, \\
0 & \text{if } 5.0 < x < 2\pi.
\end{cases}$$

(67)

The absolute value of the largest error in the calculated discontinuity locations for the function (67) for different values of $N$ and $Q$ were found to be

<table>
<thead>
<tr>
<th>$N$</th>
<th>32</th>
<th>64</th>
<th>128</th>
<th>256</th>
<th>512</th>
</tr>
</thead>
<tbody>
<tr>
<td>$Q=0$</td>
<td>$0.78 \cdot 10^{-2}$</td>
<td>$0.14 \cdot 10^{-2}$</td>
<td>$0.31 \cdot 10^{-3}$</td>
<td>$0.73 \cdot 10^{-4}$</td>
<td>$0.18 \cdot 10^{-4}$</td>
</tr>
<tr>
<td>$Q=1$</td>
<td>$0.73 \cdot 10^{-3}$</td>
<td>$0.22 \cdot 10^{-4}$</td>
<td>$0.10 \cdot 10^{-5}$</td>
<td>$0.56 \cdot 10^{-7}$</td>
<td>$0.27 \cdot 10^{-8}$</td>
</tr>
<tr>
<td>$Q=2$</td>
<td>$0.11 \cdot 10^{-3}$</td>
<td>$0.40 \cdot 10^{-5}$</td>
<td>$0.12 \cdot 10^{-6}$</td>
<td>$0.51 \cdot 10^{-8}$</td>
<td>$0.27 \cdot 10^{-9}$</td>
</tr>
<tr>
<td>$Q=3$</td>
<td>$0.97 \cdot 10^{-4}$</td>
<td>$0.12 \cdot 10^{-6}$</td>
<td>$0.28 \cdot 10^{-9}$</td>
<td>$0.53 \cdot 10^{-10}$</td>
<td>$0.44 \cdot 10^{-4}$</td>
</tr>
<tr>
<td>$Q=4$</td>
<td>$-$</td>
<td>$0.36 \cdot 10^{-8}$</td>
<td>$0.13 \cdot 10^{-9}$</td>
<td>$1.1$</td>
<td>$0.70$</td>
</tr>
<tr>
<td>$Q=5$</td>
<td>$-$</td>
<td>$0.42 \cdot 10^{-9}$</td>
<td>$0.86$</td>
<td>$0.81$</td>
<td>$0.52$</td>
</tr>
</tbody>
</table>

From the above numerical results we can conclude that when, as in our numerical calculations, double precision on a PC (53 bits) is employed, the robustness of the described approach deteriorates when $Q > 3$. The reason for this is simply that the number of solutions of the considered system of equations (41) increases with $Q$ since (41) is an algebraic system of degree $Q + 1$ with respect to the unknown quantities $X_1, X_2, \ldots, X_M$, and consequently the system (41) becomes more and more ill-conditioned as $Q$ grows.

For the first two examples we see that when $Q = 3$, the most accurate results are obtained for the lowest values of $N$, and that the accuracy decreases with increasing $N$. The reason for this is twofold. On the one hand, the applied algorithm should according to the given theory be exact in those two cases for $Q = 3$ when roundoff errors are disregarded. On the other hand, the example considered in the preceding section shows that the different solutions of the system (41) can be expected to be more and more clustered with increasing $N$. Thus it should be expected that the system (41) becomes more and more ill-conditioned as $N$ grows.

The numerical results obtained for the first example (65) also confirm the above conclusions. The reason why $Q = 2$ in this case gives the most accurate results is simply that according to the given theory, the algorithm applied should in that case be exact for every $Q \geq 2$ when roundoff errors are disregarded.

For functions which at the discontinuity locations have jumps also in the derivatives of all orders, such as the function (67), we would again like to stress that the numerical experiments do indicate that in most cases the accuracy obtained by the above calculation of the singularity locations is at least one order better than the pessimistic estimates we have given in the earlier sections. In fact, we conjecture that if the function $u(x)$ is $Q + 1$ times continuously differentiable everywhere on each of the intervals between the detected singularity locations, the approximations for the singularity locations for $u(x)$ will be determined with at least $(Q + 2)$nd-order accuracy from (41) without having to
put $Q := Q + 1$. This is the conjecture mentioned in the preceding section, which generalizes the property proved for the special case considered there. For the function (67), in particular, we see from the results given in the above table that asymptotically as $N \to \infty$, the error appears to be $O(N^{-2})$ when $Q = 0$, $O(N^{-4})$ when $Q = 1$, $O(N^{-4})$ when $Q = 2$, and amazingly $O(N^{-8})$ when $Q = 3$ for the smallest values of $N$ given (i.e., as long as the system (41) is sufficiently well-behaved). Usually (but not always), (41) therefore for $Q = 1, 2, 3$ leads to sufficiently accurate approximations for the singularity locations, so that it may be advantageous to use a higher value of $Q$ in (9) than that employed in the solution of (41). This point will be further discussed elsewhere.

The numerical results given above are obtained by a numerical scheme which follows exactly the algorithms discussed. This implies that only Fourier coefficients $\hat{f}_k$ with $k > 0$ are employed in the calculation of the discontinuity locations. For the function (67) this in particular means that when $N = 32$ and $Q = 3$, all 15 available Fourier coefficients $\hat{f}_k$ with $k > 0$ are employed. Keeping this in mind, we feel that the accuracy obtained is particularly impressive, and that even more accurate results can be obtained if the scheme is modified to also take into consideration the available Fourier coefficients $\hat{f}_k$ with $k < 0$. Some further remarks on how this can be done will be given in the following section.

The cost of applying the improved scheme discussed in this paper for the determination of the discontinuity locations is clearly higher than for the original scheme discussed in [3]. In fact, during each Newton-Raphson iteration an additional $M \times M$ linear system of algebraic equations has to be set up and solved. In order to ensure that the numerical scheme is sufficiently robust, we have in the calculations reported above successively improved the approximations of the desired solution of (41) by successively solving (41) for $Q = 0, 1, 2, \ldots$ up to the desired value of $Q$, employing five Newton-Raphson iterations at each step except at $Q = 0$. The numerical results given above are therefore obtained with a total number of $5Q$ iterations, but numerical experiments clearly indicate that fewer iterations will normally be sufficient in order to obtain the indicated order of accuracy. The extra cost in applying the improved scheme for functions with a moderate or small number $M$ of discontinuities in each period will in practice be very small (fractions of a second on a PC).

As already indicated, the system of equations (41) to be solved becomes more and more ill-conditioned when $Q$ and/or $N$ grows. If higher accuracy than that obtained in the above calculations is desirable, the routines for solving the linear systems involved in the Newton-Raphson iterations should therefore be redesigned. We have so far not studied these ill-conditioned systems in detail, but an apparent strategy could be to apply the singular value decomposition method [5, p. 257]. Utilization of a higher precision at this stage in the calculations may perhaps also be an alternative. Since the systems in practice are small, these measures will not involve an excessively high cost, but will presumably make the calculations more feasible, and thus more accurate, for higher values of $Q$ as well as for higher values of $N$ than those shown in the above tables.
6. Discussion

If we want to obtain an optimally accurate reconstruction, the number of terms known in the truncated Fourier series expansion, \( N - 1 \), soon becomes the primary limiting factor. In particular, if the number of singularity locations in each period, \( M \), is relatively large and/or we want to have the integer \( Q \) relatively large in the reconstruction \( (9) \) of the function \( u(x) \), limitations and inaccuracies may appear unless \( N \) is chosen large. On the other hand, when \( N \) is chosen large, we know that round-off errors in practice will severely limit the accuracy of the known highest-order Fourier coefficients as well as make the numerical scheme discussed in this paper more ill-conditioned. Thus the accuracy of the calculated reconstruction may be severely reduced when \( N \) is large. Since only Fourier coefficients \( \hat{u}_k \) with \( k > 0 \) are utilized in the described reconstruction, however, the limitations and inaccuracies may be more severe than strictly necessary. By also utilizing the Fourier coefficients \( \hat{u}_k \) with \( k < 0 \), the accuracy of the reconstruction can be improved and the limitation \( N > 2(\alpha + 2)M \) in connection with (41), and \( N > 2(\alpha + 1)M \) in connection with (16) can be relaxed. The other side of the coin here is, however, that all the equations resulting from (41) are then not necessarily independent in general. As briefly discussed in [3] for the special case \( Q = 0 \), however, the least squares method [5, Chapter 5] for a properly weighted overdetermined system may then provide a viable alternative.

In the described reconstruction of functions of finite regularity, the number of singularity locations in each period, \( M \), has been assumed to be known. For some applications, however, \( M \) may not be known a priori, and would therefore have to be determined as part of the reconstruction. For such cases the described algorithms give us several options for actually determining the correct number \( M \). In fact, consistent with the experience reported in §4, it normally suffices to consider the method described in [3], even if some of the singularities are associated with discontinuities in the derivatives of the function \( u(x) \) and not in the function \( u(x) \) itself. Thus, the brief discussion given in [3, §6] for the special case \( Q = 0 \) is relevant also for the general problem considered in this paper.

The general procedure which we so far have found most robust for determining the correct number of singularity locations in each period, say, \( M_1 \), is to choose a sufficiently large trial number, \( \tilde{M} \), ensuring that \( \tilde{M} \geq M_1 \). We then look at the algorithm described in [3] for determining the coefficients in the corresponding algebraic equation (18) of degree \( \tilde{M} \) for the locations of \( \tilde{M} \) discontinuities in each period. That algorithm actually amounts to solving a system of linear algebraic equations obtained from (41) by putting \( Q = 0 \) and \( M = \tilde{M} \). If \( \tilde{M} \geq M_1 \), it is not difficult to see that the rank of the corresponding matrix in the exact linear system obtained from (38) by putting \( Q = 0 \) and \( M = \tilde{M} \) must be \( M_1 \). Thus, by calculating the numerical rank of the matrix for the approximate system (41) and eliminating near rank deficiencies, we do in fact obtain the correct number of singularities in each period, \( M_1 \). The singular value decomposition method seems to be a robust method for this purpose [5, Chapter 5].

We note that the design of the most efficient algorithm for the determination
of the correct number of singularities will of course depend on what additional information can be inferred from the actual application considered. In this connection we would like to add that when we have been able to calculate the roots $z_1, \ldots, z_M$ of the algebraic equation (18) for a trial number $M$, numerical experiments indicate that on the one hand, these roots may in addition to information about the possible locations of the singularities also contain important information on the nature of these singularities, as was briefly discussed in §4. On the other hand, the roots obtained allow an immediate test of the correctness of the presumed number of singularities $M$, since the modulus of each of the obtained roots $|z_1|, \ldots, |z_M|$ should be not too far away from 1. We hope to be able to follow up these considerations further elsewhere.

By letting the integer $Q$ increase with $N$, we are in principle always able to obtain reconstructions which are spectrally accurate as $N \to \infty$ by the procedure described in this paper. In practice, however, owing to the ill-conditioned equations that must be solved, the numerical experiments discussed in the preceding section show that we would have to restrict ourselves to some finite integer $Q$ which is relatively small, and $N$ should not be chosen too large either. The accuracy and the rate of convergence for the described reconstruction of the function $u(x)$ of finite regularity is therefore in practice primarily dependent on the smoothness of the remainder function $v(x)$ in the representation (9) for the function $u(x)$. That remainder function $v(x)$ is necessarily piecewise smooth in each period and $Q$ times continuously differentiable everywhere by the assumptions made, but not necessarily more regular than that in general. If the remainder function $v(x)$ for some finite integer $Q$ is infinitely smooth everywhere, the reconstruction will for that integer $Q$ in principle be spectrally accurate as $N \to \infty$. In particular, this means that the singularity locations are determined with spectral accuracy in that case. An alternative way of putting this result is that the described reconstruction will in principle be spectrally accurate as $N \to \infty$ if, for some fixed, finite integer $Q$, we restrict ourselves to functions $u(x)$ which are such that $u^{(q)}(x)$ does not have jumps at the singularity locations for any $q \geq Q + 1$.

The ideas we have presented in this paper can be directly applied also to the problem of reconstruction of a piecewise smooth discontinuous function on the interval $[-1, 1]$ from a known truncated Chebyshev series expansion. The most obvious approach is simply to transform the given Chebyshev series to a Fourier cosine series and use the methods described in this paper on the latter. Since the construction is completely analogous to that described in [3, §4], we shall not discuss it further here.

We finally remark that the method of reconstruction of $2\pi$-periodic functions of finite regularity $u(x)$ outlined in this paper is primarily described for discontinuous functions $u(x)$. In particular, the given error estimates presupposes that the function $u(x)$ is discontinuous. If the function $u(x)$ is continuous everywhere, but has discontinuities in some of its derivatives, the method and the accompanying error estimates could be improved by relatively minor modifications. In the equation (16) for instance, it is clearly not necessary in these cases to keep the terms representing discontinuities in the function $u(x)$ and those of the derivatives of $u(x)$ which are known to be continuous. The equation (41) for the determination of the coefficients in the equation for the singularity loca-
tions (18) can also be made slightly better by a suitable modification of the given approach. Since the necessary modifications are relatively straightforward, we shall leave the details to the reader. We only note that such modified methods possibly may be of some value in connection with spline interpolations [13].
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