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Abstract. A continuous explicit Runge–Kutta (CERK) method provides a continuous approximation to an initial value problem. Such a method may be obtained by appending additional stages to a discrete method, or alternatively by solving the appropriate order conditions directly. Owren and Zennaro have shown for order 5 that the latter approach yields some CERK methods that require fewer derivative evaluations than methods obtained by appending stages. In contrast, continuous methods of order 6 that require the minimum number of stages can be obtained by appending additional stages to certain discrete methods. This article begins a study to understand why this occurs. By making no assumptions to simplify solution of the order conditions, the existence of other types of CERK methods of order 5 is established. While methods of the new families may not be as good for implementation as the Owren–Zennaro methods, the structure is expected to lead to a better understanding of how to construct families of methods of higher order.

1. Introduction

Matched pairs of discrete explicit Runge–Kutta methods such as those derived by Fehlberg [4], Verner [9], and Prince and Dormand [7] are efficient algorithms for treating initial value problems of ordinary differential equations. Recently, it has been shown how the approximate solution provided by an explicit Runge–Kutta method at a set of discrete points can be extended to yield a continuous, or even differentiable, approximation. A bootstrapping technique developed by Enright et al. [3] appends extra stages to some well-known pairs to yield formulas that provide interpolated values of the solution over the complete interval of integration. In an alternative general-purpose strategy for appending stages, Verner [9] solved the order conditions sequentially to obtain such efficient interpolants of higher orders.

In a different approach for deriving continuous Runge–Kutta methods, Owren and Zennaro [5] establish the minimum numbers of stages required for continuous methods of orders \( p \leq 5 \). Furthermore, in [6] these authors exploit the strategy of stage-reuse to obtain eight-stage continuous methods of order 5 in...
which the First Stage of a new step is the same as the Last stage (FSAL) of the immediately preceding step of computation. Thus, after each successful step only seven new derivative evaluations would be required for the next step. Such a method requires one more stage than the seven-stage discrete FSAL pair of orders 4 and 5 constructed by Dormand and Prince [2], and simultaneously provides a continuous approximation. Since each continuous fifth-order FSAL method properly imbeds a fourth-order method, such a method may be implemented with a variable stepsize for effective error control.

For pairs of methods of orders 4 and 5 with appended interpolants constructed by Enright et al. [3], nine stages were required, and for other pairs of these orders, at least nine stages are required for such interpolants. In recent work, Santo [8] established that at least eleven stages are required for CERK methods of order 6, and Verner [10] has shown that eleven-stage continuously differentiable methods of order 6 could be obtained by appending interpolants to eight-stage pairs of orders 5 and 6. That is, although minimal-stage CERK methods of order 5 cannot be obtained by appending interpolants to minimal-stage pairs of orders 4 and 5, appending suitable stages to a minimal-stage pair of orders 5 and 6 can yield a minimal-stage CERK method of order 6.

To gain a better understanding of minimal-stage continuous methods, we modify the approach in [5] to characterize the order conditions in a form analogous to that in [10]. Thus, we begin with a discrete method of order \( p \) whose coefficients satisfy the set of (primary) quadrature conditions on the weights \( \{b_i\} \) and nodes \( \{c_i\} \),

\[ \sum_{i=1}^{s} b_i c_i^{\tau-1} = \frac{1}{\tau}, \quad \tau = 1, \ldots, p, \]

and the set of (secondary) subquadrature conditions which require that certain weighted sums of the subquadrature expressions using coefficients \( \{a_{ij}\} \),

\[ q_i^\tau = \sum_{j=1}^{i-1} a_{ij} c_j^{\tau-1} - \frac{c_i^\tau}{\tau}, \quad \tau = 1, \ldots, p_i, \quad i = 1, \ldots, s, \]

be identically zero. Although they differ from the standard form, these order conditions retain the one-to-one correspondence with rooted trees identified by Butcher [1]. Furthermore, the two different sets of order conditions are equivalent in the sense that coefficients for a method of order \( p \) will satisfy both sets.

Familiarity with the use of rooted trees in tabulating the standard order conditions is assumed. In particular, each quadrature condition (1) is identified by a rooted tree of height \( H(t) = 1 \) or \( 2 \). The other subquadrature conditions differ from those in [1], and each of these corresponds to a tree \( t = [t'] = [\bar{t}_1, \bar{t}_2, \ldots, \bar{t}_k] \) of height \( H(t) \geq 3 \) with \( r(t) = 1 + r(\bar{t}_1) + r(\bar{t}_2) + \cdots + r(\bar{t}_k) \) nodes, where \( t' \) is the set of trees \( \{\bar{t}_j, j = 1, \ldots, k\} \) obtained by deleting the root of \( t \). This order condition may be represented formally as

\[ \psi(t) = \sum_{i=1}^{s} b_i \left( \prod_{j=1}^{k} \psi_i(\bar{t}_j) \right) = 0, \quad H(t) \geq 3, \quad 3 \leq r(t) \leq p. \]

For each tree \( t \), the product \( \prod_{j=1}^{k} \psi_i(\bar{t}_j) \) of compound weights for stage \( i \) is characterized by subquadratures and coefficients of a method uniquely identified
by the set of trees $t'$. Later, these are tabulated explicitly for $p \leq 5$, and otherwise defined recursively for all $p$. To construct a continuous method, we need to choose coefficients of a Butcher tableau

$$
\begin{array}{c|cccc}
\mathbf{c} & \mathbf{a}_{21} & \mathbf{a}_{31} & \mathbf{a}_{32} & \\
\mathbf{c} & \mathbf{a}_{s1} & \mathbf{a}_{s2} & \cdots & \mathbf{a}_{s,s-1} \\
\mathbf{b}_1(u) & \mathbf{b}_2(u) & \cdots & \mathbf{b}_s(u)
\end{array}
$$

with polynomial weight functions $\{b_i(u), \ i = 1, \ldots, s\}$ to satisfy the more general conditions

$$(1') \sum_{i=1}^{s} b_i(u) c_i^{\tau-1} = \frac{u^\tau}{\tau}, \quad \tau = 1, \ldots, p,$$

and

$$(3') \psi(t)(u) \equiv \sum_{i=1}^{s} b_i(u) \left( \prod_{j=1}^{k} \psi_i(i_j) \right) = 0, \quad H(t) \geq 3, \quad 3 \leq r(t) < p.$$ 

More detail on these order conditions is to be found in Verner [10].

By representing the tableau using an $s \times s$ matrix $A$, and $s$-vectors $\mathbf{b}(u)$ and $\mathbf{c}$ as

$$
\begin{array}{c|c}
\mathbf{c} & A \\
\mathbf{b}(u)
\end{array}
$$

the order conditions may be written more concisely. Let $\mathbf{e}$ define the $s$-vector of units, $\mathbf{q}^\tau$ the $s$-vector of subquadratures of order $\tau$ whose elements are defined by (2), and $\mathbf{C}$ a diagonal matrix with diagonal $\mathbf{c}$. Then the quadrature conditions may be written as

$$(1'') \mathbf{b}'(u)\mathbf{C}^{\tau-1}\mathbf{e} = \frac{u^\tau}{\tau} \equiv \int_{0}^{u} c^{\tau-1} \ d\tau, \quad \tau = 1, \ldots, p.$$ 

Observe that there exists a vector $\mathbf{b}(u)$ of weight functions satisfying these equations if and only if there are at least $p$ distinct nodes.

The subquadrature conditions may be written for order 3: $\mathbf{b}'(u)\mathbf{q}^2 = 0$, for order 4: $\mathbf{b}'(u)\mathbf{q}^3 = \mathbf{b}'(u)\mathbf{C}\mathbf{q}^2 = \mathbf{b}'(u)\mathbf{A}\mathbf{q}^2 = 0$, and for order 5: $\mathbf{b}'(u)\mathbf{q}^4 = \mathbf{b}'(u)\mathbf{C}\mathbf{q}^3 = \mathbf{b}'(u)\mathbf{C}\mathbf{A}\mathbf{q}^2 = \mathbf{b}'(u)\mathbf{A}\mathbf{C}\mathbf{q}^2 = \mathbf{b}'(u)\mathbf{A}\mathbf{q}^2 = \mathbf{b}'(u)(\mathbf{q}^2)^2 = 0$, where the square $(\mathbf{q}^2)^2$ of the vector $\mathbf{q}^2$ denotes a componentwise product. Thus, a continuous method of order 5 is obtained if the coefficients of $\mathbf{A}$ and the vectors $\mathbf{c}$ and $\mathbf{b}(u)$ satisfy $(1'')$, and $\mathbf{b}'(u)$ is orthogonal to twelve $s$-vectors. It is convenient to denote the matrix of these twelve column vectors as $\Psi$, with each column identified by the common degree of the homogeneous polynomials it contains. Hence, this matrix has one column of degree 2, three columns of degree 3, and eight columns of degree 4.
For each order \( p > 5 \), the subquadrature order conditions may be generated by constructing \( \Psi'_r, \ r = 6, \ldots, p \), recursively. Then, the vector function \( b'(u) \) must be orthogonal to the columns of \( \Psi'_r \). To obtain \( \Psi'_r \), columns of degree \( r - 1 \) are appended to \( \Psi'_{r-1} \), possibly in the sequence corresponding to that suggested by Owren and Zennaro [5] for \( \Phi_r \). However, unlike \( \Phi_r \), \( \Psi'_r \) does not include the quadrature conditions and so the algorithm must be slightly modified. The first column of degree \( r - 1 \) in \( \Psi'_r \) is \( q_r^{-1} \). Next, \( C \)-transformations are obtained by premultiplying each column of degree \( r - 2 \) of \( \Psi'_{r-1} \) by the diagonal matrix \( C \). Then \( A \)-transformations are obtained by premultiplying each column of degree \( r - 2 \) of \( \Psi''_{r-2} \) by \( A \). Finally, each remaining column is the componentwise product of two columns of degree \( r - 3 \), the sum of whose degrees is exactly \( r - 1 \geq 4 \).

For a continuous method of order \( p \) characterized by a matrix \( A \), Owren and Zennaro [5] define the matrix \( A \) to be \( p \)-minimal if \( \dim(A) = \text{rank}(\Phi_p) \). Furthermore, they consider \( \text{CEN}(p) \), the minimum number of stages required for a CERK method of order \( p \), and determine \( \text{CEN}(p) \) for \( p \leq 5 \). Here, it is convenient to define a CERK method of order \( p \) to be \( p \)-minimal if its matrix \( A \) is \( p \)-minimal, and \( p \)-optimal if it uses only \( \text{CEN}(p) \) stages. Results in [5] establish that some methods are not \( p \)-minimal, but that every \( p \)-optimal method is \( p \)-minimal. If \( \Psi_p \) is obtained by appending \( \Psi'_p \) to the column matrix of \( \{ C_r e, \ r = 1, \ldots, p \} \), then it may be shown [10] that there is a nonsingular matrix \( L \) for which \( \Psi_p = L \Phi_p \), so that a method is \( p \)-minimal if \( \dim(A) = \text{rank}(\Psi_p) \). For example, this implies that the rows of \( \Psi'_p \) are linearly independent. Here, this representation of \( p \)-minimality is used to derive new \( p \)-optimal methods for \( p = 5 \). To prove the results below and derive the new methods, a number of tedious algebraic computations are required, and these have all been executed using the MAPLE programming language. While the detailed computations are omitted, results of the computations are inserted as appropriate.

2. Construction of methods

We call the stage-order of stage \( i \) the largest integer \( p_i \) for which the subquadrature expressions (2) are equal to zero. That is, we shall assume for \( \text{SOV} = (p_1, \ldots, p_3) \), that

\[ q^k_i = 0, \quad 1 \leq k \leq p_i, \quad i = 1, \ldots, s, \]

hold. This defines a stage-order vector (SOV) for each method, and we designate the dominant stage-order (DSO) as the least value of \( p_i \in \text{SOV} \) such that \( \sum_{c_i = c} b_j(u)q^{j+1} \neq 0 \) [10].

The 5-optimal CERK methods of the FSAL type constructed by Owren and Zennaro [6] have \( \text{DSO} = 2 \). An alternative derivation of those methods motivates the construction of other 5-optimal methods.

First, constrain the nodes to consist of subsets of distinct nodes so that the stage-order vector \((5,1,2,2,2,2,2,5)\) specifies the stage-orders of eight stages. The final stage has order 5 to allow for stage-reuse in the subsequent step.

Second, choose constants \( K_1, K_2, M_1, M_2, M_3, r = 1, 2, 3 \), to minimize
the rank of \( \Psi'_s \). That is, for each \( i = 3, \ldots, 8 \) impose the conditions

\[
q_i^3 = \sum_{j=1}^{i-1} a_{ij} c_j^2 - \frac{c_i^3}{3} = K_1 q_i^2 + \sum_{k=2}^{8} \{K_2 a_{ik}\} q_k^2,
\]

and

\[
(A^2 q_i^2)_i = \sum_{k=2}^{8} \left\{\sum_{j=k+1}^{i-1} a_{ij} a_{jk} q_k^2\right\} = M_1 q_i^2 + \sum_{k=2}^{8} \{M_2 a_{ik} + (c_i - c_3) M_3 a_{ik}\} q_k^2,
\]

and

\[
q_i^4 = \sum_{j=1}^{i-1} a_{ij} c_j^3 - \frac{c_i^4}{4} = N_1 q_i^2 + \sum_{k=2}^{8} \{N_2 a_{ik} + (c_i - c_3) N_3 a_{ik}\} q_k^2.
\]

Since \( q_k^2 = 0 \) if \( k > 2 \), values of \( K_1, M_1, N_1 \) are of no consequence, and further, each summation over \( k \) reduces to a mere substitution of \( k = 2 \).

Third, for stage-reuse, stage \( s = 8 \) must have stage-order 5, so that \( q_8^2 = 0 \), \( \tau = 1, \ldots, 5 \). Also, as \( q_k^2 \neq 0 \) only for \( k = 2 \), stage 2 also requires that

\[
a_{82} = \sum_{i=3}^{7} a_{8i} a_{i2} = \sum_{i=4}^{7} \sum_{j=3}^{i-1} a_{8i} a_{ij} a_{j2} = 0.
\]

When coefficients of a method are chosen to satisfy these constraints, the weight functions \( \{b_i(u), i = 1, \ldots, 8\} \) may be chosen to obtain a continuous method of order 5. This follows because the set \( S_C = \{q^2, Aq^2, Cq^2\} \) is a basis for the column space of \( \Psi'_s \): since \( q_k^2 \neq 0 \) only if \( k = 2 \), each of \( Cq^2 \), \( C^2 q^2 \), and \( (q^2)^2 \) are multiples of \( q^2 \), and also \( ACq^2 \equiv c_2 Aq^2 \) is a multiple of \( Aq^2 \). Next, (5) implies that \( q^3 \in \text{span}\{q^2, Aq^2\} \), and (6) and (7) imply that \( A^2 q^2 \) and \( q^4 \in \text{span}(S_C) \), respectively. Then, as \( Cq^2 \), \( CAq^2 \), \( Aq^2 \), \( A^2 q^2 \in \text{span}(S_C) \), (5) with premultiplication by each of \( C \) and \( A \) respectively implies that \( Cq^3 \) and \( Aq^3 \in \text{span}(S_C) \). Hence, the twelve columns of \( \Psi'_s \) are spanned by \( S_C \).

Thus, to obtain a continuous method of order 5, it is sufficient that the eight weight functions are chosen to satisfy \( (1'') \) and are orthogonal to the set \( S_C \). Such a choice is possible provided that the matrix of this system is nonsingular. Nonsingularity can be ensured by choosing certain nodes to be distinct and by imposing minor constraints on the coefficients.

It remains to show that the \( s \) nodes and the \( i - 1 \) coefficients of stage \( i \) for each \( i \leq 8 \) can be selected to satisfy \( (4)-(8) \). To establish this, we observe first that the SOV imposes one condition on stage 2, two each on stages 3 to 7, and five on stage 8. Parameter \( K_2 \) is determined by stage 3, and imposes one more condition on stage 4. If the first four nodes are distinct, these uniquely determine coefficients of the first four stages. Parameters \( \{M_r, N_r, r = 2, 3\} \) are then determined from stages 3 and 4. The parameters are

\[
K_2 = \frac{4c_3 - 6c_2}{3c_2},
\]

\[
M_2 = 0, \quad M_3 = \frac{c_3}{3c_3 - 2c_4},
\]
and

\[ N_2 = \frac{c_3^2 - 2c_4^2}{c_2}, \quad N_3 = \frac{c_3(c_4 - c_1)}{c_2(3c_3 - 2c_4)}. \]

For stage 5, the necessity for \( \{a_{5i}, \ i = 1, \ldots, 4\} \) to satisfy (4) with \( p_5 = 2 \) and (5)–(7) requires that the matrix

\[
F = \begin{pmatrix}
1 & 1 & 1 & 1 & c_5 \\
0 & c_2 & c_3 & c_4 & c_3^2 \\
0 & c_2^2 - K_2q^2 & c_3^2 & c_4^2 & c_3^2 \\
0 & -M_3(c_5 - c_3)q^2 & a_{32}q^2 & a_{42}q^2 & 0 \\
0 & c_2^3 - (N_2 + N_3(c_5 - c_3))q^2 & c_3^3 & c_4^3 & c_4^3
\end{pmatrix}
\]

be singular. Since

\[
det(F) = \frac{c_2^2 c_4^2 c_3^2}{8(3c_3 - 2c_4)} (c_3 - c_4)(c_3 - c_5)(c_4 - c_5)^2,
\]
either one of \( c_2, c_3, c_4, c_5 \) is zero, or else two of the last three nodes are equal. If \( c_3 = c_4 \), then \( q_3^2 = 0 \) and (5) for stage 4 would imply that \( a_{43} = c_2^3(c_4 - c_3)/c_3^2 = 0 \). Furthermore, \( a_{42} = a_{32} \), so that stages 3 and 4 would be equivalent, and this would violate 5-minimality. If \( c_3 = c_5 \), then \( q_3^2 = q_5^2 \), and (5) and (7) for stages 3 and 5 lead to \( a_{54}c_4(c_3 - c_4)/4 = 0 \). If \( a_{54} = 0 \), stages 3 and 5 would be equivalent. If \( c_4 = 0 \), then \( a_{42} = a_{43} = 0 \), so that stages 1 and 4 would be equivalent, and either situation would violate 5-minimality. Otherwise, \( c_3 = c_4 \), which has just been precluded. Alternatively, choosing one of the nodes equal to zero also leads to equivalent stages, again violating 5-minimality. Only the choice \( c_4 = c_5 \) leads to an acceptable result. In this case, either \( a_{54} = 0 \), which leads to the violation of 5-minimality, or else \( c_3 = c_4 \) or \( c_3 = c_4/2 \). Only the latter of these is acceptable, and in this case, \( F \) has rank 3, and \( a_{54} \) is arbitrary, but must be chosen nonzero.

The remaining stages are easily obtained. The five coefficients for stage 6 are uniquely determined by (4) with \( p_6 = 2 \) and (5)–(7) if \( c_2 \neq 0 \), and \( \{c_1 = 0, c_3, c_4, c_6\} \) are distinct. For stage 7, choose \( a_{76} \) by equating the ratios of corresponding sides of the two equations

\[
a_{87}a_{76}c_6(c_6 - c_3)(c_6 - c_4) = \int_0^1 \int_0^c c(c - c_3)(c - c_4)dc\,dc
dc.
\]

and

\[
a_{87}c_7(c_7 - c_3)(c_7 - c_4)(c_7 - c_6) = \int_0^1 c(c - c_3)(c - c_4)(c - c_6)dc.
\]

(This requirement is sufficient with the following constraints on stage 8 to imply that \( \sum_{i=3}^7 a_{8i} = 0 \).) The remaining five coefficients for stage 7 are uniquely determined by (4) with \( p_7 = 2 \) and (5)–(7); the matrix is nonsingular because it is the same matrix as for stage 6. The seven coefficients of stage 8 are constrained by (4) for \( p_8 = 5 \) and the annihilation of the first and third expressions in (8).

The choice of coefficients ensures that the vectors in \( Q = \{e, Ce, C^2e, C^3e, C^4e\} \) and \( S_C \) are linearly independent. Hence, the weight functions can be chosen to satisfy (1''), and to be orthogonal to \( S_C \). Since \( S_C \) spans \( \Psi \), it
follows that all of the order conditions are satisfied by the continuous method. Furthermore, this type of method admits stage-reuse. Observe that both stage 8 and the continuous method at the point $u = 1$ are two stages of order 5. Since the weights for these two stages are uniquely determined by the stages available for each, and eight independent order conditions are satisfied, it follows that the weights must be the same, and in particular, $b_5(1) = 0$.

Let us now consider the construction of a more general CERK method of order $p$. We need to choose coefficients of $A$ and nodes of $c$ so that, for the $s \times N_p$ matrix $\Psi_p$, there is a $p \times s$ solution $B_p$ to the matrix problem

$B_p \Psi_p = G_p$, \hspace{1cm} (11)

where $G_p$ is the $p \times N_p$ matrix with $(G_p)_{ij} = \delta_{ij}/i$. For a $p$-minimal method, the rows of $\Psi_p$ will be linearly independent, $\Psi_p$ will have $p$ linearly independent quadrature columns, and the $N_p - p$ subquadrature columns remaining as $\Psi'_p$ will form an $(s - p)$-dimensional subspace that will be orthogonal to the rows of the solution matrix $B_p$. In particular, $b'(u) = (u, u^2, \ldots, u^p)B_p$ is the vector of weight functions for such a continuous method. Only some $p$-minimal methods are $p$-optimal, and for $p = 5$, some results are useful.

**Lemma 1.** For each 5-optimal CERK method, the following statements hold:

(a) The number of stages is $s = 8$, and $\Psi'_5$ has rank 3;
(b) $c_2 \neq 0$;
(c) If $q_3^2 = 0$, then $c_3 \neq 0$ and $a_{32} \neq 0$;
(d) If $q_3^2 = q_4^2 = 0$, then either $S_C = \{q_2^2, Aq_2^2, CAq_2^2\}$ or $S_A = \{q_2^2, Aq_2^2, A^2q_3^2\}$ is a linearly independent set, and this independence occurs over stages 2, 3, and 4;
(e) At least six weight functions are nonzero.

**Proof.** (a) Owren and Zennaro [5] establish that at least eight stages are needed for a method of order 5, and, by construction, that eight-stage methods of order 5 exist. Observe that the five quadrature conditions of $(1'')$ imply that $\text{rank}(B_5) \geq 5$, and so its nullspace, which contains the columns of $\Psi'_5$, must have dimension not greater than 3. If $\Psi'_5$ has rank less than 3, then it would be possible to solve all the order conditions of (11) with fewer than eight stages. Hence, the result follows.

(b) If $c_2 = 0$, stages 1 and 2 would be equivalent, and this would contradict 5-minimality. Hence, $c_2 \neq 0$.

(c) If $c_3 = 0$, then $q_3^2 = 0$ implies that $a_{32} = 0$, so that stages 1 and 3 are equivalent, and this would contradict 5-minimality. Hence, $c_3 \neq 0$, and further, $q_3^2 = 0$ implies that $a_{32} = c_3^2/(2c_2) \neq 0$.

(d) Assume that the vectors of $S_C$ are linearly dependent. Since $q_1^2 = q_3^2 = q_4^2 = 0$ and $c_3a_{32}q_2^2 \neq 0$, then every nonzero linear combination of $Aq_2^2$ and $CAq_2^2$ is linearly independent of $q_2^2$. The linear dependence of $S_C$ then implies that $(C - c_3I)Aq_2^2 = 0$. Thus, either $c_4 = c_3$ or $a_{42} = 0$. Now suppose that $a_{43} = 0$. Then $c_4 = c_3$ and $q_3^2 = q_4^2 = 0$ would imply the equivalence of stages 3 and 4, a contradiction to 5-minimality. Otherwise, $a_{42} = 0$ and $q_4^2 = 0$ would imply that stages 1 and 4 would be equivalent, again a contradiction to 5-minimality. Thus, $a_{43} \neq 0$, and so the form of $q_3^2$ implies that $S_A$ is linearly independent. Hence, at least one of $S_C$ or $S_A$ is a linearly independent set and, as such, would be a basis of the column space of $\Psi'_5$. 
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(e) The arguments used to prove this result are intricate and may be of interest. A sketch follows, and a complete proof may be found in the Appendix of [11]. The quadrature conditions imply for any four nodes that

\[(12) \sum_{i=1}^{8} b_i'(u) \prod_{k=1}^{4} (c_i - c_k) = \prod_{k=1}^{4} (u - c_k) \neq 0,\]

and this implies that at least five distinct nodes exist with nonzero weights. If there were precisely five nonzero weights in the vector \(b'(u)\), and \(\hat{P}\) were the projection onto the support of \(b'(u)\) (a subspace of \(\mathbb{R}^8\) which is spanned by \(\hat{P} Q\)), \(\hat{P}\) would annihilate the columns of \(\Psi_5'\). This would imply that \(b_i'(u) \neq 0\) only for \(i = 1, 5, 6, 7, 8\) and that

\[(13) [A(C - c_5 I)q^2]_i = [q^4 - (c_2 + c_5)q^3 + c_2c_5q^2]_i = 0, \quad i = 5, 6, 7, 8.\]

The four conditions (13) for \(i = 5, 6\) contradict \(c_2 \neq 0\) and the distinctness of the remaining nodes. Hence, at least six weights of \(b_i'(u)\) must be nonzero.

For the 5-optimal CERK methods derived in [6], \(S_C\) is a linearly independent set of columns of \(\Psi_5'\), and is necessarily a basis for its column space. Hence, it follows that the linear dependence expressed by (5)-(7) is necessary for the CERK methods of this design.

To construct more general methods, it would be helpful if a basis for the column space of \(\Psi_p'\) could be constructed generically, and the next result moves in this direction.

**Proposition 1.** For any CERK method of order \(p\) with \(DSO = d\), \(S_{p-d-1}^{p-d-1} = \{q^{d+1}, Cq^{d+1}, \ldots, C^{p-d-2}q^{d+1}\}\) is a linearly independent set of columns of \(\Psi_p'\).

**Proof.** Since the dominant stage-order \(DSO = d\), there are one or more distinct nodes \(c_i\) for which \(\sum_{c_i = c_i} b_j(u)q_i^{d+1} \neq 0\). Suppose that \(\{c_i, j = 1, \ldots, p - d - k\}\) are precisely the distinct nodes with this property (\(k < 0\) is possible). Then if \(k > 0\), the order conditions imply that

\[(14) \sum_{i=1}^{s} b_i(u)(c_i - c_{i_1}) \cdots (c_i - c_{p-d-k})q_i^{d+1} = 0.\]

Exactly one term on the left side is nonzero which is impossible. Thus \(k \leq 0\), and it follows necessarily that there are at least \((p - d)\) distinct nodes with \(q_i^{d+1} \neq 0\). Since \(S_{p-d-1}^{p-d-1}\) is a subset of \((p - d - 1)\) columns of \(\Psi_p'\), the distinctness of \((p - d - 1)\) nodes for which \(q_i^{d+1} \neq 0\) is sufficient to establish that the vectors of \(S_{p-d-1}^{p-d-1}\) are linearly independent.

For example if \(c_2 \neq 2c_3/3\), observe that (5) implies that \(q^2\) is a multiple of \(Aq^2\) so that \(\{q^2\} \cup S_2^2\) could replace the basis \(S_C\) in the previous formulation of 5-optimal CERK methods with \(DSO = 2\). For CERK methods of order 5 with \(DSO = 1\), we obtain a more complete characterization.

**Corollary.** For each 5-optimal CERK method with \(DSO = 1\), \(S_1^3 = \{q^2, Cq^2, C^2q^2\}\) is a basis for the column space of \(\Psi_5'\).
Proof. For such a method, \( \Psi_p^3 \) has rank 3, and contains the three vectors of \( S_{1}^3 \). By Proposition 1, \( S_{1}^3 \) is a linearly independent set, and the result follows. \( \square \)

In general, if \( S_{1}^{s-p} \) is a basis of the column space of \( \Psi_p^p \), certain properties are satisfied.

**Proposition 2.** Suppose an \( s \)-stage continuous method of order \( p \) exists for which \( S_{1}^{s-p} = \{ C^j q^2, \; j = 0, 1, \ldots, s - p - 1 \} \) forms a basis of the column space of \( \Psi_p^p \). Then,

(a) at least \( s - p \) nodes corresponding to nonzero values of \( q^2 \) are distinct, and

(b) if \( q^2 = 0 \), stage \( i \) has order at least \( p - 1 \). Furthermore, if the method is \( p \)-minimal, then

(c) for \( p \geq 5 \), \( q^2 = 0 \) for at least \( m \) indices of \( i = 2, 3, \ldots, s \), where \( m = \min(s - p - 1, 2p - s) \), and

(d) for equal nodes, \( c_i \) and \( c_j \), exactly one of \( q^2 \) and \( q^2 \) is zero, and exactly one is nonzero. (Hence, multiple nodes can have multiplicity at most equal to 2.)

Proof. (a) If \( k \) is the number of distinct nodes with \( q^2 \neq 0 \), then there are at most \( k \) linearly independent vectors in the set \( S_{1}^{s-p} \). Since this set of \( s - p \) vectors is a basis, \( k \geq s - p \).

(b) If \( q^2 = 0 \), then because \( S_{1}^{s-p} \) is a basis of the column space of \( \Psi_p^p \), all entries of row \( i \) are zero. Since \( q^j = 0 \) as well, this implies that all conditions of orders from 1 to \( p - 1 \) are valid for stage \( i \).

(c) Suppose that \( q^2 = 0 \) for \( k \) indices of \( i = 2, \ldots, s \). To show \( k \geq m \), we use the fact that the number of linearly independent rows of a matrix must be no greater than the number of columns that span its columns. Define the matrix \( \Psi_p^p \) as that obtained by deleting the first column of \( \Psi_p^p \), and by replacing row \( i \) by a row of zeros for each \( i \) with \( q^2 = 0 \). Observe that \( q^2 = 0 \), trivially, and that the first row of \( \Psi_p^p \) is \( (1, 0, \ldots, 0) \). Since \( p \)-minimality implies the rows of \( \Psi_p^p \) are linearly independent, it follows that \( \Psi_p^p \) is an \( s \times (N_p - 1) \) matrix with \( s - 1 - k \) linearly independent rows. Also, define

\[
(15) \quad \bar{e} = \begin{cases} 1 & \text{if } q^2 \neq 0, \\ 0 & \text{if } q^2 = 0. \end{cases}
\]

The condition \( b'(u)(q^2)^2 = 0 \) of order 5 implies that \( (q^2)^2 \) is a column of \( \Psi_p^p \), and hence that \( (q^2)^2 = (\lambda_1 I + \lambda_2 C + \cdots + \lambda_{s-p} C^{s-p-1})\bar{e} \) for some constants \( \{ \lambda_j, \; j = 1, \ldots, s - p \} \), or equivalently that

\[
(15') \quad q^2 = (\lambda_1 I + \lambda_2 C + \cdots + \lambda_{s-p} C^{s-p-1})\bar{e}.
\]

The first \( p - 1 \) columns of \( \Psi_p^p \), which correspond to quadrature columns of \( \Psi_p^p \), are precisely \( \{ C\bar{e}, \ldots, C^{p-1}\bar{e} \} \). As \( S_{1}^{s-p} \) is a basis of the column space of \( \Psi_p^p \), \( (15') \) may be used to show that all remaining columns of \( \Psi_p^p \) are spanned by the set \( \{ \bar{e}, C\bar{e}, \ldots, C^{2s-2p-2}\bar{e} \} \). Thus, \( \Psi_p^p \) has a column space spanned by the \( r + 1 \) vectors \( \{ \bar{e}, C\bar{e}, \ldots, C^r\bar{e} \} \), \( r = \max(p - 1, 2s - 2p - 2) \), and contains exactly \( s - 1 - k \) linearly independent rows. Therefore, \( s - 1 - k \leq r + 1 \), or equivalently, \( k \geq s - 2 - r = \min(s - p - 1, 2p - s) = m \).
(d) If \( c_i = c_j \) and \( q_i^2 = q_j^2 = 0 \), then rows \( i \) and \( j \) of \( \Psi_p \) are identical, and the method is reducible, leading to a contradiction to \( p \)-minimality. On the other hand, if both \( q_i^2 \neq 0 \) and \( q_j^2 \neq 0 \), then equation (15') is nontrivial for each of components \( i \) and \( j \). Hence, equality of \( c_i \) and \( c_j \) implies that \( q_i^2 = q_j^2 \). Consequently, rows \( i \) and \( j \) of \( \Psi_p \) are the same. Again, this leads to a contradiction to \( p \)-minimality. \( \square \)

**Corollary.** Suppose for a 5-optimal CERK method, \( S_3^1 = \{ q^2, C q^2, C^2 q^2 \} \) is a linearly independent set. Then \( DSO = 1 \).

**Proof.** Since \( S_3^1 \subset \Psi_5^5 \) and is linearly independent, it is a basis of the column space of \( \Psi_5^5 \). To establish that \( DSO = 1 \), we need to show there is an \( i \) for which \( \sum_{c_j = c_i} b_j(u)q_j^2 \neq 0 \). Since \( S_3^1 \) is a linearly independent set, there are at least three distinct nodes for which \( q_j^2 \neq 0 \). Now, for each pair of equal nodes \( c_i, c_j \), Proposition 2(d) implies that exactly one of \( q_i^2 \) and \( q_j^2 \) is nonzero. Hence, if \( DSO > 1 \), then for each \( i \), \( \sum_{c_j = c_i} b_j(u)q_j^2 = 0 \), so that \( b_i(u) = 0 \) whenever \( q_i^2 \neq 0 \), and there are at least three indices for which this is true. However, this contradicts Lemma 1(e). Hence, it follows that \( DSO = 1 \). \( \square \)

For the remainder of this section, we consider only the construction of various types of 5-optimal CERK methods. Each type of method can be characterized by selecting a basis for the column space of \( \Psi_5^5 \), and for each type there are various choices available. Each choice leads to a family of methods, or else to a contradiction to the existence of a family of a particular type. The arguments to preclude some types rely on the fact that two identical rows of \( \Psi_5 \) would violate 5-minimality.

The main result characterizes all 5-optimal CERK methods with \( DSO = 1 \). By the corollary to Proposition 1, \( S_3^1 = \{ q^2, C q^2, C^2 q^2 \} \) is a basis for the column space of \( \Psi_5^5 \). For these methods, certain coefficients are nonzero. Lemma 1(b) implies that \( c_2 \neq 0 \), and if \( q_3^2 = 0 \), Lemma 1(e) implies that \( a_{32} \neq 0 \). It would then follow that \( (Aq^2)_3 \equiv a_{32} q_3^2 \neq 0 \) while the third entry of each basis vector is zero, a contradiction. Hence, \( q_3^2 \neq 0 \). Now since both \( q_2^2 \) and \( q_3^2 \) are nonzero, Proposition 2(d) implies that \( c_2 \neq c_3 \) (although possibly \( a_{32} = 0 \)). Next, assume that \( q_4^2 = 0 \), so that each entry in the fourth row of \( \Psi_5^5 \) is zero. If \( a_{43} = 0 \), then \( a_{42} q_2^2 \equiv (Aq^2)_4 = 0 \), implying that \( a_{42} = 0 \). Thus, \( 0 = q_2^2 = -c_2^2 / 2 \) so that stages 1 and 4 would be identical, a contradiction. Hence \( a_{43} \neq 0 \), and in turn this implies that \( (A(C - c_2 I)q^2)_4 \equiv a_{43}(c_3 - c_2)q_3^2 \neq 0 \), a contradiction to having all entries of row 4 in \( \Psi_5^5 \) equal to zero. Thus, \( q_2^2 \) cannot be zero. Hence, elements 2, 3, and 4 of \( q^2 \) are nonzero. Furthermore, by virtue of Proposition 2(d), the nodes \( \{ c_2, c_3, c_4 \} \) are distinct.

Since the rows of \( \Psi_5^5 \) are spanned by \( S_3^1 \), there are constants \( J_r, K_r, L_r, M_r, N_r, \ r = 1, 2, 3 \), for which

\[
(Aq^2)_i \equiv \sum_{j=1}^{i-1} a_{ij} q_j^2 = \{ J_1 + J_2(c_i - c_2) \} q_i^2 ,
\]

\[
q_i^3 \equiv \sum_{j=1}^{i-1} a_{ij} c_j^2 - \frac{c_i^3}{3} = \{ K_1 + K_2(c_i - c_2) \} q_i^2 ,
\]
\[(q_i^2)^2 = \{L_1 + (c_i - c_2) [L_2 + L_3(c_i - c_3)]\} q_i^2,\]

\[(A(C - c_2 I)q^2)_i = \sum_{j=1}^{i-1} a_{ij}(c_j - c_2)q_j^2 = \{M_1 + (c_i - c_2) [M_2 + M_3(c_i - c_3)]\} q_i^2,\]

and

\[q_i^4 = \sum_{j=1}^{i-1} a_{ij}c_j^3 - \frac{c_i^4}{4} = \{N_1 + (c_i - c_2) [N_2 + N_3(c_i - c_3)]\} q_i^2.\]

In (16) and (17), it is assumed implicitly that \(J_3 = K_3 = 0\), and this requires justification, which is based on the following result.

**Lemma 2.** If \(S_3^3 = \{q_2, Cq_2, C^2q_2\}\) forms a basis of the column space of \(\Psi_5^\prime\) and in addition \(q_3^3 = 0\), then \(c_4 = c_5\).

**Proof.** Since \(q_2^3 = 0\), all entries in row 5 of \(\Psi_5^\prime\) are zero, and by Proposition 2(b) the first five stages of this method yield a discrete method of order 4 scaled for the endpoint \(c_5\). Butcher’s derivation of such methods [1, p. 177] implies that this is possible if and only if \(c_4 = c_5\). (In consequence, it follows that \(a_{54}a_{43}a_{32}c_2 = c_4^3/24 \neq 0\), so each of \(a_{32}, a_{43}, a_{54}\) must be nonzero.) \(\square\)

Now suppose to the contrary, that \(J_3 \neq 0\), and consider the right side of (16) extended to include the term \(J_3(c_i - c_2)(c_i - c_3)q_2^2\). Since \(CAq^2\) is also a column of \(\Psi_5^\prime\), premultiplication by \(C\) of the extended form of (16) would imply that \(C^3q_2^2\) is spanned by the basis \(S_3^3\). Together with the basis vectors, this would imply that \(V = (C - c_2 I)(C - c_3 I)(C - c_4 I)q_2^2\) would be spanned by \(S_3^3\), or equivalently by the basis \(\{q_2, (C - c_2 I)q_2^2, (C - c_2 I)(C - c_3 I)q_2^2\}\) which is obtained by a triangular, unit diagonal composition of \(S_3^3\). Since each of \(q_2^2, q_3^2, q_4^2\) is nonzero, and nodes \(c_2, c_3, c_4\) are distinct, the representation of \(V\) in terms of the latter basis may be obtained using components 2, 3, and 4. This representation implies \(V \equiv 0\), and this would imply that \(q_i^2 = 0\) for each of \(i = 5, 6, 7, 8\). (Even if \(c_i = c_j\) for some \(j = 2, 3, 4\), we have \(q_i^2 = 0\) by Proposition 2(d).) In turn, this is found to be possible only if \(c_2 = 0\), \(c_6 = 0\) or \(c_6 = c_4\), each of which would imply violation of 5-minimality. To establish this, observe that \(q_2^3 = 0\) implies by Lemma 2 that \(c_4 = c_5\). When \(q_2^3 = 0\) as well, \(q_6^3 = q_4^4 = 0\) by (17) and (20), respectively, and then these three conditions would imply that

\[a_{62} = \frac{c_2^2(3c_6^2 - 4(c_3 + c_4)c_6 + 6c_3c_4)}{12c_2(c_2 - c_3)(c_2 - c_4)} \quad \text{and} \quad a_{63} = \frac{c_2^2(3c_6^2 - 4(c_2 + c_4)c_6 + 6c_2c_4)}{12c_3(c_3 - c_2)(c_3 - c_4)}.\]

Also, as stage 5 has order 4, \((An_q^2)_5 = (A(q^3 - c_2 q^2))_5 = 0\) can be used to compute \(a_{32}\) so that \(q_2^3 = c_2 c_3 (2c_3 - c_5)/(c_5 - 2c_2)\). Then other order-4 conditions on stage 6 imply that

\[0 = (A(C - c_4 I)q^2)_6 \equiv a_{62}(c_2 - c_4)q_2^2 + a_{63}(c_3 - c_4)q_3^2\]

\[= \frac{c_2^2(c_4 - c_6)^2}{4(c_5 - 2c_2)}.\]
which yields the stated restriction on the nodes. To avoid the resulting contradiction, it follows that at most one of \( q_2 \) and \( q_3 \) can be zero, and consequently \( J_3 = 0 \). Furthermore, using the same argument on \( Cq^3 \), it may be shown that \( K_3 = 0 \).

It is also possible to establish that \( a_{54}a_{43}a_{32} \neq 0 \) even if \( q_2 \neq 0 \). Observe by using stages 2 and 3 on (16), we obtain

\[
(16') \quad J_1 = 0, \quad J_2 = \frac{-a_{32}c_2^2}{(c_3 - c_2)(2a_{32}c_2 - c_3^2)},
\]

and on (17), we obtain

\[
(17') \quad K_1 = \frac{2c_2}{3}, \quad K_2 = \frac{2(a_{32}c_2^2 - c_3^2 + c_2c_2^2)}{3(c_3 - c_2)(2a_{32}c_2 - c_3^2)}.
\]

Now (16') implies \( a_{32} \neq 0 \), or otherwise we would get \( Aq^2 = 0 \), a contradiction to the following result.

**Lemma 3.** For a 5-optimal CERK method with DSO = 1, one has \( Aq^2 \neq 0 \).

**Proof.** Assume to the contrary that \( Aq^2 = 0 \). In particular \( (Aq^2)_3 = 0 \), and so \( q_2 \neq 0 \) implies that \( a_{32} = 0 \). Then, from (17'), \( K_2 = 2/3 \), and in this case, (17) becomes \( q_3 = 2Cq^2/3 \). This is identical to \( ACc - C^3e/3 = C(2Ac - C^2e)/3 \), which implies that \( ACc = 2CAc/3 \). A different representation yields \( Ac^2 = -2(Aq^2) + 2A(ACe) = 2A(ACe) \) under the assumption. Since \( A \) is strictly lower triangular, then if \( (AC)_j = 0, \quad j = 1, \ldots, i - 1 \), the latter expression implies that \( (ACe)_i = 0 \). If in addition \( c_i \neq 0 \), then the former expression implies in turn that \( (ACe)_i = 0 \).

For the methods considered, \( a_{32} = 0 \) implies that \( (AC)_j = 0, \quad j = 1, 2, 3, 4 \), and it follows, using the previous argument inductively, that \( (AC^2)_j = 0, \quad j = 1, 2, 3, 4 \), and then that \( (AC)_4 = 0 \) since \( c_2, c_3, c_4 \) are nonzero. Furthermore, if \( c_i \neq 0, \quad i = 5, 6, 7 \), then by induction it follows that \( Ac^2 = 0 \). However, this precludes satisfaction of the order-4 condition, \( b'(u)Ac^2 = u^4/4 \) when \( u \neq 0 \), and hence is not possible.

Otherwise, if \( c_i = 0 \) for some \( i = 5, 6, 7 \), we consider (18). For \( j = 2, 3, 4 \), we have \( q_j^2 = (Ac)_j - c_j^2/2 = -c_j^2/2 \neq 0 \). Since coefficients \( L_1, L_2, L_3 \) in (18) are determined by stages 2, 3, 4, uniquely, it follows that in this case (18) becomes \( (q^2)^2 = -C^2q^2/2 \). Thus, if \( c_i = 0 \) for some \( i = 5, 6, 7 \), then \( q_i^2 = 0 \), and so this stage would be equivalent to stage 1 thus violating 5-minimality. Hence, the original assumption is impossible, and so \( Aq^2 \neq 0 \).

To show that \( a_{43} \neq 0 \), assume otherwise. Then (16) and (17) for stage \( i = 4 \) give two expressions from which the product term in \( a_{32}a_{42} \) may be eliminated. Then distinctness of the nodes \( c_2, c_3, c_4 \), and the hypothesis \( a_{43} = 0 \) would imply that \( a_{32}c_2 = a_{42}c_3 \). Since \( a_{32} \neq 0 \), substitution of this expression for \( a_{42} \) into (16) for \( i = 4 \) would imply that \( q_4^2 = 0 \), a contradiction to the remark preceding (16). Hence, \( a_{43} \neq 0 \).

To prove that \( a_{54} \neq 0 \), assume otherwise. Also, since \( q_i^2 \neq 0, \quad i = 2, 3, 4, 5 \), Proposition 2(d) implies that \( c_2, c_3, c_4 \) and \( c_5 \) are distinct. Recall that \( c_2 \neq \ldots \)
0. Also $c_3 \neq 0$, or else (17) for $i = 4, 5$ give values for $a_{42}$ and $a_{52}$, respectively, and then (18) for $i = 5$ implies that $a_{32}(c_4 - c_5)(c_2 - c_3) = 0$ which is not possible. Then (16) and (17) for $i = 4, 5$ form four linear equations in $a_{42}, a_{43}, a_{52}$ and $a_{53}$ with coefficients in terms of the nodes and $a_{32}$. On solving these formally and substituting, we find that (18) for $i = 5$ is valid only if

$$c_2^5a_{32}^2(c_2 - c_5)(c_3 - c_5)(c_4 - c_5)(2a_{32}c_2 + c_2c_3 - c_2)^2 = 0,$$

and this can hold only if the final factor is zero. Thus,

$$a_{32} = \frac{c_3(c_3 - c_2)}{2c_2},$$

and in this case, each of $a_{42}, a_{43}, a_{52}$ and $a_{53}$ can be evaluated by their formal expressions since $c_3 \neq 0$.

This choice of $a_{32}$ and (16') lead to $J_2 = 1/2$, and $L_1 = -c_2^2/2$, $L_2 = -c_2/2$, $L_3 = 0$, so that

$$q_i^2 = -c_2c_i/2, \quad i = 2, 3, 4, 5.$$

Also (18') holds trivially for $i = 1$. Using (18') and (16), we obtain $-c_2(Ac)_6/2 \equiv \sum_{i=1}^5 a_{6i}(-c_2c_i/2) = \sum_{i=1}^5 a_{6i}q_i^2 = (c_6 - c_2)q_6^2/2$. If we assume $q_6^2 \equiv (Ac)_6 - c_6^2/2 = 0$, then this would imply that $c_6 = 0$, which would preclude 5-minimality. Hence, $q_6^2 \neq 0$, so that (18') holds for $i = 6$ as well. This argument may be repeated to imply that $-c_2(Ac)_7/2 = (c_7 - c_2)q_7^2/2$, and therefore that $q_7^2 \neq 0$. However, this is impossible since Proposition 2(c) implies that $q_2^2 = 0$ for at least two stages with $i \geq 2$. Hence, we conclude that $a_{54} \neq 0$.

**Theorem 1.** (a) There are three six-parameter families of 5-optimal CERK methods with $DSO = 1$.

(b) There are two three-parameter subsets of such methods that admit stage-reuse.

(c) For each 5-optimal CERK method with $DSO = 1$, one has $q_5^2 = 0$.

**Proof.** Because the proofs are quite technical, only sketches of how to construct the methods are given. The complete detail of these proofs may be found in [11].

(a) Construct a five-stage explicit Runge–Kutta method of order 4 scaled to the endpoint $c_5$, so that $q_i^2 \neq 0, \ i = 2, 3, 4$. (See Case 1 with $c_3 \neq 1/2$, [1, p.179].) Appropriate choices of the constants in (16)–(20) are sufficient to satisfy the continuous order conditions, if in addition,

$$c_6 = \frac{2c_2c_3c_4}{2c_2c_4 + 2c_3c_4 - 2c_2c_3 - c_4^2}.$$

With either one or both of $q_2^2$ and $q_5^2$ equal to zero, three families of methods in the six parameters $\{c_2, c_3, c_4, c_7, c_5, a_{82}\}$ are obtained.

(b) Of these methods, some are of the FSAL type. For these, it is necessary that $c_8 = 1, \ b_8 = 0$, and either

$$c_3 = \frac{c_4(2c_2 - c_4)(60c_4^2 - 105c_4 + 48)}{c_2(60c_4^3 + 80c_4^2 - 270c_4 + 144) - c_4(120c_4^2 - 210c_4 + 96)},$$
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or
\[
c_3 = \frac{-c_4 c_7 (2c_2 - c_4)(12 - 15(c_4 + c_7) + 20c_4 c_7)}{\left[ c_2 (c_2 (60c_4^2 - 160c_4 + 90) - c_7 (60c_4^2 - 40c_4^2 - 90c_4 + 72) \\
+ c_4 (40c_4^2 - 60c_4 + 24)) + 2c_4 c_7 (12 - 15(c_4 + c_7) + 20c_4 c_7) \right]}
\]

Either choice yields a family of methods in the three parameters \( \{c_2, c_4, c_7\} \).

(c) This final result is established by contradiction involving an intricate expression obtained for \( a_{32} \) using MAPLE. \( \square \)

This result characterizes all 5-optimal CERK methods with \( S_3^3 \) as a basis of the column space of \( \Psi_5^5 \). Among those methods with \( q_2^2 = 0 \), it is not possible to choose one for which stage 7 is the propagating stage (again, see [11] for the proof).

In summary, the Corollary to Proposition 1, and Theorem 1, characterize all eight-stage order-5 continuous methods with DSO = 1. Some particular examples are displayed in the next section.

The rest of this section surveys other 5-optimal CERK methods of order 5 that exist and each will have DSO \( \geq 2 \). As might be expected from the treatment at the beginning of this section, the characterization of all other eight-stage continuous methods of order 5 is based on the results of Owren and Zennaro [5, 6].

**Proposition 3.** A 5-optimal CERK method with DSO \( \geq 2 \), SOV = \((5, 1, p_3, p_4, p_5, p_6, p_7, p_8)\) and \( c_j \neq c_2, j > 2 \), must satisfy \( p_j \geq 2, 3 \leq j \leq 8 \).

**Proof.** The detailed proof of this result may be found in the Appendix to [11]. \( \square \)

This result helps to identify the nature of continuous methods with DSO = 2. To establish whether or not there exist 5-optimal methods with DSO \( \geq 2 \) having one or more nodes coincident with \( c_2 \) and at least one stage other than the second with stage-order 1 would be a more tedious version of the same argument, and remains as an open question.

Arguments developed at the beginning of this section establish that \( 2c_3 = c_4 = c_5 \) is sufficient to imply the existence of 5-optimal continuous FSAL methods with DSO = 2 as derived by Owren and Zennaro [6]. That development can be extended easily to characterize related continuous methods [5] without stage-reuse. To show that this constraint on the nodes is necessary for both types of methods, more is required.

**Proposition 4.** All 5-optimal CERK methods for which SOV = \((5, 1, p_3, p_4, p_5, p_6, p_7, p_8)\) with \( p_i \geq 2, i \geq 3 \) must satisfy \( 2c_3 = c_4 = c_5 \).

**Proof.** First, we show that \( S_C = \{q_2, Aq_2, CAq_2\} \) is a basis for the column space of \( \Psi_5^5 \). Suppose to the contrary that \( S_C \) is a linearly dependent set. As \( q_2^2 \neq 0 \), and by Lemma 1(c), \( a_{32} \neq 0 \), the triangularity of \( A \) and the linear dependence imply that \( (C - c_3 I)Aq_2 = 0 \). Then Lemma 1(d) implies that \( a_{43} \neq 0 \), and that \( S_A = \{q_2, Aq_2, A^2q_2\} \) is a basis of the column space of \( \Psi_5^5 \).

Now, each of \( q_3^3, Cq_3^3, Aq_3^3, CAq_3^3, q_4^4 \) can be represented in terms of the basis \( S_A \). For \( q_3^3 \), this representation is
(25) \[ q^3 = J_1 q^2 + J_2 Aq^2 + J_3 A^2 q^2, \]
and with \( (C - c_3 I) A q^2 = 0 \), the first four stages yield \( J_1 = 2c_2/3 \), \( J_2 = (4c_3 - 6c_2)/(3c_2) \), and \( J_3 = 4(c_4^2 - c_3 - a_{43} c_3^2)/(3a_{43} c_3^2 c_2) \). Suppose that \( J_3 = 0 \), so that \( a_{43} = c_4^2/(c_4 - c_3)/c_3^2 \). Since \( a_{43} \neq 0 \), \( c_4 \neq c_3 \). In turn, \( (c_4 - c_3) a_{42} q_2^2 = 0 \) would imply that \( a_{42} = 0 \), and in this case, \( q_2^2 = 0 \) would imply that \( a_{43} = c_4^2/(2c_3) \), which with the previous expression for \( a_{43} \) would imply that \( c_4 = 3c_3/2 \). That is, if \( J_3 = 0 \), then \( a_{42} = 0 \), \( c_4 = 3c_3/2 \) and \( a_{43} = 9c_3/8 \). Furthermore, the assumption implies for stage 5 that \( (c_5 - c_3) a_{52} = 0 \). If \( a_{52} = 0 \), then the resulting representations of \( q_3^2 \) and \( q_4^2 \) imply that \( c_5 = 0 \), \( c_3 = 0 \) and \( a_{53} = 0 \), or \( c_5 = 3c_3/2 \) and \( a_{43} = 9c_3/8 \). The first two imply the equivalence of stages 1 and 5, and the third leads to the equivalence of stages 4 and 5. Otherwise, if \( c_5 = c_3 \), the representations of \( q_3^2 \) and \( q_4^2 \) imply that \( a_{52} = c_2^2/(2c_2) \) and \( a_{53} = a_{54} = 0 \), so that stages 3 and 5 would be equivalent. Since each of these contradicts 5-minimality, it follows that \( J_3 \neq 0 \).

Next, using stages 2, 3, 4 to represent \( A q^3 \) in terms of \( S_A \), we obtain

\[(25') A q^3 = J_1 A q^2 + J_2 A^2 q^2, \]

since the form of \( q^2 \) implies its coefficient in this expansion is zero. On computing the corresponding representation of \( C q^3 \), we find

\[(25'') C q^3 = J_1 c_2 q^2 + J_2 c_3 A q^2 + J_3 c_4 A^2 q^2, \]

by replacing \( J_2 c_3 A q^2 \) by \( J_2 C A q^2 \) after finding the second coefficient. Then, substituting (25) into the left side of (25'') yields

\[(26) 0 = J_1 (C - c_2 I) q^2 + J_2 (C - c_3 I) A q^2 + J_3 (C - c_4 I) A^2 q^2 = J_3 (C - c_4 I) A^2 q^2 \]

with the final equality following from the form of \( q^2 \) and \( C A q^2 = c_3 A q^2 \). Similarly, substituting (25) into (25') yields

\[(26') 0 = J_3 A^3 q^2. \]

Since \( J_3 \neq 0 \), then for stage 5, (26') implies that \( a_{54} = 0 \). Then (26) implies that \( (c_5 - c_4) a_{53} = 0 \). Also the assumption implies that \( (c_4 - c_5) a_{42} = 0 \) and \( (c_5 - c_3) a_{52} = 0 \). If \( a_{52} = a_{53} = 0 \), then \( q_3^2 = 0 \) would imply \( c_5 = 0 \), and hence that stages 1 and 5 are equivalent. If \( a_{53} = 0 \) and \( c_5 = c_3 \), then \( q_2^2 = 0 \) would imply that stages 3 and 5 are equivalent. If \( a_{52} = a_{42} = 0 \) and \( c_5 = c_4 \), then \( q_3^2 = 0 \) would imply that stages 4 and 5 are equivalent. Since each of these contradicts 5-minimality, the only feasible choice remaining is \( c_3 = c_4 = c_5 \) and \( a_{54} = 0 \).

In the latter case, the assumption implies that \( (c_6 - c_3) a_{62} = 0 \). If \( c_6 = c_3 \), then \( q_3^2 = 0 \) can be used to obtain \( a_{62} \) since \( c_2 \neq 0 \). Since \( a_{43} \neq 0 \) and \( a_{54} = 0 \), (26') can be used to obtain \( a_{64} = -a_{65} a_{53}/a_{43} \). These choices make conditions for stage 6 consistent. However, in order to satisfy \( a_{72} = 0 \), \( q_7^2 = 0 \), and (26'), it follows that \( c_7 = c_3 \) is required if \( c_7 q_3^2 \) and \( q_4^2 \) are to be represented by the basis \( S_A \). However, this would preclude the distinctness of at least five nodes, a contradiction to satisfying the five quadrature conditions.

Otherwise, if \( a_{62} = 0 \), then \( q_6^2 = 0 \) yields \( a_{63} \), and (26') for stage 6 yields \( a_{64} \). Then the representation of \( q_6^2 \) implies either \( c_6 = 0 \) or \( c_6 = c_3 \). If \( c_6 = 0 \) and \( q_7^2 = 0 \), the representations of \( q_3^2 \), \( q_3^3 \) and \( q_4^4 \) imply that \( c_7 = 0 \),
precluding the distinctness of at least five nodes. Otherwise, if \( c_6 = c_3 \) and \( q_7^2 = 0 \), the representations for \( q_7^3 \), \((Aq_7^3)_7\) and \( c_7q_7^3 \) imply that \( c_3 = c_7 \), which again precludes the distinctness of at least five nodes. Finally, since \( a_6c_2 = 0 \) implies \( c_6 = 0 \) or \( c_6 = c_3 \), the choice \( c_7 = c_3 \) would preclude the distinctness of five nodes. We can now conclude that \((C - c_3I)Aq_2^2 \neq 0\).

It follows that \( S_C = \{q_2^2, Aq_2^2, CAq_2^2\} \) is a basis of the column space of \( \Psi_q^3 \). However, in the continuing proof it is more convenient to represent the vectors \( q_3^3, Aq_3^3, Cq_3^3, A^2q_2^2 \) and \( q_4^4 \) in terms of the equivalent basis \( S_C = \{q_2^2, Aq_2^2, (C - c_3I)Aq_2^2\} \). Then we shall show that \( J_3 = 0 \) in the representation

\[
q_3^3 = J_1q_2^2 + J_2Aq_2^2 + J_3(C - c_3I)Aq_2^2,
\]

in order to establish the stated restriction on the nodes.

By obtaining the representations of \( Aq_3^3 \) and \( Cq_3^3 \) in terms of \( S_C \) and combining them with (27), it may be shown that

\[
J_3A(C - c_3I)Aq_2^2 = 0
\]

(using an argument similar to that used for (26')). If \( J_3 \neq 0 \), this implies that \( a_{54}(c_4 - c_3) = 0 \). If \( c_4 = c_3 \), then the representation of \( A^2q_2^2 \) by \( S_C \) implies that \( a_{43} = 0 \), which leads to the equivalence of stages 3 and 4, a contradiction to 5-minimality. If \( a_{54} = 0 \), since \( c_3 \neq 0 \), we can solve \( q_5^2 = 0 \) for \( a_{53} \).

Then the representation of \( q_5^3 \) and \((Aq_5^3)_5\) give equations in terms of \( a_{42}, a_{52} \) and the nodes. For these equations to be satisfied, one of four constraints is necessary: (i) \( c_3 = c_5 \), (ii) \( c_4 = c_5 \), (iii) \( c_2 = 2c_3/3 \), or else (iv) \( a_{42} = c_3^2/(2c_2) \), \( a_{52} = c_5^2/(2c_2) \), and either \( c_3 = c_5 \) or \( c_4 = c_5 \). Since the final alternative is accommodated by the first two, we need only consider the first three alternatives. First, if \( c_3 = c_5 \), either \( c_3 = 0 \) or stages 3 and 5 are equivalent, both of which are contradictions. Second, if \( c_4 = c_5 \), then the representation of \( A^2q_2^2 \) implies \( a_{42} = a_{52} \), implying the equivalence of stages 4 and 5, a contradiction, or else \( c_4 = 0 \). For the latter case, \( c_4 = c_5 = 0 \), and all conditions for stage 5 are consistent. We need to consider stages 6 and 7. The representations of \((Aq_3^3)_6\) and \( q_6^4 \) require that either \( c_6 = 0 \) or \( c_6 = c_3 \). Then either value for \( c_6 \) and the representations of \((Aq_3^3)_7\) and \( q_7^4 \) require that either \( c_7 = 0 \) or \( c_7 = c_3 \). These constraints on the nodes imply that \( c_1 = c_4 = c_5 = 0 \), and that \( c_6 \) and \( c_7 \) are equal to either zero or to \( c_3 \). In any of these cases, there will be no more than four distinct nodes for the eight stages. Since at least five nodes must be distinct to satisfy the quadrature conditions, this is a contradiction, so that \( c_4 \neq c_5 \).

Finally, if \( c_2 = 2c_3/3 \), combining the representations of \( q_1^1 \) with each of those for \( c_5q_5^2 \), \((A^2q_2^2)_5\), and \( q_5^3 \), implies \( c_4 = c_5 \), which has been eliminated, \( c_2 = 2c_5/3 \), in which case stages 3 and 5 are equivalent, or \( a_{42}c_2^2 = a_{52}c_2^2 \), which leads to the equivalence of stages 1 with 4 or 5. Since all of these possibilities preclude 5-minimality, it follows that \( J_3 = 0 \) in (27).

Since \( J_1 = 0 \), it follows that (27) is identical to (5). The argument developed from (5) shows that the nodes must be restricted as stated in the theorem.

This result characterizes all of the continuous methods found by Owren and Zennaro. The remaining results examine the particular continuous methods with DSO \( \geq 3 \).
Proposition 5. There is no 5-optimal CERK method for which (4) is valid for the SOV = (5, 1, 2, p4, p5, p6, p7, p8) with pi ≥ 3 when i ≥ 4.

Proof. Suppose, to the contrary, that such a method exists. By Lemma 1, Ψ5 has rank 3, and c2, c3 and a32 are nonzero. By the SOV, q2 is a multiple of (0, 1, 0, 0, 0, 0, 0, 0), and q3 is a multiple of (0, q3/3, 1, 0, 0, 0, 0, 0), so that a basis for the column space of Ψ5 can be selected to include q2 and q3. Hence, b(u)q2 = b(u)q3 = 0 implies that b2(u) = b3(u) = 0, and so b(u) is orthogonal to each of q2, Cq2, C2q2, (q2)2, q3, Cq3. Also, if b(u) is orthogonal to Aq2, it is also orthogonal to ACq2. Hence, for the method to have order 5, it is necessary and sufficient that the coefficients and weights be restricted so that b(u) satisfies (1'), and is orthogonal to the seven vectors q2, q3, Aq2, Aq3, CAq2, A2q2, q4.

We now show that any possible choices for stages 4 and 5 lead to a contradiction. If c4 = 0, then q4 = a42c2 + a43c3 = 0 and q4 = a42c2 + a43c3 = 0 imply either a42 = a43 = 0, or else c2 = c3 and a42 = -a43 ≠ 0. If a42 = a43 = 0, stages 1 and 4 would be equivalent, a contradiction to 5-minimality. Otherwise, if c2 = c3 and a42 = -a43 ≠ 0, we can show that c5 = · · · = c8 = 0, and this is impossible since at least five of the nodes must be distinct in order to satisfy the quadrature conditions (1'). To show that c5 = · · · = c8 = 0, observe first that a42 ≠ 0 together with arguments above imply that q2, q3, Aq2, q4 is a basis for the column space of Ψ5. Furthermore, c2 = c3 and c4 = 0 imply that q4 = 0. Hence q4 is spanned by the basis, and the first four stages imply that q4 = (-c2/2)q2 + (3c2/2)q3. Since pi ≥ 3 for i > 3, one has q4 = q4 = 0 for i > 3, and this implies that q4 = 0 as well. Now assume that c4 = · · · = c8 = 0. Then q2 = q3 = q4 = 0 imply that a2c2c2−1 + a3c3c3−1 = c2/c3 for τ = 2, 3, 4. Since c2 = c3, this in turn implies that ∫c3 c(c−c2)2dc = 0, which is possible if and only if c4 = 0. Hence, the equivalence of remaining nodes to zero follows by induction.

Alternatively, if c4 ≠ 0, suppose that a42 = 0. Then q4 = q4 = 0 implies that c4 = 3c3/2, and a43 = 3c4/4. Furthermore, q4 = -9c3/64 ≠ 0, and so {q2, q3, q4} forms a basis of the column space of Ψ5. The first four stages are determined, and these are sufficient to characterize the representations of Aq2, Aq3, CAq2, A2q2 in terms of the basis. Now, the coefficients of stage 5 are determined by q5 = q5 = 0, and the representation of (Aq2)5. Substitution of these coefficients into the representations of (Aq2)5 and (A2q2)5 admit only two choices for nodes c3 and c5. The first, c3 = c5 = 0 leads to the equivalence of stages 5 and 1, a contradiction to 5-minimality. The other requires that c5 = 3c3/2 = c4, a54 = 0, and that stages 4 and 5 are equivalent, again contradicting 5-minimality.

It follows that c4 and a42 are nonzero. Thus, {q2, q3, Aq2} is a basis of the column space of Ψ5. In this case, the coefficients ai, i = 2, 3, 4, are determined by q2 = q2 = 0 and the representation of q5 in terms of the basis. Then the corresponding representations of Aq3, CAq2 and A2q2 are possible only if c5 = 0, c4 = c5 or c3 = 3c2/2. If c5 = 0, stages 5 and 1 are equivalent, and this violates 5-minimality; if c4 = c5, stages 4 and 5 are equivalent, again violating 5-minimality. Finally, if c3 = 3c2/2, then p3 ≥ 3,
and this contradicts the specified value in the SOV. This establishes that no method of this type exists.

Proposition 6. Suppose that the nodes and coefficients of an eight-stage CERK method satisfy (4) for the SOV = (5, 1, 3, p_4, p_5, p_6, p_7, p_8) with p_i \geq 3, \ i \geq 4. Then this method has order 5 if and only if the coefficients are determined by (6) and (7), and the weights are determined by (1').

Proof. Lemma 1 establishes that each of c_2, c_3, and a_{32} is nonzero. The form of the SOV implies that both q^2 and q^3 are multiples of (0, 1, 0, 0, 0, 0, 0, 0) and are nonzero since c_2 \neq 0. Hence, b'(u)q^2 = 0 implies that b_2(u) = 0, and so the vector b(u) is orthogonal to each of q^2, Cq^2, C^2q^2, (q^2)^2, q^3, Cq^3. Also, if b(u) is orthogonal to Aq^2, it is also orthogonal to ACq^2 and Aq^3. Hence, for the method to have order 5, it is necessary and sufficient that the coefficients and weights be restricted so that b(u) satisfies (1'), and is orthogonal to the five vectors q^2, Aq^2, CAq^2, A^2q^2, q^4. The five linearly independent quadrature conditions imply that the column space of \Psi_5', which is the nullspace of b(u), has dimension three again. Next, we show that the three vectors q^2, Aq^2, CAq^2 are linearly independent so that this set forms a basis of the column space of \Psi_5'.

As q_3^2 = 0 and entry 3 in each of Aq^2 and CAq^2 is nonzero, these two vectors are linearly independent of q^2. To show the two vectors are linearly independent of each other, assume otherwise, so that (C - c_3)Aq^2 = 0. In particular, (c_4 - c_3)a_{42} = 0. However, q_3^2 = q_3^2 = 0 implies that c_2 = 2c_3/3. Then if c_4 = c_3 as well, q_3^2 = q_3^3 = q_4^3 = 0 would imply that a_{43} = 0, and a_{42} = a_{32}, so that stages 3 and 4 would be equivalent, a contradiction to 5-minimality. Hence, c_4 \neq c_3, and so a_{42} = 0, implying in turn that c_3 = 2c_4/3, and a_{43} = 3c_4/4 \neq 0. Now, (A^2q^2)_4 = a_{43}a_{32}q_2^2 \neq 0, although q_4^2 and (Aq^2)_4 = a_{42}q_2^2 are both zero. This implies that the columns of \Psi_5' would be spanned by \{q^2, Aq^2, A^2q^2\}, and that q^4 would be a linear combination of these vectors. Indeed, since the only remaining arbitrary choice for the first four stages would be c_2, a little computation yields 4q^4 = (2c_2^2 + c_2A + 3A^2)q^2. This condition together with q_5^2 = q_3^3 = 0 determine the coefficients of stage 5. However, in this case (c_5 - c_3)a_{52} = 0 is also required. The choice c_5 = c_3 with the computed coefficients of stage 5 would imply that stages 5 and 3 are equivalent, a contradiction to 5-minimality. Otherwise, a_{52} = 0 would imply either that c_5 = 0, and also that stages 1 and 5 are equivalent, or else that c_5 = c_4, and that stages 4 and 5 are equivalent. Since both alternatives contradict 5-minimality, it follows that Aq^2 and CAq^2 are linearly independent. Thus, \{q^2, Aq^2, CAq^2\} is a basis for the column space of \Psi_5'. Hence, (6) and (7) together with (1') are necessary for this type of method to have order 5. Since the SOV shows that (5) holds for K_1 = K_2 = 0 when c_2 = 2c_3/3, the treatment at the beginning of this section shows that the assumptions are sufficient, and the result follows.

Because these methods are characterized by (5)-(7) with c_2 = 2c_3/3, and (1'), it follows that they form a subset of the family found by Owren and Zennaro [6]. For those methods with p_i > 3 for some values of i = 4, 5, 6, 7, additional constraints must be imposed on the nodes or coefficients. Two cases
of interest obtained by appropriate computation identify continuous methods with stage-reuse.

**Theorem 2.** (a) There exists a FSAL family of 5-optimal CERK methods with the SOV = (5, 1, 3, 3, 3, 3, 3, 5) in the parameters $c_2$, $c_6$, $c_7$ and $a_{54}$.

(b) There exist two FSAL families of 5-optimal CERK methods with the SOV = (5, 1, 3, 3, 4, 4, 4, 5) in the single parameter $c_2$.

**Proof.** (a) This type is characterized by Owren and Zennaro [6], and also at the beginning of this section, so $2c_3 = c_4 = c_5$. Furthermore, $p_3 = 3$ requires the choice $c_2 = 2c_3/3$.

(b) Since $q_4^4 = -9c_2^4/64 \neq 0$, and $c_4 = 3c_2$ implies that $q_4^4 = -9c_2^4/2 \neq 0$, it follows that $p_3$, $p_4 \leq 3$. In order to have $p_5 = 4$, $a_{54}$ must be constrained. To have $p_6 = 4$, one must have $c_6 = 5c_2/3$. To have $p_7 = 4$, $c_7$ must be the zero of a quartic. Two values, $c_7 = 0$ and $c_7 = c_6$ lead to equivalent stages, each of which violates 5-minimality. The other two values lead to methods that have real coefficients only if

$$1822500c_2^6 - 2430000c_2^5 + 1291500c_2^4 - 322200c_2^3 + 35625c_2^2 - 1320c_2 + 16 \geq 0.$$  

Values of $c_2$ in [0,1] that satisfy (29) lie outside a subinterval approximately equal to [.21536,.27767]. Some, but not all, choices will lead to methods for which all nodes lie in the interval [0,1]. □

Other combinations of values of $p_i$, $i = 5, 6, 7$, are possible. However, Theorem 2 identifies the extreme choices, and none lead to a method with DSO = 4. This completes the classification of 5-optimal CERK methods.

### 3. Some methods

We conclude the paper with examples of several methods. Only the discrete coefficients are given. Weights for the final stages of orders 4 and 5 are identified as $b^4$ and $b^5$, respectively. For each FSAL method, stage 8 is the same as the propagating stage of order 5, so that these coefficients are not repeated. For each method in Tables 2–6, which have DSO = 1, the eight weight functions \{b_i(u), i = 1, \ldots, 8\} for the interpolant may be obtained by solving the quadrature conditions (1') and the three constraints $b'(u)q^2 = b'(u)Cq^2 = b'(u)C^2q^2 = 0$. Otherwise, for methods in Tables 7–9, for which DSO $\geq 2$, the weight functions are obtained by solving the quadrature conditions and the three constraints $(b'(u))_2 = (b'(u)A)_2 = (b'(u)C.A)_2 = 0$.

Arbitrary nodes were selected in order to illustrate structural differences between the various types of methods. Thus, it will be observed that for each pair of methods, that many (and for the first three methods all) of the nodes are selected to be equal. Otherwise, the nodes were selected so that the coefficients could be represented exactly with a small number of digits. It is quite likely that more efficient methods can be obtained by other choices of the nodes (see [6]).
Table 2. A CERK(8:5) method with \( \text{SOV} = (5, 1, 1, 1, 4, 1, 1, 4) \)

<p>| | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1 5</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>2 3</td>
<td>-2/9</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>3 2</td>
<td>7/20</td>
<td>-3/16</td>
<td>27/80</td>
</tr>
<tr>
<td>4 1</td>
<td>7/96</td>
<td>125/376</td>
<td>9/64</td>
</tr>
<tr>
<td>5 5</td>
<td>218/10935</td>
<td>1903/6561</td>
<td>121/1275</td>
</tr>
<tr>
<td>6 7</td>
<td>222283/20480</td>
<td>-3122109/180224</td>
<td>-1949103/81920</td>
</tr>
<tr>
<td>7 8</td>
<td>3/256</td>
<td>0</td>
<td>81/32</td>
</tr>
<tr>
<td>8 b5</td>
<td>13/72</td>
<td>-125/486</td>
<td>-297/630</td>
</tr>
<tr>
<td>9 b4</td>
<td>-13/24</td>
<td>875/396</td>
<td>9/4</td>
</tr>
</tbody>
</table>

Table 3. A CERK(8:5) method with \( \text{SOV} = (5, 1, 1, 1, 4, 1, 4, 1) \)

<p>| | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1 5</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>2 3</td>
<td>-2/9</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>3 2</td>
<td>7/20</td>
<td>-3/16</td>
<td>27/80</td>
</tr>
<tr>
<td>4 1</td>
<td>7/96</td>
<td>125/376</td>
<td>9/64</td>
</tr>
<tr>
<td>5 5</td>
<td>218/10935</td>
<td>1903/6561</td>
<td>121/1275</td>
</tr>
<tr>
<td>6 7</td>
<td>12288/1610875</td>
<td>16317/16384</td>
<td>-8575/18432</td>
</tr>
<tr>
<td>7 8</td>
<td>122809/165120</td>
<td>0</td>
<td>19239/6880</td>
</tr>
<tr>
<td>8 b5</td>
<td>13/168</td>
<td>151375/766656</td>
<td>639/3520</td>
</tr>
<tr>
<td>9 b4</td>
<td>-13/24</td>
<td>875/396</td>
<td>9/4</td>
</tr>
</tbody>
</table>
### Table 4. A CERK(8:5) method with SOV = (5, 1, 1, 1, 4, 1, 4, 4)

<p>| | | | | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1</td>
<td>5</td>
<td>9</td>
<td>1</td>
<td>7</td>
<td>96</td>
<td>96</td>
</tr>
<tr>
<td>1</td>
<td>72</td>
<td>9</td>
<td>16</td>
<td>27</td>
<td>80</td>
<td>96</td>
<td>576</td>
</tr>
<tr>
<td>2</td>
<td>218</td>
<td>1903</td>
<td>121</td>
<td>440</td>
<td>352</td>
<td>6561</td>
<td>1215</td>
</tr>
<tr>
<td>3</td>
<td>1939</td>
<td>1610875</td>
<td>16317</td>
<td>8575</td>
<td>2793</td>
<td>535815</td>
<td>90112</td>
</tr>
<tr>
<td>4</td>
<td>86973</td>
<td>5</td>
<td>180163</td>
<td>1339</td>
<td>405241</td>
<td>131949</td>
<td>757</td>
</tr>
<tr>
<td>5</td>
<td>9632000</td>
<td>0</td>
<td>172000</td>
<td>86000</td>
<td>172000</td>
<td>55040</td>
<td>75250</td>
</tr>
<tr>
<td>6</td>
<td>977</td>
<td>1512</td>
<td>34</td>
<td>98</td>
<td>848</td>
<td>243</td>
<td>-256</td>
</tr>
<tr>
<td>7</td>
<td>2415</td>
<td>32768</td>
<td>32768</td>
<td>32768</td>
<td>1000</td>
<td>387</td>
<td></td>
</tr>
</tbody>
</table>

### Table 5. A FSAL CERK(8:5) method with SOV = (5, 1, 1, 1, 4, 1, 1, 5)

<p>| | | | | | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1</td>
<td>5</td>
<td>9</td>
<td>1</td>
<td>7</td>
<td>96</td>
<td>96</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>72</td>
<td>9</td>
<td>16</td>
<td>27</td>
<td>80</td>
<td>96</td>
<td>576</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>218</td>
<td>1903</td>
<td>121</td>
<td>440</td>
<td>352</td>
<td>6561</td>
<td>1215</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>1939</td>
<td>1610875</td>
<td>16317</td>
<td>8575</td>
<td>2793</td>
<td>535815</td>
<td>90112</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>86973</td>
<td>5</td>
<td>180163</td>
<td>1339</td>
<td>405241</td>
<td>131949</td>
<td>757</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>9632000</td>
<td>0</td>
<td>172000</td>
<td>86000</td>
<td>172000</td>
<td>55040</td>
<td>75250</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>977</td>
<td>1512</td>
<td>34</td>
<td>98</td>
<td>848</td>
<td>243</td>
<td>-256</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>2415</td>
<td>32768</td>
<td>32768</td>
<td>32768</td>
<td>1000</td>
<td>387</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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### Table 6. A FSAL CERK(8:5) method with SOV = (5, 1, 1, 1, 4, 1, 4, 5)

<table>
<thead>
<tr>
<th>i</th>
<th>M_i</th>
<th>5</th>
<th>64</th>
<th>8192</th>
<th>8192</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td></td>
<td>1</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>2</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>64</td>
<td>2</td>
<td></td>
<td></td>
<td>1015</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>4465</td>
<td>1600</td>
<td>1421</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>1</td>
<td>3248</td>
<td>2253</td>
<td>75</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td></td>
<td>4096</td>
<td>15225</td>
<td>75</td>
</tr>
<tr>
<td>7</td>
<td>3</td>
<td>1</td>
<td>4855</td>
<td>17097728</td>
<td>283318</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>1</td>
<td>116</td>
<td>271875</td>
<td>9375</td>
</tr>
<tr>
<td>7</td>
<td>2</td>
<td>1</td>
<td>14224</td>
<td>2401543</td>
<td>1225</td>
</tr>
<tr>
<td>8</td>
<td>1</td>
<td>1</td>
<td>15365</td>
<td>3840</td>
<td>256</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>2097152</td>
<td>11225</td>
<td>94</td>
</tr>
<tr>
<td>64</td>
<td>1</td>
<td>1</td>
<td>1048576</td>
<td>112</td>
<td>22</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>898275</td>
<td>75</td>
<td>9</td>
</tr>
</tbody>
</table>

### Table 7. A FSAL CERK(8:5) method with SOV = (5, 1, 2, 2, 2, 2, 2, 5)

<table>
<thead>
<tr>
<th>i</th>
<th>M_i</th>
<th>5</th>
<th>64</th>
<th>8192</th>
<th>8192</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td></td>
<td>1</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>1</td>
<td>686</td>
<td>297</td>
<td>1485</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>3</td>
<td></td>
<td>25</td>
<td>-3</td>
<td>1</td>
</tr>
<tr>
<td>9</td>
<td>1</td>
<td>1</td>
<td>405</td>
<td>297</td>
<td>1485</td>
</tr>
<tr>
<td>14</td>
<td>1</td>
<td>1</td>
<td>686</td>
<td>297</td>
<td>1485</td>
</tr>
<tr>
<td>7</td>
<td>1</td>
<td>1</td>
<td>1855</td>
<td>7945</td>
<td>12845</td>
</tr>
<tr>
<td>8</td>
<td>1</td>
<td>1</td>
<td>36096</td>
<td>16544</td>
<td>24064</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>825</td>
<td>180</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>825</td>
<td>180</td>
<td>1</td>
</tr>
<tr>
<td>64</td>
<td>1</td>
<td>1</td>
<td>825</td>
<td>180</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>825</td>
<td>180</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>825</td>
<td>180</td>
<td>1</td>
</tr>
<tr>
<td>64</td>
<td>1</td>
<td>1</td>
<td>825</td>
<td>180</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>825</td>
<td>180</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>825</td>
<td>180</td>
<td>1</td>
</tr>
<tr>
<td>64</td>
<td>1</td>
<td>1</td>
<td>825</td>
<td>180</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>825</td>
<td>180</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>825</td>
<td>180</td>
<td>1</td>
</tr>
<tr>
<td>64</td>
<td>1</td>
<td>1</td>
<td>825</td>
<td>180</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>825</td>
<td>180</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>825</td>
<td>180</td>
<td>1</td>
</tr>
<tr>
<td>64</td>
<td>1</td>
<td>1</td>
<td>825</td>
<td>180</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>825</td>
<td>180</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>825</td>
<td>180</td>
<td>1</td>
</tr>
<tr>
<td>64</td>
<td>1</td>
<td>1</td>
<td>825</td>
<td>180</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>825</td>
<td>180</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>825</td>
<td>180</td>
<td>1</td>
</tr>
<tr>
<td>64</td>
<td>1</td>
<td>1</td>
<td>825</td>
<td>180</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>825</td>
<td>180</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>825</td>
<td>180</td>
<td>1</td>
</tr>
<tr>
<td>64</td>
<td>1</td>
<td>1</td>
<td>825</td>
<td>180</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>825</td>
<td>180</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>825</td>
<td>180</td>
<td>1</td>
</tr>
<tr>
<td>64</td>
<td>1</td>
<td>1</td>
<td>825</td>
<td>180</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>825</td>
<td>180</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>825</td>
<td>180</td>
<td>1</td>
</tr>
<tr>
<td>64</td>
<td>1</td>
<td>1</td>
<td>825</td>
<td>180</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>825</td>
<td>180</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>825</td>
<td>180</td>
<td>1</td>
</tr>
<tr>
<td>64</td>
<td>1</td>
<td>1</td>
<td>825</td>
<td>180</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>825</td>
<td>180</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>825</td>
<td>180</td>
<td>1</td>
</tr>
<tr>
<td>64</td>
<td>1</td>
<td>1</td>
<td>825</td>
<td>180</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>825</td>
<td>180</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>825</td>
<td>180</td>
<td>1</td>
</tr>
<tr>
<td>64</td>
<td>1</td>
<td>1</td>
<td>825</td>
<td>180</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>825</td>
<td>180</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>825</td>
<td>180</td>
<td>1</td>
</tr>
<tr>
<td>64</td>
<td>1</td>
<td>1</td>
<td>825</td>
<td>180</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>825</td>
<td>180</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>825</td>
<td>180</td>
<td>1</td>
</tr>
</tbody>
</table>
**Table 8. A FSAL CERK(8:5) method with SOV = (5, 1, 3, 3, 3, 3, 3, 5)**

<table>
<thead>
<tr>
<th>b^4</th>
<th>1</th>
<th>162</th>
<th>0</th>
<th>25</th>
<th>27</th>
<th>185</th>
<th>54</th>
<th>20</th>
<th>27</th>
<th>343</th>
<th>81</th>
<th>0</th>
<th>0</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1</td>
<td>5</td>
<td>5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1/5</td>
<td>1</td>
<td>5</td>
<td>5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3/10</td>
<td>3</td>
<td>40</td>
<td>9</td>
<td>40</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3/5</td>
<td>3</td>
<td>10</td>
<td>9</td>
<td>10</td>
<td>6</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3/5</td>
<td>- 7</td>
<td>10</td>
<td>18</td>
<td>5</td>
<td>-14</td>
<td>1/2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>9/14</td>
<td>369</td>
<td>-405</td>
<td>180</td>
<td>288</td>
<td>27</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7/8</td>
<td>1981</td>
<td>175</td>
<td>4025</td>
<td>8855</td>
<td>8855</td>
<td>607453</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1/1</td>
<td>37</td>
<td>378</td>
<td>0</td>
<td>250</td>
<td>125</td>
<td>0</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>b^4</td>
<td>1</td>
<td>162</td>
<td>0</td>
<td>25</td>
<td>27</td>
<td>185</td>
<td>54</td>
<td>20</td>
<td>27</td>
<td>343</td>
<td>81</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

**Table 9. A FSAL CERK(8:5) method with SOV = (5, 1, 3, 3, 4, 4, 4, 5)**

<table>
<thead>
<tr>
<th>b^4</th>
<th>1</th>
<th>162</th>
<th>0</th>
<th>25</th>
<th>27</th>
<th>185</th>
<th>54</th>
<th>20</th>
<th>27</th>
<th>343</th>
<th>81</th>
<th>0</th>
<th>0</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1</td>
<td>5</td>
<td>5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1/5</td>
<td>1</td>
<td>5</td>
<td>5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3/10</td>
<td>3</td>
<td>40</td>
<td>9</td>
<td>40</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3/5</td>
<td>3</td>
<td>10</td>
<td>9</td>
<td>10</td>
<td>6</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3/5</td>
<td>1</td>
<td>10</td>
<td>0</td>
<td>7</td>
<td>10</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1/3</td>
<td>101</td>
<td>20</td>
<td>10</td>
<td>729</td>
<td>4374</td>
<td>-20</td>
<td>2187</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6/5</td>
<td>-34</td>
<td>25</td>
<td>0</td>
<td>208</td>
<td>-8</td>
<td>10</td>
<td>-2187</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>-1</td>
<td>72</td>
<td>0</td>
<td>400</td>
<td>-25</td>
<td>16</td>
<td>12596</td>
<td>-81</td>
<td>16</td>
<td>-25</td>
<td>648</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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