VORONOÏ-ALGORITHM EXPANSION OF TWO FAMILIES WITH PERIOD LENGTH GOING TO INFINITY
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Abstract. We consider families of orders of complex cubic fields introduced recently by Levesque and Rhin and find the Voronoï-algorithm expansions and the fundamental units. We compare with the Jacobi-Perron algorithm expansions.

1. Introduction

A common problem of number theory is the search for parametrized families of positive integers $N$ such that the field $\mathbb{Q}(\sqrt[3]{N})$ has a fundamental unit which is simply written according to the parameters. Such families have been given by Halter-Koch [5] and Williams [12]. In the complex cubic case, the fundamental unit of infinite families of fields $\mathbb{Q}(\sqrt{M})$ is given by Stender [10]. For some of these families, the Voronoï-algorithm expansion [1], [2] and [11], which generalizes the continued fraction algorithm to three dimensions, has been calculated by Dubois [2] (with period length 1 or 2) and by Williams [12] (with period length less than or equal to 6). Levesque and Rhin [7] presented the Jacobi-Perron algorithm [9] expansion (another generalization of the continued fraction algorithm to higher dimensions) of two parametrized infinite families $\mathbb{Q}(\alpha)$, each depending on two parameters. These expansions being periodic (with the period length going to infinity), they obtained a unit of these fields and conjectured that this unit is fundamental in the order $\mathbb{Z}[\alpha]$. Fahrane [4] proved this for one of these families when one of the parameters is large enough (a noneffective result), whereas Louboutin [8] proved that this unit is a bounded power (the bound does not depend on the parameters) of the fundamental unit in the order $\mathbb{Z}[\alpha]$.

In this paper we provide a result which allows us to give the Voronoï-algorithm expansion of these two families. We obtain the following results:

- the period length of these expansions goes to infinity.
- the unit given by Levesque and Rhin is fundamental in the order $\mathbb{Z}[\alpha]$.
- for one of these families, Voronoï and Jacobi-Perron algorithms are the same, i.e., the Jacobi-Perron algorithm provides exactly all the minimal points given by the Voronoï algorithm.
Kühner [6] also presented the Voronoï-algorithm expansion of one of these families, and Dubois and Fahrane [3] study the second one.

2. Minimal points search method

**Definition 2.1.** Let $\alpha_1$, $\alpha_2$ be two real numbers so that $1$, $\alpha_1$, $\alpha_2$ are independent over the rationals. We let $L = (1, \alpha_1, \alpha_2) = \mathbb{Z} + \mathbb{Z}.\alpha_1 + \mathbb{Z}.\alpha_2$ and for all $P = (u, v, w)$ (respectively $Q$) in $\mathbb{Z}^3$ we define $\psi = \psi(P) = u + v\alpha_1 + w\alpha_2$ (respectively $\phi = \phi(Q)$). Let $F$ be a positive quadratic form with real coefficients of rank 2 so that $F(1, 0, 0) = 1$ and $F(0, 0, 1) > 1$. We say that $\psi$ is a minimal point adjacent to 1 on the right (further on, we will not specify "right") in relation to $L$ and $F$ if $\psi = \min\{\phi$ such that $\phi > 1$ and $F(Q) < 1\}$.

In this section we will give a proposition which, using an isotropic vector of the quadratic form, allows us to restrict to 5 the number of choices for a minimal point adjacent to 1.

We will assume in the rest of this section that $(\omega_2, 1, \omega_1)$ is an isotropic vector of $F$, and we define

$$
\begin{align*}
\phi_1 &= [\omega_2] + \alpha_1, \\
\phi_2 &= [\omega_2] + \alpha_1 + \alpha_2, \\
\phi_3 &= [\omega_2] + \alpha_1 - \alpha_2, \\
\phi_4 &= [\omega_2] - 1 + \alpha_1, \\
\phi_5 &= [\omega_2] - 1 + \alpha_1 + \alpha_2, \\
\phi_6 &= [\omega_2] + 1 + 2\alpha_1 - \alpha_2, \\
\phi_7 &= [\omega_2] + 2\alpha_1, \\
\phi_8 &= [\omega_2] + 1 + \alpha_1 - \alpha_2,
\end{align*}
$$

where $[\ldots]$ is the greatest integer function. If $0 < \alpha_1 < 1$, $0 < \alpha_2 < 1$, we see that

$$
\begin{align*}
\phi_4 &< \phi_3 < \phi_1 < \phi_2, \\
\phi_4 &< \phi_5 < \phi_1 < \phi_2, \\
\phi_1 &< \phi_7 < \phi_6, \\
\phi_1 &< \phi_8 < \phi_6
\end{align*}
$$

and

$$
\begin{align*}
&\text{if } \alpha_2 < \alpha_1, \text{ then } \phi_2 < \phi_7, \\
&\text{if } 2\alpha_2 - 1 < \alpha_1 < \alpha_2, \text{ then } \phi_7 < \phi_2 < \phi_6, \\
&\text{if } \alpha_1 < 2\alpha_2 - 1, \text{ then } \phi_7 < \phi_6 < \phi_2, \\
&\text{if } 2\alpha_2 - 1 < 0, \text{ then } \phi_2 < \phi_8.
\end{align*}
$$

**Lemma 2.2.** Let $F$ be a positive quadratic form in three variables with real coefficients of rank 2 such that

$$
F(1, 0, 0) = 1 \quad \text{and} \quad F(0, 0, 1) > 1.
$$

Suppose that $F$ has an isotropic vector $(\omega_2, 1, \omega_1)$. Then we can write

$$
F(u, v, w) = a(w - \omega_1 v)^2 + 2b(w - \omega_1 v)(u - \omega_2 v) + (u - \omega_2 v)^2
$$

(1)
and

\[ F(u, v, w) = \frac{a}{2}(w - (\omega_1 + 2b/a\omega_2)v + 2b/a u)^2 + \frac{a}{2}(w - \omega_1 v)^2 \]

\[ + (1 - 2b/a)(u - \omega_2 v)^2 \]

with \( a > 1 \) and \( b^2 < a \).

**Proof.** Let \( M \) be the matrix of the polar form associated with \( F \). Writing

\[
M = \begin{pmatrix}
1 & a_{12} & a_{13} \\
a_{12} & a_{22} & a_{23} \\
a_{13} & a_{23} & a_{33}
\end{pmatrix}
\]

with \( a_{33} > 1 \), we deduce

\[
\begin{align*}
a_{12} &= -\omega_2 - \omega_1 a_{13}, \\
a_{22} &= (\omega_2)^2 + 2\omega_1 \omega_2 a_{13} + a_{33}(\omega_1)^2, \\
a_{23} &= -a_{13} \omega_2 - a_{33} \omega_1,
\end{align*}
\]

since \((\omega_2, 1, \omega_1)\) is an isotropic vector of \( F \). If we write \( a = a_{33} \) and \( b = a_{13} \), we obtain the formulas (1) and (2). Since \( F \) is a positive form of rank 2, we have \( b^2 < a \).

Now we can state the next proposition.

**Proposition 2.3.** If \( 0 < \omega_1 < 1, \omega_2 > 1, 0 < \alpha_1 < 1, 0 < \alpha_2 < 1 \) and \( 4b^2 < a \), we have

1. If \( F(Q_1) < 1 \):
   a. if \( b < 0 \), then the minimal point adjacent to 1 is \( \phi_1, \phi_3 \) or \( \phi_4 \);
   b. if \( b > 0 \), then the minimal point adjacent to 1 is \( \phi_1 \) or \( \phi_5 \).

2. If \( F(Q_1) > 1 \) and \( F(Q_2) < 1 \):
   a. if \( b < 0 \), then the minimal point adjacent to 1 is:
      i. \( \phi_2, \phi_3 \) or \( \phi_4 \) if \( \alpha_2 < \alpha_1 \),
      ii. \( \phi_2, \phi_3, \phi_4 \) or \( \phi_7 \) if \( 2\alpha_2 - 1 < \alpha_1 < \alpha_2 \),
      iii. \( \phi_2, \phi_3, \phi_4, \phi_6 \) or \( \phi_7 \) if \( \alpha_1 < 2\alpha_2 - 1 \);
   b. if \( b > 0 \), then the minimal point adjacent to 1 is:
      i. \( \phi_2 \) or \( \phi_5 \) if \( 2\alpha_2 - 1 < 0 \),
      ii. \( \phi_2, \phi_5 \) or \( \phi_8 \) if \( 2\alpha_2 - 1 > 0 \).

**Remark.** Inequality \(|2b| < 1\) implies \( 4b^2 < a \) (since \( a > 1 \)).

**Proof of Proposition 2.3.** Let \( \psi = u + v\alpha_1 + w\alpha_2 \) be the minimal point adjacent to 1.

1. We assume first that \( F(Q_1) < 1 \).
   a. We first claim that \( v \neq 0 \). If \( v = 0 \) we have:
      if \( u = 0 \), then \( F(P) = aw^2 > 1 \); if \( w = 0 \), then \( F(P) = u^2 \geq 1 \); and
      if \( u \neq 0 \) and \( w \neq 0 \), then \( F(P) > \frac{a}{2} + (1 - 2\frac{b^2}{a}) > 1 \), which is impossible.
   b. Next, we claim that if \( \psi \neq \phi_3 \), then \( u, v, w \) are all nonnegative.
Since $F(P) < 1$ and $4b^2 < a$, we have $(u - \omega_2 v)^2 < 2$; but $\omega_2 > 1$, then $uv \geq 0$. We have $(w - \omega_1 v)^2 < 2$, then $wv \geq 0$ or $|w| \leq 1$. If $wv > 0$, then $v < 0$ implies that $u \leq 0$ and $w \leq 0$, which is impossible because $\psi > 0$, so we have $v > 0$, $u \geq 0$ and $w \geq 0$. If $wv < 0$, then $|w| = 1$. If $w = 1$, then $v < 0$ and $u \leq 0$. If $u = 0$, we have $F(P) > \frac{a}{2} + (1 - 2 \frac{b^2}{a}) > 1$, and if $u < 0$, we have $\psi < 0$, which is impossible.

If $w = -1$, then $v > 0$, $u \geq 0$ and $(w - \omega_1 v)^2 > 1$, and if $u < [\omega_2 v]$, then $(u - \omega_2 v)^2 \geq 1$ and $F(P) > 1$; if $u = [\omega_2 v]$, then $\psi = \phi_3$ or $\psi > \phi_1$; and if $u \geq [\omega_2 v] + 1$, then $\psi > \phi_1$.

Therefore, $wv < 0$ implies that $\psi = \phi_3$.

Thus, we have proved that if $\psi \neq \phi_3$, then $v > 0$, and $u$ and $w$ are nonnegative.

c. We claim that $v = 1$.

For, if $v \geq 2$, we have $(u - \omega_2 v)^2 < 2$, then $u > 2[\omega_2] - \sqrt{2}$ and $u \geq [\omega_2]$, so $\psi > \phi_1$.

d. Study of $u$ and $w$.

Since $u \geq [\omega_2] - 1$, we have $(u - \omega_2 v)^2 < 2$.

We claim that $w < 2$.

If $w \geq 2$ and $u \geq [\omega_2]$, then $\psi > \phi_2 > \phi_1$; and if $u = [\omega_2] - 1$, then $(u - \omega_2 v)^2 > 1$ and $(w - \omega_1 v)^2 > 1$, so $F(P) > 1$.

If $u \geq [\omega_2] + 1$, then $\psi > \phi_2 > \phi_1$.

In case $w = 1$, if $u = [\omega_2 v]$, then $\psi > \phi_1$, so $u = [\omega_2] - 1$ and $\psi = \phi_4$.

In case $w = 0$, if $u = [\omega_2 v]$, then $\psi = \phi_1$; and if $u = [\omega_2] - 1$, then $\psi = \phi_4$.

Moreover, if $b < 0$, we have $F(Q_3) > 1$; and if $b \geq 0$, we have $F(Q_3) > 1$ and $F(Q_4) > 1$. Thus, the first part of the proposition is proved.

2. Let us assume now that $F(Q_1) > 1$ and $F(Q_2) < 1$.

As before, we have $u \geq 0$, $v > 0$ and $w \geq 1$.

a. We assert that $v \leq 2$.

If $v \geq 3$, we have $u \geq [\omega_2] + 1$; and if $w \geq 0$, then $\psi > \phi_2$. If $w = -1$ and $u > [\omega_2] + 1$, then $\psi > \phi_2$; and if $u = [\omega_2] + 1$, we have $(u - \omega_2 v)^2 > 1$ and $(w - \omega_1 v)^2 > 1$, so $F(P) > 1$. Therefore, $v = 1$ or $v = 2$.

b. The case $v = 1$. As in the proof of the first part, we have $u \geq [\omega_2] - 1$ and $w < 2$.

In the case $w = 1$, if $u > [\omega_2]$, then $\psi > \phi_2$; if $u = [\omega_2]$, then $\psi = \phi_2$; and if $u = [\omega_2] - 1$, then $\psi = \phi_5$.

In the case $w = 0$, if $u > [\omega_2]$, then $\psi > \phi_2$; if $u = [\omega_2]$, then $\psi = \phi_1$; and if $u = [\omega_2] - 1$, then $\psi = \phi_4$.

In the case $w = -1$, if $u > [\omega_2] + 1$, then $\psi > \phi_2$; if $u = [\omega_2] + 1$, then $\psi = \phi_3$; if $u = [\omega_2]$, then $\psi = \phi_3$; and if $u = [\omega_2] - 1$, we have $(w - \omega_1 v)^2 > 1$ and $(w - \omega_2 v)^2 > 1$, so $F(P) > 1$.

c. The case $v = 2$. In this case $u \geq [\omega_2]$.

If $w \geq 1$, then $\psi > \phi_2$.
In the case \( w = 0 \), if \( u > [\omega_2] \), then \( \psi > \phi_2 \); and if \( u = [\omega_2] \), then \( \psi = \phi_7 \).

In the case \( w = -1 \), if \( u > [\omega_2] + 1 \), then \( \psi > \phi_2 \); if \( u = [\omega_2] + 1 \), then \( \psi = \phi_6 \); and if \( u = [\omega_2] \), then \( (w - \omega_1 v)^2 > 1 \) and \( (u - \omega_2 v)^2 > 1 \), so \( F(P) > 1 \).

Moreover, if \( b < 0 \) we have \( F(Q_5) > 1 \) and \( F(Q_8) > 1 \); and if \( b \geq 0 \), we have \( F(Q_3) > 1 \), \( F(Q_4) > 1 \), \( F(Q_7) > 1 \) and \( F(Q_6) > 1 \). Thus, the second part of the proposition is proved. □

3. Voronoï Algorithm

Let \( K \) be a cubic algebraic number field of negative discriminant and \( L \) a lattice \( (L \subseteq \mathbb{R}^3) \) of \( K \) with basis \( \{1, \alpha_1, \alpha_2\} \). As before, to each point \( P = (u, v, w) \) (respectively \( Q \)) in \( \mathbb{Z}^3 \) there corresponds an element \( \psi = \psi(P) = u + v\alpha_1 + w\alpha_2 \) (respectively \( \phi = \phi(Q) \)) in \( L \), and we define

\[
F(P) = \frac{N(\psi)}{\psi} = \psi'\psi'',
\]

where \( N \) denotes the norm of \( K \) over \( \mathbb{Q} \), and \( \psi' \) and \( \psi'' \) the conjugates of \( \psi \).

**Definition 3.1.** We say that \( \psi = \psi(P) \) is a minimal point of \( L \) if for all \( \phi = \phi(Q) \) in \( L \) so that \( 0 < \phi < \psi \) we have \( F(Q) > F(P) \). We define the increasing chain of the minimal points of \( L \) by:

\[
\psi_0 = 1, \quad \psi_{k+1} = \min\{\psi \text{ such that } \psi > \psi_k \text{ and } F(P) < F(P_k)\} \quad \text{if } k > 0.
\]

Then \( \psi_{k+1} \) is the minimal point adjacent (on the right) to \( \psi_k \) in \( L \). Let \( \mathcal{O} \) be any order of \( K \) and \( L = \mathcal{O} \). By Voronoï we know that the previous chain is of the purely periodic form:

\[
..., \epsilon^{-1}\psi_{l-1}, 1, \psi_1, ..., \psi_{l-1}, \psi_l = \epsilon, \epsilon\psi_1, ..., \epsilon\psi_{l-1}, ...
\]

where \( l \) denotes the period length and \( \epsilon \) is the fundamental unit of \( \mathcal{O} \). To calculate such a sequence, it is sufficient to know how to construct the minimal point adjacent to 1 in a lattice \( L = \langle 1, \alpha_1, \alpha_2 \rangle \). Indeed, let \( \psi_0 = 1 \) and \( \psi_1 \) be the minimal point adjacent to 1 in \( L_0 = \mathcal{O} = \langle 1, \alpha_1, \alpha_2 \rangle \).

a. We choose an auxiliary point \( \phi_1 \) so that \( \{\psi_1, \phi_1, \psi_0\} \) is a basis of \( L_0 \).

b. \( \psi_2 \) is the minimal point adjacent to \( \psi_1 \) in \( L_1 = \langle \psi_1, \phi_1, \psi_0 \rangle \) is equivalent to \( \frac{\psi_2}{\psi_1} \) being the minimal point adjacent to 1 in \( L_1 = \langle 1, \frac{\phi_1}{\psi_1}, \frac{\psi_0}{\psi_1} \rangle \).

This process can be continued by induction.

4. Applications

4.1. Study of the first family. Let \( c \geq 2 \) and \( m \geq 1 \) be two integers; we consider the polynomial

\[
f(X) = X^3 - cmX^2 - (c-1)X - cm.
\]

This case was considered by Fahrane [4] and by Kühner [6]. Levesque and Rhin [7] have shown that \( f(X) \) is irreducible and has exactly one real root \( \alpha \).
4.1.1. Statement of the theorem.

Theorem 4.1. Let \( \alpha \) be the real root of the polynomial \( f(X) \), \( K = \mathbb{Q}(\alpha) \), and \( \mathcal{O} = \mathbb{Z}[\alpha] \). Then

(i) The chain of the minimal points of \( \mathcal{O} \) is: for \( 0 < s < m - 1 \)

\[
\psi_0 = 1, \quad \psi_{3s+1} = \alpha \left( \frac{\alpha}{\alpha - c_m} \right)^s, \quad \psi_{3s+2} = \alpha^2 \left( \frac{\alpha}{\alpha - c_m} \right)^s, \\
\psi_{3s+3} = \left( \frac{c \alpha}{\alpha - c_m} \right)^{s+1} \quad \text{and} \quad \psi_{3m+1} = \alpha \left( \frac{\alpha}{\alpha - c_m} \right)^m.
\]

(ii) \( \epsilon = \alpha \left( \frac{\alpha}{\alpha - c_m} \right)^m \) is the fundamental unit of \( \mathcal{O} \) and the Voronoï-algorithm expansion period length is \( l = 3m + 1 \).

4.1.2. Proof of Theorem 4.1. For this proof we need the following formulas:

\[ c^m < \alpha < c^m + \frac{c}{\alpha} \]

and

\[ 1 + \frac{1}{\alpha^2} = \frac{c}{\alpha (\alpha - c_m)}. \]

Let \( L = (1, \alpha_1, \alpha_2) \) be a lattice in \( K \) and \( \psi \) the minimal point adjacent to 1 in \( L \). Writing \( \psi = u + v\alpha_1 + w\alpha_2 \), we have the following lemmas:

Lemma 4.2. For an integer \( s, 0 < s < m \),

\[ \text{if} \ L = (1, \alpha - c_m, \frac{c^s}{\alpha}), \text{ then} \ (u, v, w) = (c^m, 1, 0). \]

Proof. We verify in this case that \( F \) is a positive quadratic form, which we can write in the form (1) and (2) with

\[ a = \frac{\alpha}{cm - 2s}, \quad b = \frac{-\alpha(\alpha - c_m)}{2c^m - s}, \quad \omega_2 = \alpha, \quad \omega_1 = \frac{c^{m-s}}{\alpha}. \]

We have \( 0 < \omega_1 < 1, \omega_2 > 1, 0 < \alpha_1 < 1, 0 < \alpha_2 < 1 \) and \( 4b^2 < a \), since

\[ 4b^2 = \frac{\alpha^2(\alpha - c_m)^2}{c^m} < 1. \]

With the notation of §2, we have \( \phi_1 = \alpha \), so that

\[ F(Q_1) = \frac{N(\alpha)}{\alpha} = \frac{c^m}{\alpha} < 1 \quad \text{and} \quad b < 0. \]

According to Proposition 2.3, the minimal point adjacent to 1 is \( \phi_1, \phi_3 \) or \( \phi_4 \). But \( Q_3 = (c^m, 1, -1) \), and according to (2) we have

\[ F(Q_3) > \frac{\alpha}{2c^m - 2s}(1 + \frac{c^{m-s}}{\alpha})^2 > \frac{\alpha}{2c^m - 2s} + c^3 + \frac{c^m}{2\alpha} > 1. \]

Finally, \( \phi_4 = \alpha - 1 \), and

\[ F(Q_4) = \frac{N(\alpha - 1)}{\alpha - 1} = \frac{2c^m + c - 2}{\alpha - 1} > \frac{2c^m + c - 2}{c^m} > 1. \]

Therefore, \( \psi = \phi_1 \), i.e., \( (u, v, w) = (c^m, 1, 0) \). \( \square \)
Lemma 4.3. For an integer $s$, $0 \leq s \leq m - 1$, if $L = (1, \frac{c^s}{\alpha^s}, \frac{1}{\alpha})$, then $(u, v, w) = (c^s, 1, 0)$.

Proof. As in the proof of Lemma 4.2, we have

$$a = \frac{\alpha}{c^m}, \quad b = -\frac{\alpha(\alpha - c^m)}{2c^m}, \quad \omega_2 = \frac{c^s\alpha}{c^m}, \quad \omega_1 = \frac{c^s\alpha}{c^m}(\alpha - c^m)$$

and $0 < \omega_1 < 1$, $\omega_2 > 1$, $0 < \alpha_1 < 1$, $0 < \alpha_2 < 1$. Moreover,

$$|2b| = \frac{\alpha(\alpha - c^m)}{c^m} < 1.$$

Then we can use Proposition 2.3. We have

$$\phi_1 = \frac{c^{s+1}}{\alpha(\alpha - c^m)} \quad \text{and} \quad N(\alpha - c^m) = c^{m+1},$$

so

$$F(Q_1) = \frac{\alpha(\alpha - c^m)}{c^{2m-2s+1}} < 1 \quad \text{and} \quad b < 0.$$

We have $Q_3 = (c^s, 1, -1)$, and from (2),

$$F(Q_3) > \frac{\alpha}{2c^m}[(1 + c^s(\alpha - c^m))^2 + (1 + \frac{c^s\alpha}{c^m}(\alpha - c^m))^2] > 1.$$

We have $Q_4 = (c^s - 1, 1, 0)$, and from (1),

$$F(Q_4) = \frac{\alpha}{c^m}(\omega_1)^2 + \frac{\alpha(\alpha - c^m)}{c^m}\omega_1(c^s - 1 - \frac{c^s\alpha}{c^m}) + (1 + \frac{c^s(\alpha - c^m)}{c^m})^2.$$

Simplifying the two last terms, we obtain

$$F(Q_4) = 1 + \frac{\alpha^2(\alpha - c^m)^2}{c^{2m-2s-1}}(c^s - 1) + \frac{2c^s(\alpha - c^m)}{c^m} + \frac{c^{2s}}{c^{2m}}(\alpha - c^m)^2 > 1.$$

Therefore, $\psi = \phi_1$, i.e., $(u, v, w) = (c^s, 1, 0)$.

Lemma 4.4. For an integer $s$, $0 \leq s \leq m - 1$, if $L = (1, \frac{\alpha - c^m}{c^{s+1}}, \frac{\alpha(\alpha - c^m)}{c^{s+1}})$, then $(u, v, w) = (c^{m-s}, 1, 0)$.

Proof. As before, we have

$$a = \frac{c^{2m-2s-1}}{\alpha(\alpha - c^m)}, \quad b = \frac{c^{m-s-1}}{2}(\frac{c - 1}{c^m} - \frac{1}{\alpha}), \quad \omega_2 = \frac{c^{m-s}}{\alpha(\alpha - c^m)}, \quad \omega_1 = \frac{1}{\alpha}$$

and $0 < \omega_1 < 1$, $\omega_2 > 1$, $0 < \alpha_1 < 1$, $0 < \alpha_2 < 1$. Moreover,

$$|2b| = \frac{c^{m-s-1}(\frac{c - 1}{c^m} - \frac{1}{\alpha})}{c^s} < c^{-s} \leq 1.$$

So we can use Proposition 2.3. We have

$$\phi_1 = \frac{\alpha}{c^{s+1}} \quad \text{and} \quad F(Q_1) = \frac{c^{m-2s-2}}{\alpha} < 1 \quad \text{and} \quad b > 0,$$

so $\psi = \phi_1$ or $\psi = \phi_5$. By using formula (1) for $F(Q_5)$ and $F(Q_1)$, we have

$$F(Q_5) = F(Q_1) + 1 + (a - 2a\omega_1 - 2b) + (2\{\omega_2\} - 2b\{\omega_2\}) + 2b\omega_1,$$
where \( \{\omega_2\} = \omega_2 - [\omega_2] \). We claim that \( a - 2a\omega_1 - 2b > 0 \). Indeed,

\[
\frac{b}{c^{m-s-1}} < \frac{1}{2c^{m-1}}, \text{ hence } a - 2a\omega_1 - 2b > \frac{c^{m-s}}{\alpha(\alpha - c^m)} \left(1 - \frac{2}{\alpha}\right) - \frac{1}{c^{m-1}}.
\]

Since \( \frac{c}{\alpha(\alpha - c^m)} = 1 + \frac{1}{\alpha^2} \), we have

\[
a - 2a\omega_1 - 2b > c^{m-s-1} - 2\frac{c^{m-s-1}}{\alpha} + \frac{c^{m-s-1}}{\alpha^2} \left(1 - \frac{2}{\alpha}\right) - \frac{1}{c^{m-1}}.
\]

If \( s < m - 1 \), \( c^{m-1-s} \geq 2 \), \( 2\frac{c^{m-s-1}}{\alpha} < 1 \) and \( \frac{1}{c^{m-1}} \leq 1 \) so \( a - 2a\omega_1 - 2b > 0 \), as claimed. If \( s = m - 1 \), then

\[
a - 2a\omega_1 - 2b = (1 + \frac{1}{c^{m-1}}) + (\frac{1}{\alpha^2} - \frac{2}{\alpha^3}) + (\frac{1}{c^m} - \frac{1}{\alpha}) > 0.
\]

Moreover, \( 2\{\omega_2\} - 2b\{\omega_2\} > 0 \) so \( F(Q_3) > 1 \). Therefore \( \psi = \phi_1 \), i.e., \( (u, v, w) = (c^{m-1-s}, 1, 0) \). □

We prove the theorem by induction with the help of these lemmas in the following way.

Let \( L_0 = (1, \alpha - c^m, \frac{c^m}{\alpha}) \). According to Lemma 4.2 we have \( \psi_1 = \alpha \).

a. We choose \( \phi_1 = \alpha(\alpha - c^m) \).

b. We obtain \( L_1 = (1, \alpha - c^m, \frac{1}{\alpha}) \), and by the same lemma we have \( \frac{\psi_2}{\psi_1} = \alpha \), i.e., \( \psi_2 = \alpha^2 \).

If we continue this process, we obtain, for \( 0 \leq s \leq m - 1 \), the results given in Table 1. In the table we have written

\[
\phi_0 = \alpha - c^m, \quad \psi_{-1} = \frac{c^m}{\alpha}.
\]
and the third and fourth columns correspond to the coordinates of $\psi_{k+1}$ and of $\psi_k$ in the lattice $L_k$.

Now, the chain of minimal points $\psi_k$ of $\mathbb{Z}[\alpha]$ can easily be found with the help of the successive quotients $\psi_{k+1}$. Hence,

$$\psi_{3m+1} = \alpha \left( \frac{\alpha}{\alpha - c^m} \right)^m.$$  

We have

$$N(\psi_{3m+1}) = 1 \quad \text{and} \quad N(\psi_i) \neq 1 \quad \text{if} \quad 0 < i \leq 3m.$$  

Therefore, $\psi_{3m+1}$ is the fundamental unit $\epsilon$ in $\mathcal{O}$, and the Voronoï-algorithm expansion period length is $l = 3m + 1$.

4.1.3. The Jacobi-Perron algorithm.

Definition 4.5. Let $\alpha_1, \alpha_2$ be two real numbers. The Jacobi-Perron algorithm expansion of $(\alpha_1, \alpha_2)$ is given by two sequences $(a_i, b_i), (i \geq 0)$ of integers defined by

$$a_0 = \alpha_1, \quad a_0, = \alpha_2;$$
and for $\nu \geq 0$: 

$$a_\nu = [\alpha_2^\nu], \quad b_\nu = [\alpha_1^\nu];$$

$$a_{\nu+1} = \frac{1}{a_\nu - b_\nu} - a_\nu, \quad b_{\nu+1} = \frac{1}{a_\nu - b_\nu} - b_\nu.$$  

Remark. The basis of the lattices $L_k, 0 \leq k \leq 3m$, are given by the Jacobi-Perron algorithm expansion of $(\alpha(\alpha - c^m), \alpha)$.

For $0 \leq k \leq 3m$ we define the transition matrix from $L_k$ to $L_{k+1}$ by

$$M_k \begin{pmatrix} \psi_k \\ \phi_k \\ \psi_{k-1} \end{pmatrix} = \begin{pmatrix} \psi_{k+1} \\ \phi_{k+1} \\ \psi_k \end{pmatrix}.$$  

The matrices $M_k$ are given by the previous lemmas, i.e.:

$$M_0 = \begin{pmatrix} c^m & 1 & 0 \\ c - 1 & 0 & 1 \\ 1 & 0 & 0 \end{pmatrix},$$

and for $0 \leq s \leq m - 1$,

$$M_{3s+1} = \begin{pmatrix} c^m & 1 & 0 \\ 0 & 0 & 1 \\ 1 & 0 & 0 \end{pmatrix}, \quad M_{3s+2} = \begin{pmatrix} c^s & 1 & 0 \\ 0 & 0 & 1 \\ 1 & 0 & 0 \end{pmatrix}, \quad M_{3s+3} = \begin{pmatrix} c^{m-s-1} & 1 & 0 \\ 0 & 0 & 1 \\ 1 & 0 & 0 \end{pmatrix}.$$  

According to Levesque and Rhin [7] we can write

$$M_k = \begin{pmatrix} a_{l-k} & 1 & 0 \\ b_{l-k} & 0 & 1 \\ 1 & 0 & 0 \end{pmatrix},$$

where $l = 3m + 1$ and $a_{l-k}, b_{l-k}$ are defined by the Jacobi-Perron algorithm expansion of $(\alpha(\alpha - c^m), \alpha)$.  
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Remark. For the quadratic form $F$, an isotropic vector in $L_k$ has for $1 \leq k \leq 3m$ the coordinates
\[
\begin{pmatrix}
\alpha_2^{k-1} \\
1 \\
\alpha_1^{k-1} - b_{k-1}
\end{pmatrix},
\]
where $\alpha_2^{k-1}$ and $\alpha_1^{k-1}$ are defined by the Jacobi-Perron algorithm expansion of $(\alpha(\alpha - c^m), \alpha)$.

4.2. Study of the second family. Let $c \geq 2$ and $m \geq 1$ be two integers; we consider the polynomial
\[
f(X) = X^3 + (c^m + c - 1)X^2 - (c^m - 1)X - c^m.
\]
Levesque and Rhin [7] have shown that $f(X)$ is irreducible and has exactly one real root.

4.2.1. Statement of the theorem.

Theorem 4.6. Let $\alpha$ be the real root of the polynomial $f(X)$, $K = \mathbb{Q}(\alpha)$, and $\mathcal{O} = \mathbb{Z}[\alpha]$. Then

(i) The chain of the minimal points of $\mathcal{O}$ is
\[
\psi_0 = 1, \quad \psi_1 = \alpha, \quad \psi_2 = \alpha^2, \quad \psi_3 = \frac{c\alpha^2}{\alpha - c^m};
\]
\[
\psi_{4t} = \alpha\left(\frac{\alpha^2}{\alpha - c^m}\right)^t, \quad \psi_{4t+1} = \alpha^2\left(\frac{\alpha^2}{\alpha - c^m}\right)^t \text{ for } 1 \leq t \leq m-1;
\]
\[
\psi_{4t+2} = \alpha\left(c^{t+1} + c^m\right)\alpha\left(\frac{\alpha^2}{\alpha - c^m}\right)^t, \quad \psi_{4t+3} = \left(\frac{c\alpha^2}{\alpha - c^m}\right)^t \text{ for } 1 \leq t \leq m-2;
\]
and $\psi_{4m-2} = \left(\frac{c\alpha^2}{\alpha - c^m}\right)^m, \quad \psi_{4m-1} = \alpha\left(\frac{\alpha^2}{\alpha - c^m}\right)^m$;

(ii) The fundamental unit of $\mathcal{O}$ is $\epsilon = \alpha\left(\frac{\alpha^2}{\alpha - c^m}\right)^m$, and the Voronoï-algorithm expansion period length is $I = 4m - 1$.

4.2.2. Proof of Theorem 4.6. For this proof we need the following formulas:
\[
c_2 < \alpha < c_2 + \frac{c^m}{\alpha}
\]
and
\[
1 + \frac{1}{\alpha} + \frac{1}{\alpha^2} = \frac{c}{\alpha - c^m},
\]
where $c_2 = c^m + c - 1$. With the same notation as before we have the following lemmas:

Lemma 4.7. For an integer $t$, $0 \leq t \leq m$,
\[
\text{if } L = (1, \alpha - c_2, \frac{c^t}{\alpha}), \text{ then } (u, v, w) = (c_2, 1, 0).
\]

Proof. The proof of this lemma is analogous to the one of Lemma 4.2 of the previous section.
Lemma 4.8. For an integer \( t \), \( 0 < t < m - 1 \),

if \( L = \left( 1, \frac{c^t - 1}{\alpha}, \frac{c^t}{\alpha^2}, \frac{1}{\alpha} \right) \), then \((u, v, w) = (c^t, 1, 0)\);

if \( t = 0 \) or \( t = m - 1 \),

if \( L = \left( 1, \frac{c^t - 1}{\alpha}, \frac{c^t}{\alpha^2}, \frac{1}{\alpha} \right) \), then \((u, v, w) = (c^t, 1, 1)\).

Proof. The coefficients \( a \) and \( b \) of the quadratic form \( F \) in relation to \( L \) and the isotropic vector are given by

\[
a = \frac{\alpha}{c^m}, \quad b = -\frac{\alpha(\alpha - c_2)}{2c^m}, \quad \omega_2 = \frac{\alpha}{c^{m-t}}, \quad \omega_1 = \frac{\alpha(c^{m-t} - 1) + c^m}{c^{m-t}\alpha}
\]

and \( 0 < \omega_1 < 1 \), \( \omega_2 > 1 \), \( 0 < \alpha_1 < 1 \), \( 0 < \alpha_2 < 1 \). Moreover,

\[|2b| = \frac{\alpha(\alpha - c_2)}{c^m} < 1.\]

According to (1), we have

\[
F(Q_1) = \frac{\alpha}{c^m}[1 - \frac{c^t}{c^{m}\alpha}(\alpha - c^m)]^2 + c^{2t}(\frac{\alpha}{c^{m-t}} - 1)^2
\]

\[-\frac{\alpha(\alpha - c_2)}{c^m}[1 - \frac{c^t}{c^{m}\alpha}(\alpha - c^m)]c^t(\alpha - c^m),\]

so that, on expansion,

\[
F(Q_1) = \frac{\alpha}{c^m} + \frac{c^{2t}}{c^{2m}}(\alpha - c^m)^2(\frac{1}{c^{m}\alpha} + 1 + \frac{\alpha - c_2}{c^m})
\]

\[-2\frac{c^t}{c^{2m}}(\alpha - c^m) - \frac{c^t}{c^{2m}}(\alpha - c^m)\alpha(\alpha - c_2).\]

We observe that

\[
\frac{1}{c^{m}\alpha} + 1 + \frac{\alpha - c_2}{c^m} = \frac{c}{\alpha - c^m};
\]

then

\[
F(Q_1) = \frac{\alpha}{c^m} - \frac{c^t}{c^{2m}}(\alpha - c^m)[2 + \alpha(\alpha - c_2) - c^{t+1}].
\]

Thus, \( F(Q_1) < 1 \) is equivalent to

\[1 - \frac{\alpha}{c^m} + \frac{c^t}{c^{2m}}(\alpha - c^m)[2 + \alpha(\alpha - c_2) - c^{t+1}] > 0.\]

Multiplying by \( \frac{c^m}{\alpha - c^m} \), and replacing \( \alpha(\alpha - c_2) \) with \( c^m - 1 + \frac{c^m}{\alpha} \), we see that

this condition is equivalent to \( 1 + c^m + \frac{c^m}{\alpha} - c^{t+1} - c^{m-t} > 0 \). Hence:

(i) if \( 0 < t < m - 1 \), then \( F(Q_1) < 1 \).
(ii) if \( t = 0 \) or \( t = m - 1 \), then \( F(Q_t) > 1 \), but in this case \( \phi_2 = \frac{c^{t+1}}{\alpha - c^m} \) and \( N(\phi_2) = c^{2m+1} \), so \( F(Q_2) = \frac{\alpha - c^m}{c^{2m-2t-1}} < 1 \).

We have \( F(Q_3) = F(Q_1) + a + 2a\omega_1 + 2b\omega_2 \); then

\[
F(Q_3) = F(Q_1) + \frac{\alpha}{c^m} + 2\frac{\alpha}{c^m} \frac{\alpha(c^{m-t} - 1) + c^m}{c^{m-t}\alpha} - \frac{\alpha(\alpha - c_2)}{c^m} \frac{\alpha - c^m}{c^{m-t}}.
\]

We observe that \( a - c_2 < 2 \) and that \( \alpha - c^m < \frac{\alpha(c^{m-t} - 1) + c^m}{\alpha} \) is equivalent to \( c - 1 + \frac{c^m - 1}{\alpha} + \frac{c^m}{\alpha^2} < c^{m-t} - 1 + \frac{c^m}{\alpha} \), i.e., \( 0 < (c^{m-t} - c) + \frac{1}{\alpha} (c^m + 1 - \frac{c^m}{\alpha}) \), which is true. So \( F(Q_3) > \frac{\alpha}{c^m} > 1 \).

We have

\[
F(Q_4) = F(Q_1) + 2b\omega_1 + 1 + 2\{\omega_2\} > F(Q_1) + 2\{\omega_2\},
\]

so \( F(Q_4) > F(Q_1) + 2\{\omega_2\} \) since \( -1 < 2b\omega_1 < 0 \); then

\[
F(Q_4) > \frac{\alpha}{c^m} - \frac{\alpha}{c^{2m}}(\alpha - c^m)[2 + \alpha(\alpha - c_2) - c^{t+1}] + 2\frac{\alpha - c^m}{c^{m-t}}.
\]

The right-hand term is greater than 1 if and only if

\[
\frac{\alpha - c^m}{c^m}[1 - \frac{c^t}{\alpha}(2 + \alpha(\alpha - c_2) - c^{t+1}) + 2c^t] > 0,
\]

which is equivalent (replacing \( \alpha(\alpha - c_2) \) with \( c^m - 1 + \frac{c^m}{\alpha} \)) to

\[
1 + c^t + c^{2t+1-m} - c^{t-m} - \frac{c^t}{\alpha} > 0,
\]

which is true for \( 0 \leq t \leq m - 1 \), so \( F(Q_4) > 1 \). We use Proposition 2.3, observing that \( b < 0 \).

(i) If \( 0 < t < m - 1 \), then \( \psi = \phi_1 \), i.e., \( (u, v, w) = (c^t, 1, 0) \).

(ii) If \( t = 0 \), then \( 2\alpha_2 - 1 < \alpha_1 < \alpha_2 \), so \( \psi = \phi_2 \) or \( \phi_7 \). Furthermore, \( F(Q_7) = 4a\omega_1^2 + 8b\omega_1\omega_2 - 4b\omega_1[\omega_2] + (2\omega_2 - [\omega_2])^2 \) and \( 4a\omega_1^2 + 8b\omega_1\omega_2 = 0 \) if \( t = 0 \), so \( F(Q_7) > 1 \) and \( \psi = \phi_2 \), i.e., \( (u, v, w) = (c^t, 1, 1) \). If \( t = m - 1 \) and \( m \geq 2 \), then \( \alpha_1 > \alpha_2 \), so \( \psi = \phi_2 \), i.e., \( (u, v, w) = (c^t, 1, 1) \). □

**Lemma 4.9.** For an integer \( t, 1 \leq t \leq m - 2 \),

\[
\text{if } L = \left\{ 1, \frac{\alpha - c^m}{\alpha(c^{t+1} - 1) + c^m}, \frac{\alpha(\alpha - c^m)}{\alpha(c^{t+1} - 1) + c^m} \right\}, \text{then } (u, v, w) = (1, 1, 0).
\]
Proof. We have
\[ a = \frac{c^{2m+1}}{(\alpha - c^m)[(c^{t+1} - 1)^2 - \alpha(\alpha - c_2)(c^{t+1} - 1) + c^m\alpha]}, \]
\[ b = \frac{(c^{t+1} - 1)(c_2 - \alpha - 2c^m) + \alpha(\alpha - c_2)^2 - 2c^m + c^m\alpha(\alpha - c_2)}{2[(c^{t+1} - 1)^2 - \alpha(\alpha - c_2)(c^{t+1} - 1) + c^m\alpha]}, \]
\[ \omega_2 = \frac{c^{m-t}\alpha}{\alpha(c^{m-t} - 1) + c^m}, \quad \omega_1 = \frac{\alpha(\alpha - c^m)}{\alpha(c^{m-t} - 1) + c^m}, \]
and \( 0 < \omega_1 < 1, \omega_2 > 1, 0 < \alpha_1 < 1, 0 < \alpha_2 < 1. \) Study of \( b : \)
writing \[ 2b = \frac{N}{D}, \] we have
\[ N = \alpha(\alpha - c_2)^2 + c^m\alpha(\alpha - c_2) - 2c^{m+t+1} - (\alpha - c_2)(c^{t+1} - 1), \]
hence
\[ N \geq \alpha(\alpha - c_2)^2 + c^m\alpha(\alpha - c_2) - c^{2m} - (\alpha - c_2)(c^{m-1} - 1) = n; \]
we have
\[ n = (\alpha - c_2)[\alpha(\alpha - c_2) + c^m\alpha - (c^{m-1} - 1)] - c^{2m}, \]
so
\[ n = c^{m-1}(\alpha - c_2)[c - 1 + c\alpha + \frac{c}{\alpha}] - c^{2m}, \]
replacing \( \alpha(\alpha - c_2) \) with \( c^m - 1 + \frac{c^m}{\alpha} \). Further,
\[ c^{1-m}n = (\alpha - c_2)(c - 1) - \frac{c^2 - c}{\alpha} = (c - 1)(\alpha - c_2\frac{c}{\alpha}) > 0. \]
We have \( D > 0 \), so \( b > 0 \). We claim that \( |2b| < 1 \) : this is equivalent to \( N - D < 0 \). We have
\[ N - D = [\alpha(\alpha - c_2)^2 - c^{m+t+1}] + [c^m\alpha(\alpha - c_2) - c^m\alpha] + [\alpha(\alpha - c_2)(c^{t+1} - 1) - c^{m+t+1}] - (c^{t+1} - 1)^2 - (\alpha - c_2)(c^{t+1} - 1). \]
So \( N - D < 0 \), and \( |2b| < 1 \).
We have
\[ F(Q_1) = \frac{N(\phi_1)}{\phi_1} = \frac{c^{2t+2}}{(c^{t+1} - 1)^2 - \alpha(\alpha - c_2)(c^{t+1} - 1) + c^m\alpha} < 1; \]
therefore the minimal point adjacent to 1 is \( \phi_1 \) or \( \phi_5 \); but \( \phi_5 < 1 \), so \( \psi = \phi_1 \)
i.e., \( (u, v, w) = (1, 1, 0) \). \( \square \)

Lemma 4.10. For an integer \( t, 1 \leq t \leq m - 1 \),
if \( L = (1, \frac{\alpha - c^m}{c^{t+1}}, \frac{\alpha(c^{t+1} - 1) + c^m}{c^{t+1}\alpha}), \) then \( (u, v, w) = (c^{m-1-t}, 1, 0). \)
Proof. We have

\[ a = \frac{(c^{t+1} - 1)^2 - \alpha(\alpha - c_2)(c^{t+1} - 1) + c^m \alpha}{c^{2t+2}}, \quad b = \frac{2(c^{t+1} - 1) - \alpha(\alpha - c_2)}{2c^{t+1}}, \]

and \(0 < \omega_1 < 1, \omega_2 > 1, 0 < \alpha_1 < 1, 0 < \alpha_2 < 1\). Moreover, \(4b^2 < a\). Indeed,

\[ a - 4b^2 = \frac{1}{c^{2t+2}} \left( c^m \alpha - \alpha^2(\alpha - c_2)^2 + 3(c^{t+1} - 1)[\alpha(\alpha - c_2) - (c^{t+1} - 1)] \right) > 0. \]

We have

\[ F(Q_1) = \frac{c^m}{c^{2t+2} \alpha} < 1. \]

(i) If \(t \leq m - 2\), then \(b < 0\) and \(\psi = \phi_1, \phi_3\) or \(\phi_4\). But

\[ F(Q_3) = \frac{a}{2} \left(1 + \frac{1}{\alpha} \right)^2 > a, \]

and according to the inequalities \((c^{t+1} - 1)^2 > 0, \alpha(\alpha - c_2) < c^m, (c^{t+1} - 1) \leq (c^{m-1} - 1)\) and \(\alpha > c_2\), we obtain \(a > 2\), so \(F(Q_3) > 1\). According to (5) we have

\[ F(Q_4) = F(Q_1) + 2b \omega_1 + 1 + 2\{\omega_2\} > F(Q_1) + 2\{\omega_2\}. \]

To prove that \(F(Q_4) > 1\), it is sufficient to prove that \(2b \omega_1 + 1 + 2\{\omega_2\} \geq 0\). We have

\[ 2b \omega_1 + 1 + 2\{\omega_2\} = \frac{2(c^{t+1} - 1) - \alpha(\alpha - c_2)}{c^{t+1} \alpha} + 2\left( \frac{\alpha(c^{m-t} - 1) + c^m}{\alpha(\alpha - c^m)} - c^{m-t-1} \right) \]

\[ = \frac{2}{c^{t+1}} \left[ -\frac{1}{\alpha} + \frac{c^{m+1}}{\alpha - c^m} - c^m - (\alpha - c_2) \right] \]

\[ + \frac{\alpha - c_2}{c^{t+1}} + 2\left[ -\frac{1}{\alpha} + \frac{1}{\alpha - c^m} + \frac{c^m}{\alpha(\alpha - c^m)} \right], \]

and according to (4) the first term equals zero and so \(F(Q_4) > 1 + \frac{\alpha - c_2}{c^{t+1}} > 1\).

Therefore, \(\psi = \phi_1\), i.e., \((u, v, w) = (c^{m-1-t}, 1, 0)\).

(ii) If \(t = m - 1\), then \(b > 0\) and \(\psi = \phi_1\) or \(\phi_5\). We have

\[ F(Q_5) = \frac{\alpha(\alpha - 1) + c^m}{c^m \alpha}, \]

and by multiplying the conjugates, we obtain

\[ F(Q_5) = \frac{\alpha(\alpha - c_2) + \alpha^2(\alpha - c_2)^2 + c^m(\alpha^2 - \alpha) + 2c^m}{c^{2m} \alpha} \]

\[ > \frac{\alpha^2 - \alpha}{c^m \alpha} > 1; \]

therefore, \(F(Q_5) > 1\) and \(\psi = \phi_1\), i.e., \((u, v, w) = (c^{m-1-t}, 1, 0)\). \(\square\)

We obtain for \(1 \leq t \leq m - 2\) the results given in Table 2.
### Table 2

<table>
<thead>
<tr>
<th>$k$</th>
<th>$L_k = {1, \frac{\phi_k}{\psi_k}, \frac{\psi_{k+1}}{\psi_k}}$</th>
<th>$\frac{\psi_{k+1}}{\psi_k}$</th>
<th>$\frac{\phi_{k+1}}{\psi_k}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>${1, \alpha - c_2, \frac{c_m}{\alpha}}$</td>
<td>$(c_2, 1, 0)$</td>
<td>$(c_m - 1, 0, 1)$</td>
</tr>
<tr>
<td>1</td>
<td>${1, \alpha - c_2, \frac{1}{\alpha}}$</td>
<td>$(c_2, 1, 0)$</td>
<td>$(0, 0, 1)$</td>
</tr>
<tr>
<td>2</td>
<td>${1, \frac{1}{\alpha^2}, \frac{1}{\alpha}}$</td>
<td>$(1, 1, 1)$</td>
<td>$(1, 1, 0)$</td>
</tr>
<tr>
<td>3</td>
<td>${1, \frac{\alpha(c - 1) + c^m}{c\alpha}, \frac{\alpha - c^m}{c}}$</td>
<td>$(c_m - 1, 0, 1)$</td>
<td>$(c_m - 1, 1, 0)$</td>
</tr>
<tr>
<td>$\vdots$</td>
<td>$\vdots$</td>
<td>$\vdots$</td>
<td>$\vdots$</td>
</tr>
<tr>
<td>$4t$</td>
<td>${1, \alpha - c_2, \frac{c'_t}{\alpha}}$</td>
<td>$(c_2, 1, 0)$</td>
<td>$(c'_t - 1, 0, 1)$</td>
</tr>
<tr>
<td>$4t + 1$</td>
<td>${1, \frac{c'_t - 1}{\alpha} + \frac{c'_t}{\alpha^2}, \frac{1}{\alpha}}$</td>
<td>$(c'_t, 1, 0)$</td>
<td>$(0, 0, 1)$</td>
</tr>
<tr>
<td>$4t + 2$</td>
<td>${1, \frac{\alpha - c^m}{\alpha(c^{t+1} - 1) + c^m}, \frac{\alpha(c - c^m)}{(c^{t+1} - 1) + c^m}}$</td>
<td>$(1, 1, 0)$</td>
<td>$(0, 0, 1)$</td>
</tr>
<tr>
<td>$4t + 3$</td>
<td>${1, \frac{\alpha - c^m}{c^{t+1}}, \frac{\alpha(c^{t+1} - 1) + c^m}{c^{t+1} \alpha}}$</td>
<td>$(c_m - 1 - t, 1, 0)$</td>
<td>$(c_m - 1 - t - 1, 0, 1)$</td>
</tr>
<tr>
<td>$\vdots$</td>
<td>$\vdots$</td>
<td>$\vdots$</td>
<td>$\vdots$</td>
</tr>
<tr>
<td>$4m - 4$</td>
<td>${1, \alpha - c_2, \frac{c_m - 1}{\alpha}}$</td>
<td>$(c_2, 1, 0)$</td>
<td>$(c_m - 1 - 1, 0, 1)$</td>
</tr>
<tr>
<td>$4m - 3$</td>
<td>${1, \frac{c_m - 1}{\alpha} + \frac{c_m - 1}{\alpha^2}, \frac{1}{\alpha}}$</td>
<td>$(c_m - 1, 1, 1)$</td>
<td>$(c_m - 1, 1, 0)$</td>
</tr>
<tr>
<td>$4m - 2$</td>
<td>${1, \frac{\alpha(c_m - 1) + c_m}{c_m \alpha}, \frac{\alpha - c^m}{c^m}}$</td>
<td>$(1, 0, 1)$</td>
<td>$(0, 1, 0)$</td>
</tr>
</tbody>
</table>
In the table, we have written

\[ \phi_0 = \alpha - c_2 \quad \text{and} \quad \psi_{-1} = \frac{c_m}{\alpha}. \]

As before, we deduce that

\[ \psi_{4m-1} = \alpha \left( \frac{\alpha^2}{\alpha - c_m} \right)^m. \]

We have

\[ N(\psi_{4m-1}) = 1 \quad \text{and} \quad N(\psi_i) \neq 1 \quad \text{if} \quad 0 < i \leq 4m - 2. \]

Therefore, \( \psi_{4m-1} \) is the fundamental unit \( \epsilon \) in \( \mathcal{O} \) and the Voronoï-algorithm expansion period length is \( l = 4m - 1 \).

4.2.3. The Jacobi-Perron algorithm. For this family the basis of the lattices \( L_k, 0 \leq k \leq 4m - 2 \), are not all given by the Jacobi-Perron algorithm expansion of \( (\alpha(\alpha - c_2), \alpha) \). The transition matrices are given by

\[
M_0 = \begin{pmatrix} c_m + c - 1 & 1 & 0 \\ c^m - 1 & 0 & 1 \\ 1 & 0 & 0 \end{pmatrix}, \quad M_1 = \begin{pmatrix} c_m + c - 1 & 1 & 0 \\ 0 & 0 & 1 \\ 1 & 0 & 0 \end{pmatrix}, \quad M_2 = \begin{pmatrix} 1 & 1 & 0 \\ 1 & 0 & 0 \end{pmatrix},
\]

\[
M_3 = \begin{pmatrix} c_{m-1} & 0 & 1 \\ c_{m-1} - 1 & 1 & 0 \\ 1 & 0 & 0 \end{pmatrix};
\]

for \( 1 \leq t \leq m - 1 \):

\[
M_{4t} = \begin{pmatrix} c_m + c - 1 & 1 & 0 \\ c^t - 1 & 0 & 1 \\ 1 & 0 & 0 \end{pmatrix},
\]

for \( 1 \leq t \leq m - 2 \):

\[
M_{4t+1} = \begin{pmatrix} c^t & 1 & 0 \\ 0 & 0 & 1 \\ 1 & 0 & 0 \end{pmatrix}, \quad M_{4t+2} = \begin{pmatrix} 1 & 1 & 0 \\ 0 & 0 & 1 \\ 1 & 0 & 0 \end{pmatrix}, \quad M_{4t+3} = \begin{pmatrix} c_{m-1-t} & 1 & 0 \\ c_{m-1-t} - 1 & 0 & 1 \\ 1 & 0 & 0 \end{pmatrix},
\]

and

\[
M_{4m-3} = \begin{pmatrix} c_{m-1} & 1 & 1 \\ c_{m-1} - 1 & 0 & 1 \\ 1 & 0 & 0 \end{pmatrix}, \quad M_{4m-2} = \begin{pmatrix} 1 & 0 & 1 \\ 0 & 1 & 0 \\ 1 & 0 & 0 \end{pmatrix}.
\]

Let \( a_i \) and \( b_i \) be the integers defined by the Jacobi-Perron algorithm expansion, given by Levesque and Rhin [7], of \( (\alpha(\alpha - c_2), \alpha) \), for which the period length is \( \lambda = 4m + 1 \). For \( 0 \leq k \leq 4m - 4 \), \( k \neq 2 \) and \( 3 \), the transition matrices are given by the Jacobi-Perron algorithm:

if \( k = 0 \) or \( k = 1 \):

\[
M_k = \begin{pmatrix} a_{\lambda-k} & 1 & 0 \\ b_{\lambda-k} & 0 & 1 \\ 1 & 0 & 0 \end{pmatrix},
\]

if \( 4 \leq k \leq 4m - 4 \):

\[
M_k = \begin{pmatrix} a_{\lambda-k-1} & 1 & 0 \\ b_{\lambda-k-1} & 0 & 1 \\ 1 & 0 & 0 \end{pmatrix}.
\]
For $k = 2$ and $3$ we have the relation

$$M_3M_2 = \begin{pmatrix} a_{\lambda-4} & 1 & 0 \\ 0 & 1 & 0 \\ 1 & 0 & 0 \end{pmatrix} \begin{pmatrix} a_{\lambda-3} & 1 & 0 \\ 0 & 1 & 0 \\ 1 & 0 & 0 \end{pmatrix} \begin{pmatrix} a_{\lambda-2} & 1 & 0 \\ 0 & 1 & 0 \\ 1 & 0 & 0 \end{pmatrix},$$

and for $k = 4m - 3$ and $4m - 2$ we have the relation

$$M_{4m-2}M_{4m-3} = \begin{pmatrix} a_1 & 1 & 0 \\ b_1 & 0 & 1 \\ 1 & 0 & 0 \end{pmatrix} \begin{pmatrix} a_2 & 1 & 0 \\ b_2 & 0 & 1 \\ 1 & 0 & 0 \end{pmatrix} \begin{pmatrix} a_3 & 1 & 0 \\ b_3 & 0 & 1 \\ 1 & 0 & 0 \end{pmatrix}.$$

**Remark.** For the quadratic form $F$, an isotropic vector in $L_k$ has the coordinates:
- if $k = 1$ or $k = 2$:
  $$(\alpha_2^{k-1} 1, \alpha_1^{k-1} - b_{k-1}),$$
- if $k = 3$:
  $$(\alpha_2^3 1, \alpha_1^3 - b_3),$$
- if $4 \leq k \leq 4m - 3$:
  $$(\alpha_2^k 1, \alpha_1^k - b_k),$$
- if $k = 4m - 2$:
  $$(\alpha_2^{k+1} 1, \alpha_1^{k+1} - b_{k+1}),$$

where $\alpha_2^i$ and $\alpha_1^i$ are defined by the Jacobi-Perron algorithm expansion of $(a(a - c_2), a)$.
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